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Abstract 

This paper presents the study in the machine learning aided stochastic slope stability analysis 
through the finite element method. The probability of failure of a dam with cohesive slope has 
been investigated. The numerical model has been built by the finite element method. An ad-
vanced machine learning algorithm called Extreme Learning Machine (ELM) is adopted to 
establish the regression model. The applicability and effectiveness of the presented approach 
are compared by the Monte-Carlo simulation method.  
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design. 
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1 INTRODUCTION 

Slope stability is one of the principal considerations in soil mechanics such as rainfall in-
duced landslide analysis and strength limit design of dam embankment. A series of research 
can be found in the slope stability analysis [1-11]. Herein, D.V. Griffiths presented research in 
slope stability analysis by finite elements methods [1], followed by the probabilistic slope sta-
bility analysis [2,3]. Nonlinear behaviour includes the nonlinear failure criterion and the 
yielding criteria on the elasto-plasitc analysis are investigated [4,5]. Reliability analysis for 
slope stability is presented by J.T. Christian et al. [6] and J.M. Duncan [7]. C.C. Huang et al. 
have conducted research in 3D slope stability analysis [8, 9]. Research shows, because of the 
uncertainty of the soil properties and the large-scale variation of the nature environment, the 
deterministic analysis is not always leading the results that reflect the real-world situation. 
Thus, the non-deterministic analysis is of favoured in such a design, especially the reliability 
analysis for the slope stability. 

This study presents a machine learning aided stochastic slope analysis by using extreme 
learning machine (ELM). ELM is a single hidden layer forward neural network (SLFN) that 
originally proposed by G.B. Huang [11], based on the four-layered feedforward neural net-
work versus three [12, 13]. Figure 1 illustrates the architecture of the classical ELM algorithm. 
The performance of the regression and multiclass classification is further discussed in [14, 15]. 
Researchers investigated on the improvements of the ELM algorithms and the effectiveness of 
its extension including bidirectional extreme learning machine (B-ELM) [16]; incremental 
extreme learning machine (I-ELM) [17-19]; on-line sequential extreme learning machine 
(OS-ELM) [20]; OS-ELM with kernel [21] and so on. G. Huang has summarised the current 
research work in ELM in a review article up to 2015 [22]. In this paper, a numerical investiga-
tion has been conducted for the dam embankment model demonstrated in Figure 2. The re-
sults are compared with the conventional Monte Carlo Simulation method to demonstrate the 
accuracy and the efficiency of the presented method. 

Figure 1: Classical ELM algorithm architecture 
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Figure 2: The illustration of the dam embankment 

2 PRELIMINARIES 

2.1 Deterministic slope stability analysis by FE models 

The deterministic slope stability analysis has been widely investigated by finite element 
analysis [1-6], due to the page limitation, the fundamental of the finite element analysis will 
not be repeated. In this study, the slope stability analysis has been conducted by shear strength 
reduction method according to previous research [1-7]. The factor of safety (FOS) is used to 
reduce the cohesion thus results in a reduction of the soil shear strength; the FOS is formulat-
ed as: 

FOS
'

c
c

(1) 

where c is the material cohesion and c’ is parameterised cohesion. 
The Mohr-coulomb yield function is adopted, the associated plasticity can be demonstrated 

as: 

1 3 1 3' ' ' 'sin ' 'cos '
2 2

F c (2) 

where when F>1, the soil is yielding thus the stresses are redistributed. The failure of slope is 
determined in displacements, at a certain FOS value, the result does not converge due to the 
increment of reduction of the soil shear strength, which indicated the slope failure due to the 
instability.  

2.2 Reliability analysis through Extreme Learning Machine (ELM) 

In this section, the algorithm of the extreme learning machine is introduced. As a single 
hidden layer forward neural networks, the goal is to minimise the cost function: 

2

1 1

N N

i i j i j
j i

Y g w x b t (3) 

for N samples and N hidden nodes. The input weight vector w is randomly generated based
on a continuous probability density function in an interval [-1, 1] [11], b is the bias vector. 
The ( )g x  is an activation function, in this study, Sigmoid function is adopted: 

Water level

Seepage level 
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The hidden layer output matrix H is formulated as: 
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(5) 

leads to the output of ELM is given as follow: 

1
( ) ( )

N

i i
i

f x h x H  (6)

where β is known as the output weight vector that connects the hidden nodes and the output 
nodes, β can be calculated by:  

†H T (7) 

where †H is the Moore-Penrose generalized inverse of the hidden layer output matrix H [11]. 

3 NUMERICAL INVESTIGATION 

For the purpose of demosntration, a numerical example is investigated by adoping the 
presented ELM algorithm and then compared with the Monte Carlo Simulation (MCS) 
method. In this example, the horizontal displacement and vetical displacement of a point P 
within the dam body are selected as targets for the ELM regression. The finite element model 
is illustrated in Figure 3. Soil properties are choosen to be random varibles, the Young’s 
modulus, Poisson’s ratio and soil porosity are uniformly distributed [1], 
where 5 5~ 0.995 10 ,1.005 10E U  kPa, v ~ U (0.2487, 0.2512) and prosity p ~ U (0.398,

0.402); the soil density, soil cohesion and parameter tan  are lognormal distributed [2, 7],

where ρmean = 2000 kg/m3 ρsd = 60 kg/m3, cmean = 10 kPa  csd = 3 kPa, tan 0.5774sat mean

tan 0.0115sat sd , and  tan 0.3640unsat mean tan 0.0073unsat sd . 100 training 
samples are generated by latin hyper cube sampling method, computed by FEM and trained 
by ELM. In result verification, 10,000 samples are generated by the MCS method and 
computed by FEM. The results are compared between the trained ELM and MCS. The 
accuracy of the presented method is illustrated in Figure 4 and Figure 5. For the results 
presented in Figures 4 and 5, the total computional time of the MCS is over 200 hours, versus 
the presented ELM in 2 hours. It worth to mention that, FEM computation dominants the time 
consumption of ELM, by using the trained ELM, the testing time of newly generated 10,000 
samples is within 1 second. In this example, following computer configurations are used: 

System: Microsoft Windows 10 
CPU: Intel Core i7 – 8665U 1.9 GHz 
RAM: 16.0 GB 
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Figure 3: Numerical example in FEM 

Figure 4: Horizontal displacement of the selected point. Unit: meter 

Figure 5: Vertical displacement of the selected point. Unit: meter 

4 CONCLUSIONS 

In this study, the machine learning aided stochastic slope stability analysis by extreme 
learning machine is conducted. Finite element method is adopted in the deterministic analysis. 
In order to verify the accuracy of the presented approaches, results are compared with Monte 
Carlo simulation. Results show the presented method agreed well with the Monte Carlo simu-
lation while the computation efficiency is improved from 200 hours to 2 hours. Furthermore, 
the results have been illustrated and compared by probability density function and cumulative 
density function. 
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