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ABSTRACT

Multi-hop device-to-device (MD2D) communications are an integral part of future wireless net-

works. Multi-hop communications enable mobile devices in close proximity to communicate

directly or through multi-hop connections instead of traversing through a network infrastructure.

This provides numerous benefits for cellular networks, such as low-cost communications, en-

hanced cellular coverage and capacity, reduced total power consumption in devices, and improved

spectral efficiency. Consequently, service providers can leverage the advantages of both D2D and

cellular networks to enhance the quality of their services. However, tight coupling of control and

data functions in cellular equipment and the utilization of proprietary interfaces and protocols in

existing cellular infrastructure make integration difficult and rigid. Hence, there is a need for

open and reprogrammable frameworks to make the network more flexible and scalable. Software-

defined networking (SDN) is a promising technology for future wireless networks that provides

an open and reprogrammable framework wherein the control functions are taken from network

devices and are logically centralized in a control entity. The open framework of SDN provides an

opportunity for service providers to manage networks more intelligently and develop services in a

more agile manner.

This thesis introduces an SDN-based framework for cellular networks, referred to as virtual ad hoc

routing protocol framework (VARP), capable of developing different types of multi-hop routing

protocols. In the proposed framework, an SDN controller determines the mode of communication

for mobile devices (i.e., cellular or multi-hop modes). Two different multi-hop routing protocols

are designed for the proposed framework: source-based virtual ad hoc routing protocol (VARP-S)

and SDN-based multi-hop D2D routing protocol (SMDRP). In both protocols, a source of data

packet sends a route request to the controller and receives the forwarding information from the

controller in response. This thesis then presents a multi-protocol framework capable of develop-

ing multiple routing protocols under a single framework. In the proposed framework, an SDN

controller logically divides a cell into multiple clusters based on its knowledge of the entire cell.

The controller determines which multi-hop routing protocol can provide the best performance

for each cluster. The simulation results show that the proposed multi-protocol framework pro-

vides better performance than traditional single-protocol architectures. Finally, the thesis presents

a novel software-defined adaptive routing algorithm for multi-hop multi-frequency communica-

tions in wireless multi-hop mesh networks. The simulation results indicate that the proposed

algorithm improves the end-to-end throughput of multi-hop connections by considering the sur-



rounding WiFi traffic and adaptive selection of frequencies and routes.
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"Luck is great, but most
of life is hard work."

- Iain Duncan Smith

1
Introduction

1.1 Background

The world is experiencing a significant growth of Internet users who demand anytime anywhere

access to the Internet. The Cisco annual Internet report predicts that by 2023 "the cellular speeds

will be more than triple, the machine-to-machine (M2M) applications will be the fastest-growing

applications, and over 70 percent of the population will have mobile connectivity" [2]. There is a

need to design scalable networks to enable a highly connected world and provide consumers with

high-speed and high-quality access to information and multimedia-based applications. Hence,

while only a few years have passed since the introduction of 4th generation LTE networks, the 5th

generation mobile networks (5G) have already begun to be deployed to meet mobile networks’

current and future demands. 5G integrates a number of new technologies, such as multiple-

input multiple-output (MIMO), millimeter-wave (mmWave) communications, software-defined

networking (SDN), network function virtualization (NFV), and device-to-device (D2D), to provide

high levels of capacity and flexibility. Among the proposed technologies, D2D communications

and the SDN paradigm are the main focus of this thesis.

Device-to-device communications in cellular networks enable wireless devices in close proximity

to communicate directly instead of traversing through an LTE core network. This allows offload-

ing traffic from cellular (when possible), utilizing the licensed and unlicensed spectrum more effi-

ciently, reducing the energy consumption and the end-to-end latency. Later, the idea of multi-hop

D2D (MD2D) was introduced to extend cellular coverage and be used in public safety applica-

tions and similar cases where cellular infrastructure is not available. Mobile ad-hoc networks

(MANETs) are a type of MD2D that are self-configured mobile devices that form a connected
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network with no fixed infrastructure. Despite providing flexibility, MANETs have limited scala-

bility owing to their distributed network management. Consequently, integrating MANETs with

cellular networks allows service providers to take the best features of both networks to increase the

cellular capacity and address the scalability issues in MANETs. Further, new scalable multi-hop

routing protocols should be designed to make the integration between multi-hop routing and cel-

lular networks more efficient. Regardless of the proposed solutions by different studies, multi-hop

communications under cellular networks face several challenges, such as complexity in routing,

difficulty in resource and interference management, and efficient switching between the com-

munication modes (cellular or multi-hop modes). Further, in the current cellular infrastructure,

hardware and interfaces are hard-coded and vendor-specific, which makes the practical devel-

opment of new services and protocols slow, challenging, and complex. The recent introduction

of software-defined networks address these challenges by providing an open and reprogrammable

framework that allows future cellular networks such as 5G to be effectively managed and extended

via software.

The control functions are taken from the hardware in the SDN framework and logically central-

ized in one or more control entities, referred to as the controller. Open APIs are defined to allow

the controller to communicate with the forwarding network devices and applications that run on

top of the controllers. Forwarding devices are inexpensive and simple devices that can receive

forwarding instructions from the controller. Significant research has been conducted on SDN-

based 5G cellular networks that integrate SDN with other emerging technologies for 5G networks,

such as massive MIMO, millimeter waves, network function virtualization, and device-to-device

communications. However, until now, little attention has been paid to the design of routing pro-

tocols integrated with SDN-based cellular networks to enable multi-hop routing under the control

of future SDN-enabled wireless base stations. The focus of this study is to design scalable multi-

hop routing protocols for SDN-based cellular networks. To achieve this, an SDN-based cellular

framework is proposed, and two multi-hop routing protocols are designed, namely VARP-S and

SMDRP, which are explained in detail in Chapters 3 and 4. Furthermore, considering the fact that

the performance of multi-hop protocols is affected by various network conditions (such as net-

work size, node mobility, traffic pattern, environmental conditions, node capabilities, and network

complexity), and because there is no single routing protocol that is suitable for every possible sce-

nario, a multi-protocol framework is proposed that enables the development of multiple multi-hop

routing protocols under a single framework. In the framework, a controller clusters a cell into

multiple clusters and then selects the most suitable protocol based on the cluster conditions. Thus,

the total network performance increases significantly compared to the traditional single-protocol

frameworks. The details of the framework are presented in Chapter 5.

In addition to the aforementioned frameworks, a software-defined networking-based adaptive rout-

ing algorithm is designed for multi-hop multi-frequency wireless mesh networks to increase the

end-to-end throughput in multi-hop communications. A novel metric is defined that considers

the link capacity, frequency coloring, and probability of successful transmission of the nodes.

Dijkstra’s algorithm is extended to support the proposed multi-hop multi-frequency platform by
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selecting non-overlapping frequency bands together with routing paths. The proposed algorithm

improves the end-to-end throughput capacity of multi-hop connections by considering background

WiFi traffic. The operation of the proposed algorithm is described in detail in Chapter 6.

1.2 Thesis Contributions

The contributions of this thesis are summarized as follows:

• A new SDN-based framework is proposed that introduces the idea of multi-hop routing as

an extended service for cellular networks to offload cellular traffic efficiently.

• A source-based multi-hop routing protocol is designed, VARP-S, which integrates multi-hop

routing with a cellular network using the SDN paradigm.

• A hop-by-hop routing protocol, referred to as SMDRP, is designed for SDN-based cellular

base stations. This protocol is suitable for a large density of mobile pedestrian communica-

tions sharing or exchanging content.

• A theoretical analysis is performed to investigate the performance of VARP-S and SMDRP

in comparison with the proposed SDN-based routing approach in [3], known as HSAW.

Unlike VARP-S and SMDRP wherein mobile nodes learn routes reactively, in HSAW, routes

are learned proactively in the network, and the SDN controller provides the mobile nodes

with a link-state database of the entire network. The results show better performance for the

proposed protocols compared to HSAW in terms of routing overhead, energy consumption,

and memory usage of mobile nodes in the network.

• A multi-protocol framework is developed for mobile wireless networks, introducing the idea

of clustering a cell and deploying the most efficient routing protocol for each cluster. Com-

pared to single-framework architectures, the multi-protocol framework can employ multiple

protocols under a single framework by logically dividing the cell into a number of clusters

under varying conditions (such as node density and mobility speed). Through this strat-

egy, the most suitable routing protocol can be deployed or operated to achieve the highest

throughput in each cluster. The multiple-criteria decision-making (MCDM) approach based

on the analytic hierarchy process (AHP) is extended to choose the most suitable routing

protocol for each cluster in the multi-protocol framework. Decision-making is based on

criteria such as end-to-end delay, packet loss, cellular overhead, and energy consumption of

the nodes. A simulation study is conducted to investigate the performance of the proposed

multi-protocol framework compared to the single-protocol framework.

• Dijkstra’s algorithm is extended, referred to as E-Dijkstra, to support the new multi-hop

multi-frequency hardware platform developed by CSIRO. The algorithm finds the least-cost

paths for various possible channel arrangements of multi-interface nodes. Furthermore, a

novel metric is designed to consider the link capacity and traffic density of the data modules

in each node. Based on this metric, separate cost matrices are created for each data module.

E-Dijkstra’s algorithm assesses the cost matrices for each active flow and selects a path
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with the maximum end-to-end capacity and alternating frequencies. A simulation study is

conducted using Mininet-WiFi to investigate the performance of the proposed algorithm in

multi-hop multi-radio wireless networks.

1.3 Research Questions and Objectives

This section presents the research questions and objectives of this thesis.

1.3.1 Research Questions

Research questions of this study are summarized as follows:

1. How can an SDN-based cellular framework be designed and implemented, wherein mobile

users act as forwarding elements receiving instructions from the controller?

2. What are the advantages and challenges of integrating multi-hop routing and the SDN

paradigm into cellular networks?

3. What type of multi-hop routing protocols can be designed to efficiently offload cellular

network traffic under the control of an SDN controller?

4. How to program mobile nodes in cellular networks, and to what extent should the controller

be engaged in multi-hop routing?

5. Is it possible to run multiple multi-hop routing protocols under one cellular framework,

while different parts of a cell may experience various network conditions (such as node

density, the existence of barriers and obstacles in some areas that lead to weak signals, and

mobility rate of mobile nodes)?

6. What metrics can be designed to select multi-hop routes with minimum interference and

maximum end-to-end throughput in highly dense networks?

1.3.2 Research Objectives

The main objective of this thesis is to explore the potential benefits of multi-hopping capabili-

ties for D2D communication scenarios in SDN-enabled wireless networks and to develop scalable

multi-hop routing approaches for future SDN-based cellular networks. To achieve this, the SDN

paradigm and multi-hop communications need to be integrated into the cellular network. The sec-

ond objective of this study is to develop a multi-protocol framework that allows the development

of multiple routing protocols under a single framework. This will increase the total performance

of the network as each protocol can be used in the best-suited environment.

The objectives of the research are summarized as follows:

1. To design and implement an SDN-based cellular framework wherein mobile users act as

forwarding elements and receive instructions from the controller.
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2. To design scalable multi-hop routing protocols for the SDN-based cellular framework and

investigate their performance in terms of energy consumption, memory usage, and routing

overhead.

3. To design a multi-protocol framework wherein multiple multi-hop protocols can run under

a single SDN-based cellular framework.

4. To design a software-defined networking-based adaptive routing algorithm for multi-hop

multi-frequency wireless networks to minimize interference and increase end-to-end

throughput.

1.4 Thesis Organization

This thesis is organised as follows:

• Chapter 2: This chapter presents a survey of different cellular evolution and standards, 5G

solutions and technologies (D2D and SDN in particular). Further, various multi-hop wire-

less networks, their current challenges, and proposed solutions to address these challenges

are discussed. Finally, the SDN concept is introduced, and different studies on SDN-based

wireless networks are presented.

• Chapter 3: This chapter presents an SDN-based cellular framework, named VARP, capable

of developing different multi-hop routing protocols. Furthermore, a source-based routing

protocol, referred to VARP-S, is proposed for the framework, and its performance is an-

alyzed in terms of energy consumption and routing overhead, compared to the previously

designed SDN-based routing approach, known as HSAW [3]. This chapter is published in

"IEEE Transactions on Network and Service Management".

• Chapter 4: This chapter introduces a hop-by-hop routing protocol, referred to SMDRP, for

SDN-based cellular networks. A theoretical study is conducted to compare the performance

of SMDRP with the proposed routing approach in [3] for a large density of mobile pedes-

trian communications. This chapter is published in "2019 16th IEEE Annual Consumer

Communications & Networking Conference (CCNC)".

• Chapter 5: This chapter describes a multi-protocol framework wherein multiple multi-hop

routing protocols can run under a single framework to improve the total network perfor-

mance. To investigate the performance of the framework, four clusters with various net-

work conditions (such as node density, number of flows, and mobility rate) are developed.

The previously designed multi-hop protocols (HSAW and VARP-S) are selected as routing

protocols that can run on the framework. A simulation study is conducted to investigate the

performance of the protocols for each cluster. Based on the obtained simulation results, the

AHP MCDM is developed to select the most suitable routing protocol for each cluster. The

total performance of the network is then evaluated when the mobile nodes of each cluster

run the selected protocol. This chapter is submitted to "IEEE Transactions on Vehicular

Technology" and is under review.
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• Chapter 6: This chapter presents a new SDN-based routing algorithm on top of a lightweight

hardware platform developed by CSIRO. Dijkstra’s algorithm is extended to support the de-

veloped multi-hop multi-frequency platform, where non-overlapping frequency bands are

selected together with the routing paths by maintaining N2 Dijkstra processes for N fre-

quency bands. These processes interact to recursively select the optimal upstream node

and frequency for each downstream frequency of a node. Mininet-WiFi is used to evaluate

the routing of the new system under dense network settings. The results indicate that the

proposed system improves the end-to-end throughput by considering the background WiFi

traffic and adaptively selecting routes and frequencies compared to the shortest-path-based

routing strategy. This chapter is published in "IEEE Transactions on Vehicular Technology".

• Chapter 7: A summary of the thesis content, thesis contributions, and recommendations for

future work are provided in the final chapter.
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2
Literature Survey

2.1 Introduction

This chapter examines the evolution of cellular networks, the proposed technologies to enhance

cellular capacity, and the limitations of current cellular networks. Multi-hop device-to-device

communication is then studied as a potential technology for current and future cellular networks.

Finally, the concept of SDN paradigm, its application in future wireless networks, and the role of

SDN technology in the efficient integration of multi-hop communications with cellular networks

are discussed.

2.2 Cellular Networks

A cellular network is a communication network of wireless mobile nodes that are distributed over

cells. Each cell is a land area managed by a base station. The BS is a fixed-location transceiver

that transfers data and voice between mobile users in its coverage area. The BS also connects

mobile users within a cell to the Internet or any other external networks.

The cellular network underwent several technological evolutions, which resulted in the acquisi-

tion of different standards, speeds, and frequencies. The evolution of mobile cellular networks is

differentiated by word generation and is known as 1G, 2G, 3G, and 4G. Currently, we are in the

fourth generation of cellular networks, and the fifth generation is emerging.
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2.2.1 Brief Overview of Proposed Technologies and Modulation Techniques for 1G,
2G, 3G, and 4G Systems

The first generation (1G) of mobile cellular networks is based on the advanced mobile phone

system (AMPS). AMPS is a standard system for analog signal cellular telephone services in the

United States. It utilizes the frequency division multiple access (FDMA) technique to allocate one

or more frequency bands or channels to each mobile user. 1G is limited only to voice services, and

supports a channel capacity of 30 kHz with a frequency band of 824-894 MHz and a speed up to

2.4 kbps [4].

To support additional services, such as multimedia message services (MMS), a second generation

(2G) was introduced. Unlike 1G, which uses analog telecommunications standards, in 2G, digital

signals are used to transmit voice at a speed of 64 kps. 2G utilizes digital modulation schemes,

such as time-division multiple access (TDMA) and code division multiple access (CDMA). The

TDMA divides the signal into time slots, and each user transmits in its own time slot. CDMA

allows users to communicate over a multiplex physical channel by providing each user with a

special code. The global system for mobile communication (GSM), based on TDMA, is the most

widely used 2G technology that can support international roaming. The bandwidth supported by

2G is 30-200 kHz [4].

Continuous enhancement of the GSM led to the development of a 2.5G system. While 2G used

only circuit-switched data, packet-switched data was introduced by 2.5G technology. 2.5G em-

ploys a general packet radio service (GPRS), which is a packet-switching communication proto-

col. GPRS supports higher data rates by allocating multiple time slots to each user using coding

schemes. Further, it allows service providers to charge their subscribers based on the amount of

data transmitted by their mobile phones, not the duration of their connection. The supported data

rate by 2.5G is 144 kbps [4].

The increasing need to have higher data rates and to provide mobile phones with multimedia-

based applications and additional services (for example, web browsing, fax, TV/videos, video

conferencing, paging, e-mail, and navigational maps) resulted in the birth of third-generation mo-

bile systems introduced by the 3rd Generation Partnership Project (3GPP) in 2000. 3G is capable

of supporting high-speed data rates ranging from 144 kbps to more than 2 Mbps. Universal mo-

bile telecommunications system (UMTS), enhanced data rates for GSM evolution (EDGE), and

cdma2000 1x radio transmission technology (1xRTT) are among the first proposed 3G systems.

Unlike GPRS in 2.5G, which transmits one bit per symbol, EDGE transmits 3 bits per symbol

using an 8-PSK (phase shift keying) modulation scheme, which improves data rates in 3G by

three times higher than GPRS. While UMTS employs the same core network as other 3G systems

(i.e., GSM, GPRS, and EDGE), UMTS radio access network (RAN) is completely different. The

GSM, GPRS, and EDGE systems use 200 kHz carries with eight time slots per frame, whereas

UMTS utilizes the wideband code division multiple access (WCDMA) standard on a 5 MHz car-

ries. However, it provides almost the same download rate as EDGE, up to 384kbps. From the

cdmaOne family, cdma2000 1xRTT was defined by IS-2000 that provides downlink rates of up
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to 153.6 kbps by employing modulation techniques, such as variable-length orthogonal codes and

quadrature phase shift keying (QPSK). The later evolution of the cdmaOne family, known as 1x

evolution-data optimized (1xEVDO), supports a peak downlink rate of 2.4 Mbps [4, 5].

The necessity of having a general platform for all the proposed cellular technologies led to emer-

gence of the fourth-generation (4G) mobile systems in the late 2000s. 4G was an evolution to mo-

bile systems that proposed a full IP-based network. In 4G systems, mobile users experience higher

quality, speed, capacity, and security, while incurring lower costs for access to services, such as the

Internet, multimedia services, voice, and data services. The key feature of 4G networks is termi-

nal mobility, which allows mobile users to switch between different wireless networks and access

wireless services anytime and anywhere. Examples of 4G technologies are long-term evolution

(LTE) and LTE-advanced (LTE-A). The supported speeds in the 4G networks were 100 Mbps and

1Gbps [4].

In addition to improvements made to 4G LTE networks, work on 5G and 6G has already begun

to address the requirements of having a highly connected world wherein anytime and anywhere

access to information, mobile high-speed video, and multimedia-based applications are becoming

a prerequisite for consumers. 5G promises to increase the download speed to 20 Gbps and to

reduce the delay of data delivery to less than 1ms, compared to 4G networks that support up to

1Gbps for download speed and delay of approximately 70 ms [6]. Further, 5G networks are going

to provide services, such as Gbps data broadcasting, high mobility up to 500 km/h, software-based

radios, high download and upload speeds. Notably, 5G has already started to be deployed and 6G

is supposed to integrate 5G and satellite communications to provide global coverage [7, 8].

2.2.2 Brief Overview of Main Components of the 2G, 3G, and 4G Systems

This section briefly describes the main components of the 2G, 3G, and 4G cellular systems.

Figure 2.1: GSM system.

GSM System Architecture: GSM is the most used system among the proposed 2G mobile

systems. There are three main components in GSM, as depicted in Figure 2.1 [9]:

• Base station subsystem (BSS): It performs tasks like signal coding and decoding, handover,

radio resource management, data encryption, and power control. Mobile stations (MSs) are

connected to the base transceiver station (BTS) in the BSS via air interfaces.
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• Network subsystem (NSS): This lies between the GSM network and public networks.

There are several elements in NSS, such as mobile switching center (MSC), home location

register (HLR), visitor location register (VLR), authentication center (AUC), and equipment

information register (EIR). MSCs are used to interconnect mobile users. All subscriber in-

formation (such as authorized services for the user, subscription type, and current subscriber

location) is kept in the HLR. When a subscriber visits a coverage region, the VLR entity

asks the HLR for the user information and keeps the information in its database. The VLR

information is updated dynamically based on the region visited by the user. AUC is re-

sponsible for security policies, user authentication, and data encryption. EIR maintains the

list of authorized numbers for mobile users to verify each mobile device ID, known as the

international mobile equipment identity (IMEI).

• Network management system(NMS): It is responsible for control and management func-

tions, such as network monitoring, fault management, network measurement and develop-

ment.

Figure 2.2: 3G system.

3G System Architecture: The system architecture in a 3G network has two main components,

as illustrated in Figure 2.2: radio access network (RAN) and core network (CN) [9].

• RAN: This manages radio resources and telecommunications. The RAN consists of two

main elements: the base station (BS), known as node B, and a radio network controller

(RNC). Mobile stations are connected to the BS, and the RNC acts as an interface between

the BS and the core network.

• CN: It has two main components: circuit-switched (CS) and packet-switched (PS) domains.

CS is connected to the public switched telephone network (PSTN) and handles real-time

traffic, while PS is connected to the public IP network and handles non-real-time traffic.

− CS domain components: It consists of a WCDMA mobile switching center

(WMSC)/VLR, HLR, media gateway (MGW), and gateway mobile switching center

(GMSC).

− PS domain components: This includes serving the GPRS support node (SGSN) and

gateway GPRS support node (GGSN) elements. SGSN is used to connect the RAN to
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the PS domain and manage user mobility. GMSC and GGSN are used as interfaces

between the 3G network and external CS and PS networks, respectively.

• NMS: NMS in 3G networks, in addition to the supported tasks in the 2G network, is also

capable of managing the PS data as well as handling multi-vendor and multi-technology

environments, such as 2G and 3G.

Figure 2.3: LTE system.

4G System Architecture: 3GPP 4G has a new architecture, referred to as system architecture

evolution (SAE). LTE has two main components: an evolved packet core (EPC) as a core network

and eNodeB as long-term evolution (LTE) RAN. The EPC includes only the packet-switched

domain. Consequently, the circuit-switched voice is not supported by the new core network.

However, voice over internet protocol (VoIP) technology is used to carry voice as data. eNodeB

employs a new digital modulation scheme called orthogonal frequency division multiple access

(OFDMA), which supports bandwidth and data rates up to 20MHz and 300 Mbps for download,

respectively. LTE-advanced has been introduced to achieve a wider bandwidth. It aggregates

multiple carriers and employs advanced antenna techniques for uplinks and downlinks. In LTE-

advanced, five 20 MHz carriers are combined to support higher downlink data rates of up to 3000

Mbps [4, 7, 10].

LTE Architecture Components: LTE is an evolved packet system (EPS) that consists of two

main entities, as indicated in Figure 2.3: E-UTRAN as a radio access network and EPC as an

IP-based core network [11].

• E-UTRAN: It has only one component known as eNodeB that is in charge of all the radio

resource control functions, without the assistance of any centralized controller.

• EPC: It consists of several components, as outlined below:
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− Mobility management entity (MME): the MME manages the UE location by track-

ing the UE and keeping up-to-date information of its current location.

− Serving gateway (S-GW): the S-GW connects E-UTRAN to the EPC. Furthermore,

it supports seamless intra-mobility within E-UTRAN.

− Packet data network gateway (P-GW): the P-GW is responsible for IP allocation

to UEs. Moreover, it connects UEs to external packet data networks (PDNs) and the

Internet.

− Policy and charging rules function (PCRF): the PCRF entity is a software compo-

nent that has access to the subscriber database. PCRF controls the charging functions

in PCEF.

− Home subscriber server (HSS): the HSS maintains the subscriber information, such

as subscriber data, a list of authorized external PDNs for the subscriber, its currently

attached MME, and the subscriber QoS profile.

− evolved packet data gateway (ePDG): the ePDG provides a secure connection be-

tween the EPC and non-3GPP networks.

2.2.3 3GPP Standard

In 1998, seven standardization organizations, including the European Telecommunications Stan-

dards Institute (ETSI), Association of Radio Industries and Businesses (ARIB), Telecommuni-

cations Technology Association (TTA), China Communications Standards Association (CCSA),

Telecommunication Technology Committee (TTC), Telecommunications Standards Development

Society (TSDSI), and Alliance for Telecommunications Industry Solutions (ATIS) formed a part-

nership project, known as the Third Generation Partnership Project (3GPP), to produce reports and

unify the technical specifications for defining 3GPP technologies developed for mobile telecom-

munications. Initially the project scope was defining the global specification for the GSM core

network in a 3G system, and then extended to later developed standards, such as LTE and LTE-

advanced [11].

Technical documents provided by 3GPP are divided into releases. A new release includes new

features that were added to the previous release. Release 17 was the latest release of 3GPP.

2.2.4 Cellular Networks Limitations

Current cellular networks have several constraints [12–14], such as 1) limited data rate and net-

work capacity, 2) scalability issues arising from centralized architecture, as all the traffic is handled

at the central gateway (P-GW entity) in the current architecture, even end-to-end traffic within the

same cell, and 3) standardized and proprietary components and interfaces that make the develop-

ment of new network services and functionalities time-consuming and costly, as it requires a long

standardization process.
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2.2.5 The Promise of 5G

Current wireless mobile networks are faced with ongoing challenges in responding to rapidly

changing network requirements, such as exponential growth of mobile users and smart devices,

increasing subscriber demand for higher data rates, and anytime anywhere access to multimedia

applications and the Internet with high QoS and QoE. 5G promises to handle traffic with a mil-

liseconds delay and provide 10 times longer battery life, 10-100x higher data rates, greater node

density per sq km, and a peak download speed of 20 Gbps. Further, 5G promises to bind all

network technologies into one network and also to improve the development of new technologies

(such as IoT, virtual reality, and autonomous vehicles) [6, 15, 16]. To achieve this, intelligent re-

source management is required to support the increased network load and diversity of network

technologies, applications, and smart devices in 5G networks.

Several emerging technologies have been proposed to be integrated with 5G networks, such as

small cells, millimeter waves, massive MIMO, beam froming, full-duplex, device-to-device com-

munications, Internet of Things (IoT), smart grids, big data, Internet of Vehicles (IoV), mobile

cloud computing, software-defined networking (SDN), software-defined radio (SDR), and net-

work function virtualization (NFV). The main focus of this thesis is to integrate multi-hop routing

with the SDN paradigm in 5G and beyond 5G networks (i.e., 6G) [6].

D2D plays an important role in handling the fast growth of machine-to-machine applications and

context-aware applications in 5G networks. D2D reduces the end-to-end delay by providing direct

communication between peers rather than traversing the traffic through the cellular core network.

Furthermore, D2D reduces the extreme overload on cellular networks by offloading traffic from the

cellular to the D2D. It is also used to extend the cellular coverage of dead zones. More importantly,

D2D is utilized for public safety applications where cellular infrastructure may not be available

and fast network convergence is a necessity. Consequently, D2D communication is a part of 5G

networks that enables developing new location-based applications and peer-to-peer services while

providing benefits, such as improving throughput and spectrum reuse, extending cellular coverage,

and reducing end-to-end delays and energy usage of mobile devices [17, 18].

2.3 Multi-hop Routing in Wireless Networks

In wireless networks, wireless nodes can communicate with each other in two different modes:

infrastructure-based and infrastructure-less. In the former, traffic between nodes is coordinated

by a fixed infrastructure, such as access point (AP) in wireless local area networks (independent

basic service set (IBSS)) or BS in cellular networks. In the latter, wireless nodes communicate

with each other without any infrastructure. The source of data packets forwards the packets to the

destination via one or more intermediate nodes that form multi-hop device-to-device connections.

In multi-hop wireless networks, wireless nodes communicate via wireless media through one or

more intermediate wireless nodes without the aid of any infrastructure. Wireless nodes can be sta-

tionary or mobile and are responsible for maintaining the network connected via self-configuring

and self-optimizing methods in a distributed manner. Mobile ad hoc networks (MANETs), ve-
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hicular ad hoc networks (VANETs), wireless sensor networks (WNS), wireless mesh networks

(WMN), and cellular networks are examples of multi-hop wireless networks [19].

There are two types of hop-by-hop communication: single-hop and multi-hop. In single-hop

communication, the source of the data packet communicates directly with the destination node,

whereas in multi-hop communication, the source node reaches the destination via relay nodes.

Multi-hop communications employ multiple short single-hop links between the source and des-

tination instead of having a direct long-distance link. Consequently, multi-hop communications

provide less interference and a shorter reuse distance by reducing the transmission power [12].

Application of Device-to-Device Communications: First, the concept of device-to-device

(D2D) communications was introduced for defense requirements. Then, D2D was proposed for

specialized civilian applications, where a fixed infrastructure does not exist to connect devices

and fast network deployment matters. Later, different studies were proposed to integrate D2D

communications with different wireless technologies (e.g., cellular and WLAN) to extend their

network coverage and capacity through multi-hop D2D communications.

2.3.1 Mobile Ad-hoc Networks (MANETs)

The MANET paradigm was defined as self-configured mobile devices connected to a wireless

medium with no fixed infrastructure. MANETs employ multi-hop D2D communications to dis-

cover other nodes in the network and keep the network connected. In this regard, the MANET

working group of the Internet Engineering Task Force (IETF) proposed several standardized rout-

ing protocols for ad hoc networks to enable mobile nodes to dynamically discover each other and

maintain interconnectivity [20].

Over the past three decades, a significant amount of research has been conducted to develop scal-

able networking solutions for MANETs, leading to designing numerous routing protocols [21–24].

However, some fundamental challenges remain unsolved [25, 26]. One such challenge is scalabil-

ity. Studies have shown that purely infrastructureless networks such as MANETs do not scale well

when the overall network density is increased beyond a few hundred nodes. A wide range of rout-

ing protocols have been proposed to address scalability challenges at the network layer [27–30].

Classification of Routing Protocols in MANETS: MANET routing protocols can generally be

classified into three groups: proactive, reactive, and hybrid [21, 31–34], as described in detail in

the following paragraphs:

• Proactive protocols: These are the first protocols designed for MANETs [21, 35]. These

protocols periodically maintain and update the routing structure of the network. Various

proactive routing protocols have been proposed that use different methods and policies to

collect and update routing information. They utilize a different number of tables to store

routing-related information [23, 24]. However, proactive protocols have limited scalability

as the network size increases.

14



2.3. MULTI-HOP ROUTING IN WIRELESS NETWORKS

• Reactive protocols: They were introduced to address the scalability problems of proactive

protocols by allowing routes to be determined on demand [35–38]. They do not maintain

the up-to-date topology of the entire network. They only keep the routing information for

the active routes. When a route is desired, they flood a route query through the network

and receive a route reply (from the destination node or other nodes that have a route to it)

in response. While reactive protocols have shown better scalability as the number of nodes

increases, they have limited scalability as the number of traffic flows increases.

• Hybrid protocols: They were introduced to integrate the best features of both proactive

and reactive protocols to achieve high levels of scalability. The proposed hybrid routing

protocols are zone-based, cluster-based, or tree-based. The zone-based protocols partition

the network into multiple zones, where nodes inside the zone are connected proactively and

have access to other nodes outside the zone reactively. In tree-based protocols, the network

is defined as the number of trees connected through gateway nodes and form a forest. Each

tree represents a zone, and each node can only be a member of a single zone. Studies have

shown that hybrid protocols achieve higher scalability than purely proactive and reactive

protocols [22, 39].

• Comparing proactive, reactive, and hybrid protocols: To sum up, the reactive protocols

experience the least overhead. Proactive protocols have the highest overhead and the least

scalability. Hybrid protocols are the most scalable routing protocols for MANETs. Proactive

protocols produce lower delays and require more storage compared to reactive protocols

[21, 23, 24]. In networks with higher mobility, proactive protocols might be more costly in

terms of routing overhead compared to reactive protocols [35].

MANETs provide some benefits for wireless networks [12,19,40], such as cheap communications

resulting from utilizing the unlicensed frequencies, and fast and flexible deployment because there

is no need for costly and timely infrastructure development. Regardless of the benefits, MANETs

face several challenges [12, 19, 19, 41–43], such as:

• Difficult interference management in multi-hop communications because of node mobility

and frequent node failures.

• Distributed network management that leads to limited scalability when the network experi-

ences dynamic topology changes.

• Limited wireless transmission range and limited power of mobile nodes.

• Dynamic network changes and lack of a structured network due to node mobility.

• High interference caused by simultaneous transmissions by devices in close proximity of

each other.

• Needs for power control and power-aware media access control (MAC) protocols due to per-

formance limitations of carrier sense multiple access with collision avoidance (CSMA/CA)

access method in the IEEE 802.11 standard.
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• Lack of a global network view due to distributed network management. This makes the

optimal routing decision challenging.

• Limited network lifetime due to limited battery power of wireless devices for exchanging

control and data traffic in the network.

• Difficulties in guaranteeing QoS due to dynamic network changes caused by mobility and

unreliable wireless media.

It is noteworthy that in MANETs, the probability of route breakage increases in accordance with

the length of the routing path. Consequently, “practical sizes of MANETs would range within

around five hops” [35].

2.3.2 Wireless Mesh Networks (WMN)

WMN was introduced to address the scalability problems of MANETs and provide Internet access

services and new applications [44–48]. IEEE 802.11s - now a part of the IEEE 802.11 standard

- defines a new routing structure [49]. IEEE 802.11s provides multi-hop communications at the

MAC sublayer by building a wireless distribution system [50]. Purely ad hoc networks have

infrastructure-less architecture, wherein mobile nodes have arbitrary movements resulting in fre-

quent topology changes and non-guaranteed network connectivity. Unlike Purely ad hoc networks,

WMNs provide a fixed/mobile infrastructure to improve network connectivity regardless of node

mobility. WMN allows each user device to connect to each other and also to a backbone network

(or the Internet) via a mesh gateway. The following briefly describes different types of WMN

nodes, the proposed architectures, protocols, and routing metrics for WMNs.

Types of WMN Nodes: WMN introduces three types of nodes: mesh stations (mesh clients),

mesh routers, and mesh gateways [46, 51].

• Mesh stations are wireless end-user devices that have wired/wireless connections to mesh

routers.

• Mesh gateways are responsible for connecting wireless mesh infrastructure to other

wired/wireless networks, such as cellular and Internet.

WMN Architectures: Three types of architecture are proposed for WMNs: client mesh, infras-

tructure mesh, and hybrid mesh [44, 45, 47, 50, 52]

• Client mesh: In this architecture, mesh clients act similarly to ad hoc networks, with the

difference that they create a temporary backbone to improve network connectivity. They

also provide Internet and end-user applications to other nodes and perform additional func-

tions, such as routing and self-configuration. Hence, there is no need to mesh routers in this

architecture.

• Infrastructure mesh: Unlike the client mesh architecture, mesh clients do not participate

in network connectivity and routing functions in this architecture. Mesh routers provide
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end-to-end connectivity between mesh clients by forming a mesh backbone. Mesh routers

also give mesh clients access to the mesh network and Internet.

• Hybrid mesh: This architecture is a combination of two other architectures in which mesh

routers form a mesh backbone. The backbone connects devices to the Internet and other

networks using gateway/bridge mesh routers. Mesh clients connect to the mesh backbone

directly or through multi-hop communications. Routing flexibility in mesh clients improves

network connectivity inside wireless mesh networks.

Routing Metrics in WMN: In ad hoc networks, because of node mobility and a high rate of

link breaks, the number of hops is mostly considered as a routing metric to find a quick path to

the destination [50, 52]. In WMNs, the link break rate is not high compared to ad hoc networks

because of stationary routers. Therefore, the quality of links could be the primary concern in

routing protocols. In other words, routing protocols in WMNs look for the shortest paths with the

best possible quality of links. Link quality can be measured by factors such as packet length, data

rate, packet loss rate, link load, medium instability, and channel diversity [50]. The metrics used

by routing protocols in WMNs are as follows [50, 53, 54]:

• Expected transmission count (ETX) [52,54]: This metric is the expected number of trans-

missions for successful packet transmission to the next hop. ETX is calculated based on the

amount of packet loss in each link and considers only the quality of the links.

• Expected transmission time (ETT) [52–55]: This metric is the expected time for suc-

cessful packet transmission to the next hop. ETT is calculated based on the packet size,

bandwidth for each link, and ETX (inter/intra-flow interference and medium-instability are

not considered).

• Minimum loss (ML) [50,54]: This metric multiplies the delivery ratio of all the links in the

forward and reverse directions of the paths to select a path with the lowest end-to-end loss

probability. ML only considers link quality.

• Airtime link metric [54]: This metric is the time taken to transmit a frame to the next hop

successfully. Airtime link metric is calculated based on the channel access, protocol latency,

data rate, frame size, and frame bit error rate.

• Weighted cumulative ETT (WCETT) [52, 54, 55]: This metric is calculated based on

the sum of each link ETT and the maximum ETT of a link between available channels.

WCETT is the first metric that considers channel diversity to avoid intra-flow interference.

This metric does not consider inter-flow interference and medium instability.

• A location-aware routing metric (ALARM) [52, 56]: This metric improves WCETT by

considering the impact of the distance between co-channel links.

• Metric of interference and channel-switching (MIC) [52, 54, 57]: This metric considers

the number of interfering nodes in the adjacency of a node to avoid inter-flow interference.

MIC also finds and guarantees the routes with minimum cost using the ETT metric in the
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calculations (medium instability is not considered).

• iAWARE [52,54,58]: This metric calculates the cost of a route by considering quality, data

transmission time, data rate, medium instability, inter-flow and intra-flow interference, and

packet size.

• Energy consumption [53]: The energy level of nodes can be considered as a routing metric.

This is because the energy constraints of the relay nodes participating in routing can lead to

a path failure.

• Path availability/reliability [53]: This metric estimates the percentage of route availability.

Classification of Routing Protocols in WMN: Routing protocols in WMN can be classified

into four categories [47, 50], namely ad-hoc, controlled-flooding, opportunistic, and traffic-aware.

They differ in routing structure (flat or hierarchical), routing approaches (route discovery and

maintenance), topology control, mobility management, and location awareness [50, 53].

• Ad-hoc based protocols: They adapt ad hoc routing protocols such as DSDV, DSR, and

OLSR to the wireless mesh environment considering link quality in their metric (for exam-

ple, link quality source routing (LQSR), mesh distance vector (MeshDV), and radio-aware

optimized link state routing (RA-OLSR)).

• Controlled-flooding protocols: They use different techniques of controlled flooding to

minimize the overhead of routing updates in the network (for example, localized on-demand

link-state (LOLS) and wireless-mesh-network proactive routing (WPR)).

• Opportunistic protocols: They utilize the broadcast nature of wireless devices to refrain

from retransmissions in the network (such as extremely opportunistic routing (ExOR) and

resilient opportunistic mesh routing (ROMER)).

• Traffic-aware protocols: They perform traffic control optimization based on the assump-

tion that most traffic is toward the gateway (for example, ad hoc on-demand distance vector

spanning tree (AODV-ST), hybrid wireless mesh protocol (HWMP), and rainWala traffic-

aware protocol).

WMN Challenges: While the WMN architecture allows implementing hybrid routing structures

to achieve higher scalability levels than MANETs, it still does not address the fundamental scala-

bility problems caused by multi-hop flooding under high node density. Furthermore, the existing

WMN standards and routing protocols have limited capability to operate harmoniously with other

types of wireless networks, such as cellular networks [44,45,51,52,59]. While this has not been a

problem in the past, the growing interest in multi-hop D2D communications along with the multi-

radio capability of mobile devices has created the need to develop scalable protocols to address

this problem [60].
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2.3.3 Integration of MANETs with Cellular Networks

In single-hop cellular networks, all communications between the mobile nodes are via the BS,

even those in close proximity to each other. The drawbacks of this structure are 1) the costly

infrastructure due to the need for more BSs to cover more areas, 2) the existence of dead/hot

spots because of weak channel conditions and high data traffic during peak times, and 3) increased

power consumption of mobile devices due to using higher transmission range as BS [12, 40, 40].

The integration of MANETs with cellular networks provides an opportunity to address some of

the aforementioned difficulties. To achieve this, the integration of cellular networks and WLANs,

the availability of multiple interfaces for mobile nodes, and multi-hop communications are the

factors that must be considered in the design [43, 61]. The following briefly describes different

aspects of the integration (such as types of relay nodes and the frequency bands used for multi-

hop connections under cellular networks), the proposed solutions and architectures to make the

integration possible, the benefits and limitations of the integration, and finally the role of SDN in

addressing those constraints.

Types of Relay Nodes in Multi-hop Communications Under Cellular Networks: Multi-hop

communications can have three types of relay nodes [12]: 1) fixed relay nodes installed by service

providers with lower costs compared to BS or APs (no need for the wired backbone) [62], 2)

mobile relays that are mobile stations acting as relay nodes to forward traffic [63, 64], and 3)

hybrid relays that are a combination of fixed relays and mobile relays [65, 66].

Both fixed and mobile relays require the following: 1) at least two interfaces to prevent self-

interference, 2) a powerful computational unit for routing operations, and 3) efficient interference

management and power control to enhance the coexistence of D2D and cellular connections. In

[12], the performances of the three types of relay nodes were compared in terms of various network

criteria, resulting in the following findings:

• Fixed relays have lower costs than the BS. However, they have higher deployment costs than

mobile relays because mobile relays do not have any deployment costs.

• Mobile relay nodes have faster power drainage when relaying.

• It is necessary to accurately determine the location of the fixed relay nodes and their numbers

to optimize the network performance.

• The routing complexity of mobile relays is higher because of reasons such as mobility, their

varying locations, and the necessity of periodic updates.

• Fixed relay nodes have better security and are more trustworthy because service providers

deploy them. However, relay node authentication is difficult to achieve.

• The fixed nodes exhibit less scalability when the network grows, and the growing network

should be replanned.

• Mobile relays require more intelligent routing strategies to provide better QoS, whereas

fixed relay nodes have a better end-to-end delay.
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• In mobile relays, it is necessary to provide incentives for mobile users who accept to be a

relay node for forwarding other users’ data traffic, such as monetary incentives and service

level improvement.

Frequency Bands for Multi-hop Communications under Cellular Networks: D2D in cellu-

lar networks can be provisioned via cellular frequencies (inband) or unlicensed frequencies such

as WiFi (outband). The former experiences higher computational overheads as well as more com-

plexity in interference management, while the latter enables mobile users to have cellular and D2D

communications simultaneously without being concerned about the interferences that may come

from D2D communications on cellular transmissions. However, the outband communication has

several limitations: 1) D2D interference is not controlled and managed by the BS, 2) devices must

have at least two radio interfaces: one for cellular connection (i.e., LTE interface) and the other

for D2D connection (i.e., WiFi interface), and 3) packets need to be decoded and encoded by each

interface in a different way [67]. However, the inband method has attracted more attention from

researchers because it provides mobile users with simultaneous D2D and cellular connections. The

inband method requires peer discovery techniques and effective routing strategies to enable load

balancing between two modes of communication (D2D and cellular modes) to maximize network

performance.

Studies on Multi-hop Routing Under Cellular Networks: The proposed architectures and

routing protocols to integrate multi-hop routing with cellular networks are summarized as follows:

• 3GPP release 12 is focused on employing D2D communications in LTE networks for pub-

lic safety applications, proximity-based services, and network offloading by integrating

IEEE802.11 technologies into cellular technologies. LTE-Direct was proposed by the 3GPP

workgroup, referenced as proximity service (ProSe), for peer-to-peer discovery in cellular

networks. The supported network scenarios by 3GPP release 12 are direct communication

between two devices when both devices are under network coverage, or both UEs are out-

side the network coverage (only used for public safety scenarios), or one is under network

coverage and the other is outside the network coverage. 3GPP release 13-15 also approved

two-hop communication to further increase network capacity. However, the development of

routes over more than two hops is not supported by 3GPP [68, 69].

• Haiyun et al. [63] proposed an architecture called unified cellular and ad hoc networks

(UCAN). In this architecture, mobile nodes have two interfaces: a cellular CDMA/HDR

interface to connect to a cellular network and an IEEE 802.11b interface for multi-hop

connectivity. This is proposed for scenarios in which all nodes are in the BS coverage. This

architecture improves the performance using multi-hop D2D communication when

downlink signaling is poor. It uses proxy clients with higher-quality downlink signals to

relay packets to their destinations. Proxy clients act as relay nodes between the cellular and

ad hoc networks and decide when a vertical hand-off must be performed.
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• Hung-yu et al. [70] proposed a two-hop relay architecture that integrates wireless wide area

networks (WWAN : 3G or 4G) with wireless local area networks (WLAN: IEEE802.11) us-

ing dual-mode (WWAN/WLAN) mobile terminals as relay gateways to relay traffic between

the BS and end-users. The relay gateway (RG) in the proposed architecture is equipped with

both WLAN and WWAN interfaces. RG is not allowed to relay traffic until it is authenti-

cated and registered by a cellular network. After the RG is registered, it is attached to the

BS and broadcasts a relay advertisement message via its WLAN interface. When a mo-

bile node receives a relay advertisement, it decides to transfer its data directly to the BS or

through a relay gateway by considering factors such as channel state, power consumption,

mobility pattern, and time limitations of the application. In the case of selecting a two-relay,

the mobile terminal sends a relay request to the RG. The RG then checks with the cellular

network to determine whether the mobile terminal is authorized for two-relay services. Af-

terward, the cellular network sends a relay reply to inform the RG if the request is accepted

or declined. If the mobile terminal is authorized for two-relay services, the RG forwards the

relay initiation message to the mobile terminal to start the application. Their results showed

significant capacity improvement in a fixed-rate uplink CDMA system and a variable data

rate downlink HDR-like system.

• Ruay-Shiung et al. [71] proposed a hybrid wireless network protocol integrating ad hoc

and cellular networks. In the proposed protocol, two different communication modes are

designed: one-hop and two-hop direct transmissions within BS orientation. Two mobile

nodes can communicate directly or through a third mobile node as a relay node without

assistance from a base station. If the destination is in the neighbor table of a mobile node,

the communication is direct. If the destination is in the neighbor table of its neighbor, then its

neighbor acts as a relay node. The proposed protocol combines the strengths of BS-oriented

and ad hoc networks to address problems, such as BS failures and handoff procedures in

the former, and weak route and communication connectivity in the latter. Their simulation

results indicated an increased communication rate of 20% when two-hop communication

occurs in the network.

• Hung-Yun et al. [72] proposed a hybrid wireless model in which mobile nodes operate in

multi-hop mode. In the model, an AP (BS) serves a particular coverage area based on

conventional physical cellular infrastructure. A separate control channel is utilized for com-

munication between the AP and mobile nodes. The AP decides on the medium access mode

the mobile nodes should operate and their transmission power level. Mobile nodes forward

their location and the observed throughput to the offered load ratio to the AP via the control

channel. The AP runs an algorithm based on the received information to determine the op-

erating mode between two mobile nodes: cellular mode or MANET mode. Their simulation

results indicated better performance for the proposed model by taking advantage of the best

features of both ad hoc and cellular networks. They also discussed that the overhead result-

ing from switching between the two modes is negligible and does not require any changes

in the MAC layer.
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• Ying-Dar et al. [40] presented a new multi-hop cellular architecture, referred to as MCN,

that allows multi-hop communications between mobile nodes. Unlike single-hop cellular

networks in which all communications are through the BS, in MCN, mobile nodes within

a cell reach each other via multi-hop connections. If the source and target are not in the

same cell, the source node sends data packets to the BS through multi-hop, and the BS

forwards the received packets to the BS of the target cell. Their numerical results illustrated

the significantly increased throughput of the proposed architecture compared to single-hop

cellular architectures. Further, their study showed that the throughput of the MCN will

increase if the transmission range decreases.

• Hongyi et al. [62] designed an integrated cellular and ad hoc relaying system (iCAR) that ad-

dresses the congestion problems of a cellular network by employing modern ad hoc relaying

technologies. The proposed system utilizes ad hoc relaying stations (ARSs) to dynamically

relay traffic between cells to balance the traffic load efficiently. The ARS is equipped with

two air interfaces: one for connecting to the BS and the other for communicating with mo-

bile nodes and other ARSs. Mobile nodes use two separate air interfaces to communicate

with the BS and ARS. The proposed model can increase the network capacity while decreas-

ing the transmission power of mobile nodes. Their analysis and simulation results showed

that in a congested cell with a limited number of ARSs, iCAR reduces the call blocking/-

dropping probability and increases the overall system throughput compared with traditional

cellular networks. However, these gains come at the cost of an increase in hardware com-

plexity and signaling overhead.

• Xiaoxin et al. [65] presented a channel allocation mechanism, called a mobile-assisted data

forwarding (MADF), to integrate an ad hoc overlay with the cellular infrastructure. MADF

interconnects mobile users in a cell with high density to the surrounding cells with low

density without going through the BS. This increases the network capacity and provides

load balancing between cells. The proposed model divides the available wireless channels

into fixed and forwarding channels. Forwarding channels are used to transfer data from a hot

cell to the neighboring cold cells. The mobile node that desires to be a relay agent performs

the following tasks: First, it measures the local traffic in its cell by sending test packets to

the BS and estimating the delay from the BS reply. If the delay exceeds a specific threshold,

the cell is considered a hot cell. Subsequently, it periodically broadcasts a free signal to

inform other mobile nodes about its availability for relaying the packets. The mobile node

receiving a free signal starts to use the agent relay to forward its traffic. The proposed model

defined two traffic thresholds: one for employing the forwarding channel and the other for

stopping the use of the forwarding channel when the cell is no longer a hot cell. Their results

showed that the proposed model improved the network performance significantly, under a

specific delay requirement.

• Ali et al. [66] Proposed a novel adaptive and scalable architecture for wireless networks,

referred to as self-organizing packet radio ad hoc network with overlay (SOPRANO) that

combines cellular networks with multi-hop packet radio systems. The proposed architecture
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aims to increase the network capacity with a reasonable degree of complexity in implemen-

tation. The proposed model employs a cell-splitting technique to enhance cellular capacity.

This technique splits a cell into a number of cells, where each cell is managed by different

BSs. The proposed model increases the network capacity. However, interconnecting the

BS to the cellular core network is costly. To address this problem, the authors proposed

a novel architecture in which wireless routers replaced the base stations in the split cells.

Routers are used to connect mobile terminals to the BS via multi-hop wireless connections.

The proposed architecture can significantly reduce the total transmission power by selecting

an appropriate routing approach. Six steps of self-organization are recommended for the

proposed architecture to optimize the network capacity: 1) neighbor discovery, 2) connec-

tion setup, 3) channel assignment, 4) mode selection, 5) mobility management and topology

updating, and 6) changes in control and routing information. In the first step, the mobile

terminal searches for the available BS or routers. The second step addresses node registra-

tion to the current network and location updates. In the third step, nodes receive channel

information to be used to transfer data or listen to. In the mode-selection step, routers decide

on their transmit or receive modes in various time slots. In the fifth step, the employed rout-

ing strategy must handle the mobility of the mobile terminals and routers to react faster to

topology changes in the network. The final step should be optimized after determining the

optimal transmission. This study also investigated the new challenges of the proposed sys-

tem for capacity optimization. Further, the authors discussed several interference mitigation

strategies to decrease the interference in packet relaying. They showed that employing dif-

ferent technologies and techniques in the physical, data link, and network layers can affect

the network capacity in the proposed system.

Regardless of the aforementioned solutions for multi-hop routing in cellular networks, practical

development was still uncertain until the recent introduction of the SDN paradigm.

Limitations, Challenges, and Requirements of D2D Under Cellular Networks: D2D under

cellular networks provide several benefits that can be summarized as follows: 1) higher data rates

and low-cost communications by employing IEEE802.11 wireless interfaces for D2D communi-

cations, 2) extending the cellular coverage via multi-hop connection to dead zones, 3) diminishing

the total transmit power, 4) enhancing the total system capacity and data rate, 5) increasing the

traffic load balancing by redirecting traffic from congested cells to less congested cells, 6) reduc-

ing the capacity bottlenecks as the number of available channels for BS increases, 7) boosting

the routing reliability in multi-hop communications with the aid of BS, and 8) rapid deployment

of the network when the fixed infrastructure or BS are not available (such as, emergency rescue

scenarios and battlefields, military, and civil requirements) [35, 43, 73].

Regardless of the benefits, D2D under cellular networks suffers from several constraints, such as

1) latency in vertical hand-off, 2) weak security due to delivering user data by other user devices,

3) complicated resource management (frequency allocation) owing to the possibility of operating

different wireless technologies in the same frequency range, 4) challenging authentication, au-
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thorization, and accounting (AAA) procedures, 5) delay due to buffered packets in relay stations

or congestion that might occur in multi-hop transitions, 6) difficulty in interference management,

particularly in scenarios where D2D and cellular networks share the same licensed frequency,

7) complexity in multi-hop routing and resource management, 8) QoS, and 9) challenging peer

discovery and mode selection between LTE and D2D [12, 18, 74].

To address such challenges and make the integration between D2D and cellular networks more

efficient, meeting the following requirements is necessary [41, 41, 43, 74, 75]:

• Providing powerful processing and power capacity for BS and APs.

• Implementing load-balancing strategies between cellular or WLAN traffic versus MANET

traffic.

• Employing efficient techniques to mitigate the interference and to control the power.

• Inventing switching techniques to efficiently switch between available wireless technologies

to achieve higher data rates.

• Implementing efficient vertical and horizontal handoff to minimize delay as much as possi-

ble.

• Increasing the multi-hop routing scalability under cellular networks without increasing the

overhead.

• Seeking power control solutions and power-aware MAC protocols to address the perfor-

mance limitations of CSMA/CA in the IEEE802.11 standard.

• Developing intelligent algorithms for efficient resource management and resource allocation

for D2D and BS/APs.

• Developing the cross-layer solutions to provide the required information to the upper layers,

as different mac-layer connections exist within a multi-hop path.

Benefits of SDN Technology in Multi-hop Wireless Networks: To address the aforementioned

limitations and challenges, an SDN-based multi-hop architecture can be an intelligent solution.

Taking advantage of the SDN concept, control functions are taken from wireless devices and are

logically centralized in an SDN controller. The controller programs the wireless nodes to perform

the data plane functions. Employing SDN in multi-hop wireless networks brings many benefits,

such as [19]:

1. Improving network management and network optimization due to global knowledge of the

network, centralized control functions, and programmable forwarding devices.

2. Enhancing node mobility management by providing real-time information on the node lo-

cation. This leads to fast tracking and adaptive dynamic routing decisions in the network.

3. Optimizing energy management and reducing the energy consumption of nodes because

nodes do not have to run complex routing algorithms or calculate the best route frequently
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upon network topology changes. The controller provides load balancing in the network and

makes routing decisions based on the full knowledge of each node position and energy.

4. Improving QoS via flow-based routing and efficient resource allocation in an SDN frame-

work. This is because the controller periodically collects network information and conse-

quently has up-to-date information about the entire network. This enables efficient pro-

gramming of forwarding devices to meet application requirements. Furthermore, based on

the requirements of each traffic type in the network, the controller applies different policies

to different flows, as each flow belongs to a different traffic type.

5. Optimizing routing decisions and dynamic adaption to topology changes by centralizing

routing protocols and having real-time global network knowledge in the SDN framework.

2.4 Software Defined Networking

Traditional networks suffer from several constraints, such as the difficulty of network management

due to a closed network structure, the high cost of network operation and maintenance for flow

control, and difficulties in network innovation and network configuration due to the distributed ar-

chitecture [13]. Furthermore, in traditional networks, packet forwarding and routing decisions are

performed using network devices. Hence, changing or upgrading the network requires significant

changes in device configurations and network protocols, which are costly and time-consuming.

The tight coupling of control and data plane functions in network devices makes the network

inflexible and difficult to reconfigure or upgrade. SDN removes the control functions from the

network devices and makes them simple forwarding devices that receive forwarding instructions

from a logically centralized control unit, known as a controller. Network policies are determined

by the application plane that resides at the top of the controller. The applications program the

devices using the API provided by the controller [19].

2.4.1 SDN Architecture

Unlike traditional networks with tightly coupled control and data plane equipment, in the SDN

platform, the control plane is removed from the forwarding devices, and all control functions

and network intelligence are logically centralized in one or more controllers. SDN’s decoupled

control and data planes structure, along with its application-centric and software-based features,

make the network open and programmable. Three layers are designed in the SDN framework from

top to bottom, namely the application, control, and data planes (see Figure 2.4). Open APIs are

also defined to enable communication between the layers, namely the northbound and southbound

APIs. These APIs are used for the communication of the control plane with the application and

data planes. Furthermore, Eastbound and Westbound APIs are defined for communication between

the controllers to provide scalability and interoperability in SDN-based networks.

In the SDN framework, the data plane consists of simple programmable forwarding elements that

receive forwarding instructions from the controller. The control plane has a global and real-time

view of the network and maintains the network topology up-to-date by monitoring the network
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Figure 2.4: SDN architecture.

and dynamically allocating network resources based on the application requirements. The control

plane installs the flow rules on the forwarding devices through the southbound interfaces. Network

functions, such as routing algorithms, load balancing, and access control, are applications running

on top of the controller in the application plane. The SDN programmability feature and decoupled

control and data planes in the SDN architecture provide a flexible network that can be managed

efficiently. Further, innovation and deployment of new services in SDN-based networks can be

a simple software update. This will reduce the network cost and delay and increase the network

flexibility and performance. The SDN functionality can be seen in different applications, such

as WLANs, cellular networks, mobile clouds, VANETs, air-space-ground integration networks,

satellite networks, and unmanned aerial vehicle (UAV) networks [13, 19, 76].

2.4.1.1 Control Plane in SDN Architecture

The controller has a global view of the network by collecting data plane information. Conse-

quently, the controller can manage and optimize the resource allocation and routing in the network

efficiently, based on real-time information of the network and considering the requirements of the

application plane.

There are two communication methods between the controller and forwarding devices: in-band

and out-of-band. The former uses the same channel to exchange the control and data messages.

The latter employs two separate channels for data and control traffic, which provides less conges-

tion and delay in the network [19].
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The control plane in an SDN framework can be centralized or distributed. The former has limita-

tions, such as scalability and a single point of failure. The latter method provides better scalability.

However, it brings new challenges, such as decision-making on the number of required controllers,

their placement, and coordination between the controllers [19].

2.4.2 Brief Overview of OpenFlow Protocol

The OpenFlow protocol is the most widely used protocol for SDN. In 2008, OpenFlow began as

a project at Stanford University. The project main purpose was to provide a tool for researchers to

help them implement their experimental protocols in the network. In 2011, the Open Networking

Foundation (ONF) was established to coordinate the development of SDN standards and solutions.

Their purpose was to stimulate the delivery of SDN applications, services, and products. As

a result, different versions of the OpenFlow standard have been published by ONF [77, 78]. The

current version of OpenFlow is 1.5.1, and the latest version (1.6) is only accessible to the members

of the ONF.

OpenFlow includes three main components: OpenFlow protocol, controller, and OpenFlow

switches. The OpenFlow protocol is used to enable communication between the controller and

switches. In OpenFlow-based networks, at least one switch must be connected to the controller to

make the OpenFlow operational. Open VSwitch, Indigo Virtual Switch, and Centec’s Lantern are

examples of OpenFlow-based switches.

An OpenFlow controller employs the OpenFlow protocol to connect and configure switches. Each

OpenFlow controller supports an API written in a specific language. Further, each controller

has its own set of common network applications, such as routing, load balancing, firewall, and

topology discovery. The following briefly introduces well-known OpenFlow controllers: 1) NOX

is the first OpenFlow-based controller developed in C++. Regardless of its complexity, it provides

performance-critical applications, 2) POX is a Python version of the NOX controller that provides

faster development and prototyping of the software running inside the controller. However, it does

not work in a distributed manner. POX and NOX only support version 1.0 of OpenFlow, 3) Ryu is

an open-source platform that is component-based and is implemented in Python. Ryu is considered

an operating system for SDN that can be used in large networks. Unlike POX, it can work in a

distributed manner and supports versions 1.0, 1.2, 1.3, 1.4, and 1.5 of the OpenFlow protocol.

In addition to OpenFlow, it supports other protocols for southbound interfaces (for example, OF-

config and Netconf). However, both Ryu and POX provide lower network performance compared

to java-based and C++-based controllers, 4) Beacon is a Java-based controller that can address

the portability problems of C and C++-based controllers. Furthermore, it reduces the compile

time and provides better error logging for developers, 5) Floodlight is a Java-based controller that

supports versions 1.0-1.5 of the OpenFlow protocol. It presents more features than Beacon, such

as northbound REST APIs, supporting non-OpenFlow domains, and well-written documentation,

6) ONOS is a distributed open-source network operating system. It is java-based and supports

versions 1.0 and 1.3 of the OpenFlow protocol. ONOS also supports other protocols, such as

OVS-DB and OF config, and 7) Open Daylight (ODL) is a Java-based controller that allows for
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southbound communications with both OpenFlow-based and non-OpenFlow based protocols. It

also employs powerful REST APIs. As it offers different services, it is suitable for real business

environments. However, for the fast development of SDN applications that only utilize OpenFlow,

Floodlight may be a better choice and is simpler, smaller, and well-documented compared to ODL.

Both ODL and Floodlight support versions 1.0-1.5 of the OpenFlow protocol [77, 79–81].

The topology discovery in OpenFlow-based controllers was originally designed for wired

networks, where switches are connected to the controller via a cable. Consequently, there are

some limitations for node discovery and link discovery in OpenFlow-based networks, where the

switches are wirelessly connected to the controller. Furthermore, wireless features, such as

mobility, interference management, and techniques used for channel selection, have not yet been

addressed in the OpenFlow protocol [82]. Hence, it is necessary to modify the OpenFlow

protocol and extend its functionality for wireless networks.

2.4.3 SDN Platforms and Tools

Tools that can be used to test, experiment, and study different SDN-based networks can be classi-

fied into two categories [79]: tools in one category are used to simulate the networks (e.g., Mininet

and Mininet-WiFi) and network events (e.g., NS3), whereas tools in the other category are uti-

lized to monitor network performance and benchmarking [79]. OFLOPS [83], perfSONAR [84],

NICE [85], and OFTest [86] are examples of the second category. The discussion of the afore-

mentioned tools is beyond the scope of this study.

Mininet [87] and Mininet-Wifi [82] are the two most well-known platforms used for emulating

SDN networks. Mininet provides a flexible and straightforward testbed to build different network

topologies and develop OpenFlow applications. It is only used for emulating wired networks, in-

cluding virtual switches, controllers, hosts, and links. To emulate wireless networks, the Mininet-

WiFi is introduced, which is a fork of Mininet. It extends the functionality of Mininet by adding

virtualized APs and WiFi stations. In both Mininet and Mininet-WiFi, Python APIs are used to

easily create, test, and customize SDN networks. Users can have a complete experimental network

on their laptops or PCs and build a virtual network of a large number of OpenFlow switches, hosts,

and controllers.

Estinet [88] is another network simulator that supports the OpenFlow protocol. Estinet supports

the features of an emulator and simulator simultaneously. Estinet simulation and emulation results

are accurate and repeatable. However, it is proprietary software that runs simulation and emulation

projects on company servers [77].

NS3 is a well-documented and well-established simulator that supports OpenFlow switches and

the OpenFlow protocol. However, real OpenFlow controllers cannot be run without modification

[77]. Further, it only supports an outdated version of the OpenFlow protocol (0.8.9), limiting the

research area. Luciano et al. [89] introduced a new module to NS3 to support version 1.3 of the

OpenFlow protocol.

28



2.4. SOFTWARE DEFINED NETWORKING

2.4.4 Integrating SDN with Wireless Networks

Different studies have employed SDN in different wireless networks, such as MANETs, WMNs,

and cellular networks. A brief overview of these studies can be summarized as follows:

Integrating SDN with MANETs: SDN-assisted routing in MANETs eliminates the flooding

of broadcast messages in the network for route discovery and route maintenance. Hence, some

studies have proposed SDN-based solutions to improve the performance of MANETs:

• Yu-Chee et al. [35] proposed a model to evaluate the routing path lifetime in MANETs by

using the joint probability of route lifetime based on the random walk model. The proposed

model improves the MANET performance by predicting the route lifetime, as it can be used

for the following purposes: 1) selecting a backup route when a route is likely to be expired,

2) choosing the most reliable route in route discovery, and 3) determining the proper size

of a MANET (a routing path lifetime will decrease when the route length increases). Their

simulation results indicated that the network would perform reasonably well for up to five

hops.

• Toan et al. [90] designed an energy-efficient vertical handover algorithm to minimize the

energy consumption of intermediate nodes in multi-hop wireless communications. In the

proposed approach, each device is equipped with two controllers: local and extended. The

latter provides communication channels between the local controllers of the devices. More-

over, the extended controller collects the network state information and sends this informa-

tion to the local controller. The local controller uses the received information to instruct the

mobile nodes to perform vertical handoffs between Wi-Fi and Bluetooth based on the appli-

cation bandwidth requirements. Intermediate devices employ Bluetooth if the application

requires a low bandwidth. Their results revealed the effectiveness of the proposed system.

• Carlo et al. [91] proposed an SDN-based solution for dynamic spontaneous networks to

enhance dynamic QoS management. In their solution, an overlay method is adopted for

multi-hop packet forwarding at the operating system level without any changes in the routing

table.

• Hans et al. [92] implemented an SDN MANETS framework and demonstrated the perfor-

mance of the proposed framework on real devices compared to traditional ad hoc networks.

In their testbed, they use wireless switches (Open vSwitch) on top of the Linux kernel that

can be programmed by the controller. An ONOS controller manages MANETs and decides

the routing functions. The controller asks the switches to perform neighbor discovery using

the LLDP and forward the received LLDPs to the controller. In this way, the controller

has updated network topology and can decide on the routes between peers. In the designed

testbed, each node has two components: a host and a switch connected via an Ethernet

interface. The switch inside each node manages the connection of two wireless interfaces

connected to the controller and other SDN nodes. The Linux kernel of the switch is modi-

fied to enable the switch to be directly controlled by the SDN controller. They added a new
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module, called the SDN bridge, between Ethernet/WiFi modules and the Ethernet stack to

send the incoming data streams to the SDN bridge module for further processing.

• Ayush et al. [42] designed an SDN-based control communication protocol for multi-hop

routing in infrastructure-less networks. In their proposed architecture, the SDN controller is

located in one of the mobile nodes and is responsible for route selection and configuring the

forwarding table of other nodes. A routing protocol is an application on an SDN controller

that collaborates with other applications in the controller to select the best route. The control

and data messages are exchanged using the same wireless interface. A specific port number

is used to differentiate the control messages from the data messages. Forwarding devices

have a local controller that runs as an application and is used to communicate with the SDN

controller. Their simulation results in a network with sizes up to 50 nodes indicated a 40%

reduction in routing overhead and improved throughput achieved by their proposed solution

compared to traditional routing protocols, such as OLSR and DSDV.

• Klement et al. [73] proposed an SDN-based MANET architecture wherein each node has

an uplink to the SDN controller to inform its local topology and channel bandwidth utiliza-

tion. The SDN controller then determines the routes based on the bandwidth utilized by the

MANETs. Furthermore, the controller reduces the bandwidth for flows when the MANET

cannot provide the requested resources. Their results indicated that the proposed approach

provides more reliable transmissions with better performance.

Integrating SDN with WMNs: Traditional WMNs suffer from some limitations [93], such as

1) complexity in network management, 2) difficulty in configuring forwarding devices based on

predefined policies, 3) difficulty in redesigning, optimizing, and customizing the network in re-

sponse to dynamic changes in network conditions and customer expectations, 4) tight coupling

of control and data plane functions, 5) proprietary interfaces, 6) difficulty in hardware innovation

to meet customer expectations, and 7) costly network maintenance. SDN can address such chal-

lenges by breaking the vertical integration between the planes, decoupling the control functions

from forwarding devices, and centralizing them in control logic. Forwarding devices become pro-

grammable elements that are programmed by the control entity [93]. The programmability feature

of the SDN platform facilitates faster and easier network innovation and application development

in WMNs. Furthermore, this feature will help optimize resource management and load balancing

in the network [13,93]. The following highlights some of the studies conducted on the integration

of SDN with WMNs:

• Yuhuai et al. [93] integrated the SDN paradigm with WMNs by employing OpenFlow-based

mesh routers and a centralized controller. They designed a new traffic engineering algorithm

called the hybrid routing forwarding algorithm (HRFA). The proposed scheme divides the

network into legacy and SDN nodes. The legacy nodes run the OSPF to determine a route

to the packet target. In contrast, SDN nodes forward the data packets based on the flows

installed by the controller. In addition, SDN nodes perform some traffic measurements

and forward the measurements to the controller. The controller uses the received traffic
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information to dynamically update the routing tables based on the network traffic changes.

Their simulation results showed increased throughput and decreased delay and packet loss

in the proposed scheme compared to traditional routing methods.

• Dawood et al. [1] presented a comparative analysis of channel switching latency for multi-

hop multi-radio protocols, such as OLSR, BATMAN-ADV, and Open80211s via an exper-

imentation testbed. Further, they evaluated the channel switching latency for SDN-based

routing in wireless mesh networks. They implemented two topologies in their testbed: 1)

1-Hop topology with two mesh routers, and 2) 7-Hop ring topology. An out-of-band man-

agement network connects mesh routers to a network management server (NMS). The NMS

performs channel switching by executing remote commands on mesh routers. For SDN anal-

ysis, NMSs perform additional tasks, such as routing and decision-making operations. The

logical structure of the designed mesh router is illustrated in Figure 2.5. Their experimental

results showed that regardless of the improved channel switching latency achieved by SDN,

the latency is not negligible. They believe that applying software-defined radio (SDR) and

split-mac on SND-enabled WMNs can mitigate latency.

Figure 2.5: The logical structure of the designed mesh router by [1].

Integrating SDN with Cellular Networks: Regardless of the proposed solutions and tech-

niques to enhance the performance of cellular networks, there are several limitations [94, 95],

such as 1) poor support for virtualization, 2) inflexible and expensive equipment due to propri-

etary hardware and protocols, 3) costly and challenging network upgrades resulting from vendor-

specific configuration of interfaces and devices, 4) complicated service deployments because of

tight coupling of control and data planes, and 5) scalability issues caused by centralized data plane

functions in the core entity of LTE networks and lack of fine-grained control over resources.

Software-defined networking aims to address the aforementioned challenges by providing a frame-

work with open control interfaces wherein the future evolution in wireless networking could be as

simple as a software update rather than a complete hardware and architecture upgrade. In the fol-

lowing, some of the proposed solutions for integrating SDN with cellular networks are described1:

1More literature on SDN-based cellular networks are presented in other chapters of this thesis.
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• Seil et al. [96] proposed an SDN-based mobile networking approach wherein SDN is inte-

grated with a legacy cellular control plane (e.g., 3GPP EPC) to make the cellular network

more flexible and scalable. The proposed approach utilizes the previously designed con-

trol planes for IP-based and 3GPP-based mobility management to manage the location of

mobile nodes and their movements. Two controller models are proposed for the designed

approach, referred to as single-controller and hierarchical models. In the first model, the

SDN controller only monitors the network and manages the routing between the forwarding

elements. IP address allocation and mobility management are performed using legacy mo-

bility control protocols in the cellular network. This model is not scalable and is suitable for

small-scale network deployment. The second model provides more scalability by determin-

ing the local and global control entities. Local control entities (L-CE) monitor and manage

the routing between forwarding elements under their mobility domains, while global control

entities (G-CE) manage the mobility between the local mobility domains. Their evaluations

of the proposed architecture and designed models can be summarized as follows: 1) latency

in detecting the location changes of a mobile node depends on the selected mobility proto-

cols (host-based or network-based), while latency to update the flow table of the involved

forwarding elements depends on the instantiated SDN controller; 2) the controller can take

fast action to establish alternative paths in the case of failure since it has a global view of its

managed domains. Consequently, the proposed approach is more reliable and flexible than

legacy mobility management because it provides more flexibility in handling the flows; and

3) both controller models maintain the legacy mobility control plane in traditional cellular

architecture. However, defining specific protocols is required to integrate the legacy control

plane with the SDN. This depends on which control entities should be bound by the con-

troller (i.e., MME with S-GW/P-GW or only MME) and the location of those entities (i.e.,

front or back from the controller). The authors believe that their approaches provide insights

into the realistic evolution of current mobile network architectures.

• Abbas et al. [14] proposed an SDN-based cellular network architecture called CSDN, which

leverages the best features of SDN and NFV in cellular networks: SDN to abstract the net-

work and to decouple the control plane from the data plane, and NFV to separate logical

network functions from the underlying hardware. This combination will help with the dy-

namic management of resource allocation, fast deployment of new services, support for

multi-cell collaborative signal processing, and easy network upgrades. The authors also

suggested that collecting network information in mobile edge networks can be beneficial

for optimizing resource usage and application performance and enhancing the QoE. In the

proposed SDN-based architecture, network control and management are simplified, and the

deployment of new services can be more flexible in a new programmable and open man-

ner. In the proposed architecture, large parts of the main LTE entities are implemented as

applications in a centralized cloud-based infrastructure. They also designed a new archi-

tecture with an additional knowledge plane layer that enables service providers to achieve

user-aware control and network resource orchestration.

32



2.4. SOFTWARE DEFINED NETWORKING

• Xueli et al. [97] explored the possibilities of virtualizing EPC entities (e.g., P-GW) in LTE

networks. A novel SDN-based P-GW architecture is proposed, wherein data forwarding

functions are performed using low-cost IT hardware. The authors utilized the NFV ap-

proach to implement the forwarding functions of P-GW in software and to use a number

of low-cost IT servers to run the software. In P-GW, the control plane is separated from

the data plane. The control plane of P-GW, referred to as PGW-C, is implanted in soft-

ware that can be run on physical machines or VMs in the data center. The data plane of

P-GW, referred to as PGW-U, performs data plane functions under the control of PGW-C.

A software-based P-GW orchestrator is also designed to manage the tunnels (i.e., creating,

removing, and modifying the tunnels) based on the instructions received from the PGW-C.

The proposed architecture reduces the cost of LTE operating services. Further, it makes

the cellular networks more intelligent and reliable by implementing fine-grained resource

management policies on the designed virtualized gateway.

2.4.5 Challenges of SDN-based Multi-hop Wireless Networks

SDN-based multi-hop routing in wireless networks has been faced with several challenges that

must be taken into account when designing the network, such as 1) determining the communi-

cation approach between the controller and the forwarding devices and how forwarding devices

should be programmed; 2) selecting between one-hop wired or multi-hop wireless connection to

the controller. The former is simple but not scalable. The latter requires an approach to find the

least-cost path to the controller; 3) designing isolation methods between the control and data traf-

fic and defining policies to minimize the exchange of control messages between the controller and

forwarding devices for in-band SDN architectures, to improve energy usage and reduce the delay;

and 4) selecting an appropriate physical structure for the control plane, centralized or distributed.

Each structure has its advantages and disadvantages. The centralized architecture provides lower

deployment costs, and the controller has a global view of the entire network. However, this struc-

ture is not scalable and reliable because of a single point of failure. In addition, the centralized

structure increases the energy consumption and network congestion in the high-mobility networks

owing to the frequent exchange of control messages between the controller and forwarding devices

to obtain up-to-date network information. In contrast, the distributed structure is more reliable and

reduces the congestion and delay in the network by using multiple controllers and load balanc-

ing between them. However, this structure has several challenges, such as finding the optimized

number of controllers and their physical location to achieve a trade-off between cost and network

performance, effective management of multiple controllers to achieve a centralized view of the

network [19].
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2.5 Summary

This chapter provided an overview of the evolution of cellular networks. As discussed, the fifth

and sixth generations of cellular networks are undergoing development due to the limitation of the

4th generation and the necessity of global network coverage. The SDN-based multi-hop routing in

the cellular network was introduced as a potential solution to enhance the cellular network perfor-

mance and to address the scalability issues of the pure ad hoc networks with distributed network

management. This is because in SDN-based multi-hop routing, MD2D communications are par-

tially or fully managed by one or more controllers and the controllers have a global knowledge of

the network. The following paragraphs highlight the main findings of this chapter.

As reviewed in Section 2.2.4, the current cellular networks are faced with ongoing challenges, such

as the increased number of Internet users and the need for a higher number of connected devices,

growing demands of subscribers for peer-to-peer applications that place significant traffic load on

the cellular network, and the necessity of handling high-load network traffic with the least delay

and the highest data rates. The fourth generation of the cellular network, LTE in particular, cannot

handle the rapid change of network requirements and the fast-growing of Internet users. This is

due to LTE limitations, such as 1) inflexible architecture owing to standardized and proprietary

hardware, protocols, and interfaces. Consequently, any network changes or development of new

services require a timely standardization process and costly hardware replacement, 2) limitations

in scalability and traffic bottlenecks due to handling all the traffic via the cellular network or a

BS, including even the communication between mobile nodes within a cell. The literature has

proposed several solutions to address the above-mentioned limitations and challenges. Among

those solutions, device-to-device communications (D2D) and software-defined networking (SDN)

were the main interests.

Device-to-device communication involves direct wireless communication between two mobile de-

vices in close proximity. Multi-hop D2D (MD2D) communication is an indirect communication

between two mobile devices through relays. A mobile ad hoc network consists of self-configured

mobile devices that use MD2D to communicate without the help of any fixed infrastructure. De-

spite the flexibility, purely ad hoc networks were not scalable due to their distributed management

and limited power of wireless devices participating in multi-hop routing. The integration of ad

hoc networks with cellular networks was introduced to address some of the limitations of both

networks. The integration can address scalability issues of ad hoc networks. Furthermore, cellular

networks can benefit from MD2D to extend cellular coverage for dead zones, maintain connec-

tivity when the BS is not available, and reduce the cellular traffic load by offloading traffic to

multi-hop routing when possible. It is necessary to design scalable multi-hop routing protocols

with the least routing overheads to efficiently switch between the communication modes (i.e., cel-

lular or MD2D) and maximize the cellular network performance. However, the integration of

MD2D routing protocols and services into the LTE architecture requires a timely and costly stan-

dardization process due to its proprietary components. SDN and NFV can address this issue by

enabling reprogrammability to network, providing open interfaces, virtualizing the network func-
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tions, removing the control functions from the hardware equipment, and logically centralizing the

control functions in one or more control entities. By employing SDN in cellular networks, service

providers can experience easier network management and more flexibility in the services. Further,

the development of new services and protocols requires a simple software update that is rapid and

inexpensive. The recent introduction of open frameworks such as O-RAN, and the support of SDN

in the edge and core of 5G architecture provides a basic construct to integrate MD2D concept to a

cellular network.

In summary, the integration of SDN and MD2D into cellular networks can significantly increase

cellular performance by taking advantage of both MD2D and SDN technologies. To this end, new

open and reprogrammable frameworks should be designed to integrate SDN into cellular networks.

Further, new multi-hop routing protocols should be developed to conform to SDN-based cellular

frameworks. Until now, only a few studies have been conducted on SDN-based multi-hop routing

in cellular networks, which is the main focus of this thesis.
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3
A Routing Framework for Offloading Traffic from

Cellular Networks to SDN-based Multi-Hop
Device-to-Device Networks

3.1 Introduction

We are living in a highly connected world, where access to mobile high-speed video and

multimedia-based applications is becoming a prerequisite for consumers. Device manufacturers

and network providers face an ongoing challenge in designing highly scalable networks capable

of servicing current and future demands. Although 4G LTE networks were only recently

introduced, studies on 5G networks have already begun to address the shortcomings of current

cellular networks, such as high operational costs and difficulty in upgrading/modifying existing

architecture due to its proprietary hardware features, complex and hard-coded network protocols

and operations, slow and complicated network and service deployment because of tight coupling

of control and data planes in the devices and equipment, inefficient radio resource management

due to the difficulty of LTE management, and the existence of various heterogeneous access

networks and technologies (such as LTE, WiFi, MTS, and GSM) [98–101]. Consequently, there

is a need for programmable networks to speed up and facilitate network innovation and

deployment.

Software-defined networking (SDN) enables the programmability feature for 5G networks to ac-

celerate service deployment and network innovation and to simplify network management for

mobile operators. SDN, through the separation of the control plane from the data plane, provides
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a framework for faster innovation, where the future evolution in wireless networking would be as

simple as a software update rather than complete hardware and architecture upgrade [102]. SDN

allows future cellular networks, such as 5G, to be effectively managed and extended via software.

This means that such networks can be more easily integrated with other mobile networks, such as

MANETs or sensor networks. Significant research has been conducted on SDN-based 5G cellular

networks [14, 103–111].

D2D communication is another promising technology for 5G networks that enables wireless net-

work devices to communicate directly instead of going through a cellular base station. This is seen

as a potential benefit by the providers to offload traffic (when possible) and make more efficient

use of both the licensed and unlicensed spectrum. 3GPP Release 12 has introduced the support

of D2D or direct mode communications in LTE-Advanced (LTE-A), enabling peer-to-peer trans-

mission between devices in close proximity to each other, without the involvement of cellular

infrastructure for the user plane [68, 69, 112]. The presented scenarios include D2D under the

control of eNodeB, D2D outside network coverage without supervision from eNodeB, and D2D

in partial network coverage. In the latter, one of the UEs is inside the network coverage, while the

other is outside the network coverage. 3GPP Release 13 has introduced the concept of the UE-to-

Network to enable a remote node to connect to eNodeB or other nodes through a relay node via a

side link interface. In addition to enabling direct D2D communication, 3GPP has also introduced

three traffic functions, referred to as access traffic steering, switching, and splitting (ATSSS), to

enable traffic management across multiple access technologies connected to the same core net-

work sharing a common anchor point. ATSSS enables hybrid access and convergence of mobile

and fixed networks and allows UEs to switch between WLAN and cellular links for more efficient

and cost-effective data transfer. The functionalities of the ATSSS reside on both the core network

and the UE side. The core network is responsible for traffic monitoring, defining different ATSSS

policies, forwarding policies to UEs, and simultaneous use of available links and accesses [113].

Multi-hop device-to-device (MD2D) communications have been proposed to expand the capabil-

ities of D2D communications to create a wireless mesh network with the assistance of cellular

base stations [114–116]. MD2D provides greater coverage within cells (using the WiFi band) for

offloading local traffic using multi-hop routes. While MD2D exhibits similar characteristics to

mobile ad hoc networks (MANETs), their main difference is that MD2D is driven and controlled

by the cellular network. The advantage of MD2D over MANETs (or wireless mesh networks) is

their ability to be more tightly controlled and scaled more effectively in large networks [117–119].

The growing interest in MD2D communications along with the multi-radio capability of mobile

devices has created the need to develop new routing protocols [43, 120–124]. Several studies

have been conducted on MD2D communications in SDN-based cellular networks [125–127] that

take advantage of both technologies. These studies show that MD2D communication under the

management of a centralized controller can improve energy consumption, achieve a higher packet

delivery ratio, and better QoS and network capacity. However, little attention has been paid to the

design of routing protocols integrated with SDN-based cellular networks to enable MD2D commu-

nications. In our previous study, we demonstrated that SDN-assisted MD2D routing functionality
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can achieve significantly higher scalability by reducing network overheads when compared to ex-

isting MANET protocols, such as OLSR and AODV [128]. This chapter presents a new routing

framework, called virtual ad hoc routing protocol framework (VARP), that supports developing

different routing protocols. For this framework, the VARP-S routing protocol is designed that op-

erates based on source routing. In VARP-S, the wireless SDN controller provides and maintains a

complete source-to-destination path for each flow request from the source node.

In our proposed framework, we focus on LTE radio access networks (i.e., edges). The SDN

controller is responsible for interference management, radio resource management, traffic engi-

neering, load balancing, local topology management, and data offloading. The related algorithms

and strategies can be deployed as an application on top of an SDN controller and can be easily up-

graded owing to SDN programmability features. Further, the SDN controller provides fine-grained

control over QoS considering the subscriber requirements. In the proposed framework, mobile

operators can push programmable data offloading policies into the network based on real-time

network conditions. Routing modules and resource traffic management modules are implemented

as programmable software functions running on an SDN controller. It is noteworthy that in the

future, there will be a large number of IoT devices that should be seamlessly integrated with future

5G networks. Our proposed routing framework makes this integration straightforward.

We perform a detailed analytical study to demonstrate the benefits and performance improvements

of our proposed protocol. Further, we investigate the impact of node density on the protocol

performance by changing the cell size for a fixed number of nodes. The contributions of this

chapter can be summarized as follows:

• A wireless SDN routing framework is proposed by introducing the idea of MD2D routing

as an extended service for cellular networks.

• VARP-S, a hybrid MD2D routing protocol, is proposed that operates based on source rout-

ing.

• Details of the proposed routing protocol (VARP-S) are described for the VARP framework

in three sections: topology discovery, route discovery, and route maintenance.

• A detailed analytical model for VARP-S is presented to model its computational and rout-

ing overhead and compare its performance with the hybrid SDN architecture for WDNs

(HSAW).

The remainder of this chapter is organized as follows. Section 3.2 provides a detailed description

of the proposed virtual ad hoc routing framework. Section 3.3 describes the proposed routing pro-

tocol for the VARP framework and details of its operation. Section 3.4 provides an overview of

HSAW. Section 3.5 describes the scenarios and defined notations for the theoretical analysis. Sec-

tions 3.6 and 3.7 develop a detailed theoretical analysis of the computational and routing overhead

of the proposed routing protocol and compare it with the overhead analysis of hybrid SDN archi-

tecture for WDNs [3] in static and mobile networks, respectively. Finally, Section 5.7 presents

concluding remarks of this chapter.
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Figure 3.1: Detailed illustration of the VARP framework for the proposed VARP-S routing protocol.

3.2 Proposed Virtual Ad hoc Routing Framework

This section presents a detailed description of the VARP framework that can support the imple-

mentation of various types of MD2D routings, such as source-based, hop-by-hop, or location-

based routing. Further, the VARP-S routing protocol is proposed that extends the idea of source

routing for an SDN-controlled MD2D network. It is noted that throughout this chapter, we use the

terms "UE" and "node" interchangeably.

3.2.1 VARP Architecture

One of the key factors of the VARP architecture that distinguishes it from purely ad hoc routing

protocols and conventional cellular architecture is the integration of SDN (see Figure 3.1).

An LTE architecture consists of two main components: an evolved universal terrestrial radio ac-

cess network (E-UTRAN) and an evolved packet core (EPC). E-UTRAN includes an e-NodeB

entity responsible for all radio-related functions and the connectivity of UEs to the EPC. EPC is

composed of five main entities, which are described as follows: 1) the mobile management en-

tity (MME) is responsible for tracking the idle UE positions, allocating a temporary unique ID to

UEs, serving gateway selection for UE based on the network topology, and UE authentication; 2)

the home subscriber server (HSS) entity maintains subscriber information, its authorized services,

and its current MME address to have up-to-date information of a UE position; 3) serving gateway

(S-GW) is responsible for redirecting data flows between the eNodeB entity and packet gateway

(P-GW), and handover operations; 4) the P-GW entity is responsible for communication to/from

the external data network, connectivity assurance, IP allocation, and billing-charging support; and

5) the policy and charging rules function (PCRF) entity is used for policy and charging functions.
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(a) (b)
Figure 3.2: (a) SDN architecture in VARP framework, (b) VARP sub layers.

In our proposed framework, an SDN controller (acting as the main controller) is located in the

MME entity to manage a set of sub-controllers. A sub-controller is an SDN controller that is

directly connected to a base station to manage UE within its coverage area (VARP services are

authorized for the subscribers who are accepted as relay nodes). The sub-controllers are identified

by a unique ID assigned by the main controller. Using a sub-controller for each cell provides

scalability and independency in the network infrastructure and enables intelligent local forwarding

decisions within each cell. Each main controller manages only the sub-controllers located in

a tracking area1 of the MME. When a UE moves to the tracking area of other controllers, its

information is delivered from the current controller to the new controller. Mobile operators install

sub-controllers for high-traffic areas to offload traffic and balance the network load.

Both licensed and unlicensed frequency bands are used in this framework: the cellular frequencies

for exchanging data and control information between the sub-controller and UEs under its cover-

age (Cellular-band), and the unlicensed frequencies for exchanging data and control information

between the mobile or end user nodes in the network (WiFi frequency band). In our proposed

architecture, each UE plays two different roles: an end user from the perspective of LTE and a

forwarding element from the controller perspective. To that end, it must support a Southbound

API compatible with this architecture and at least two wireless interfaces: LTE and WiFi. For the

second role, each UE sends information about its directly connected links to the sub-controller. It

1Tracking areas are the areas that subscribers move freely within without informing MME.

40



3.2. PROPOSED VIRTUAL AD HOC ROUTING FRAMEWORK

can also request different routing information from the sub-controller. For example, in VARP-S

(described in Section 3.3), the UE requests the path information to transmit data to a specific desti-

nation. The UE then uses such information to build an MD2D routing architecture over unlicensed

WiFi frequency bands, such as WiFi Direct.

The SDN controller uses the received control information to build a link-state database (LSDB).

It is assumed that the sub-controller has enough space to store the route information but may

offload processing to a cluster (if required) to perform various operations such as route calculation

and topology control. Edge servers under the control of the SDN controller can also be used in

each base station for local data storage, real-time data processing, and computations. Figure 3.2a

presents a logical view of an SDN architecture in the VARP framework.

Figure 3.2b indicates the sub-layers of the VARP architecture in the network layer. In the autho-

rization sub-layer, the SDN controller via the HSS entity in the core network checks if UEs are

authorized for using VARP services. The topology discovery sub-layer periodically communicates

with each UE to build and maintain an LSDB (described in Section 3.3.1). The routing sub-layer

manages the routing process in the network.

The routing sub-layer consists of three sub-layers: route quality assessment & metric selection

(RQAMS), routing method selection (RMS), and routing protocol selection (RPS). The RQAMS

verifies the type of end-to-end route quality required for each specific local data flow (described

in Section 3.2.2) and selects the associated metric. After determining the traffic type of the data

flow, the RMS decides which routing method can meet the quality requirements of this traffic

type. If MD2D is selected, then the RPS determines which routing protocol to run on the UE.

For example, a video or voice-based data flow would have different performance requirements

than IoT-based or text-based data flows. The idea here is to determine whether WiFi-band MD2D

routes can successfully meet the flow requirements. If they do, they are used. Otherwise, the sub-

controller uses the cellular network to interconnect end-to-end nodes. Furthermore, depending on

the availability of MD2D routes (which meet the minimum RQA requirements), the sub-controller

may dynamically switch between MD2D and cellular modes. This ensures that traffic offloading

does not jeopardize the quality of data packet flows.

Compared to purely ad hoc networks, there are a number of benefits provided by this architecture:

security (authentication/registration of devices), elimination of multi-hop flooding, and UE can

operate as a simple forwarding device (in the case of VARP-S) or a routing device.

Compared to conventional cellular networks, this architecture provides higher data rates for mobile

operators through the efficient use of both licensed and unlicensed frequency bands. Further, this

architecture allows operators to propose a new business model in which mobile users can take

advantage of discounts on their monthly bills or free services offered by mobile operators based

on the amount of relayed data [129].
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3.2.2 Route Quality Assessment

The VARP architecture classifies each type of traffic flow into different groups with different QoS

requirements. While it is envisioned that emerging wireless networks (such as 5G) will carry a

diverse range of traffic types, for simplicity, we have defined three traffic types2, namely mission-

critical (MC), multimedia, and non-critical data (NC). Mission-critical traffic requires the highest

level of QoS (in terms of link reliability, bandwidth, and delay). Multimedia traffic has strict

bandwidth and delay requirements, with limited tolerance for link reliability. Non-critical data

(such as periodic sensor data) do not have strict bandwidth requirements and can tolerate some

delays in end-to-end transmission.

Figure 3.3: Source node responsibilities for route discovery and route maintenance in VARP-S.

Figure 3.4: Sub-controller responsibilities for route discovery and route maintenance in VARP-S.

2Defining a detailed traffic classification strategy and QoS is beyond the scope of this chapter.
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3.3 Routing Protocol for VARP Framework

This section describes the different components of the proposed VARP-S routing protocol in three

sub-sections: topology discovery, route discovery, and route maintenance. The roles of mobile

nodes and the sub-controller in route discovery and route maintenance are depicted in Figures 3.3

and 3.4.

3.3.1 Topology Discovery

We define three control messages in the VARP-S protocol:

• The Hello message is a broadcast packet carrying the node interface information, and only

one-hop neighbors of the node process this packet. Each VARP-S interface of a node must

generate Hello messages independently.

• The topology control (TC) message is a unicast packet carrying node information base

(IB)3 and is only received and processed by the sub-controller. The mobile node first is

authenticated by its operator. The sub-controller then checks whether the mobile node is

authorized to use the VARP-S services. If true, the sub-controller sends a topology control

request (TCREQ) to the node and asks for the node’s IB. The node then runs the VARP-S

protocol and sends its IB to the sub-controller in response. Therefore, the first TC message

is sent when a node receives a TCREQ from the sub-controller. Later TC messages are

generated whenever a change occurs in the node’s IB. In other words, a TC message is

generated through a response mechanism. For example, if the remaining power of the node

reaches the predetermined threshold, referred to as the node power threshold (NPT), then a

TC message is sent to the sub-controller. The optimization of power control is beyond the

scope of this chapter and is planned for future studies.

• The Hello-C message is exchanged only between the sub-controllers in adjacent cells to

exchange identification (Controller-ID) and routing information. Each sub-controller main-

tains two different LSDBs: Inter-LSDB contains the details of the local topology (sub-

controller and nodes of a given cell) and Intra-LSDB includes the information of neighbor-

ing cells. Hello-C messages allow adjacent sub-controllers to exchange Inter-LSDBs. After

receiving the Inter-LSDB, the Intra-LSDB is updated. Thus, each sub-controller only has

knowledge of the nodes inside the cell and the adjacent cells. In addition to the Inter-LSDB,

each sub-controller also sends the diameter of its VARP-S coverage. This enables the pro-

tocol to limit the routing scope and communication between the nodes inside the cell or

adjacent cells.

Considering the defined traffic types in Section 3.2.2, the LSDB maintains three different costs for

each link. Each cost is calculated based on the required parameters for each traffic type. The sub-

controller runs the SPF algorithm for each cost separately, which leads to the construction of three

different shortest path trees (SPTs) against the LSDB. When a sub-controller receives a data route
3IB includes node interface information, neighbor information, link information, and power information (remaining

power of the node)
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request (DRREQ), it checks the traffic type field in the request. Subsequently, the sub-controller

searches the associated SPT to determine the best path. Finally, the selected path is added to the

related flow table. Therefore, the sub-controller maintains three distinct flow tables for each traffic

type and keeps multiple routes to each destination to react much faster to routing changes.

Figure 3.5 shows the sub-controller operation with LSDB links. For each link, the LSDB maintains

three different costs associated with MC, Multimedia, and NC traffic types defined in Sec. 3.2.2

(cost1, cost2, and cost3). For root node A, three different SPTs are derived from running the

shortest path first (SPF) algorithm for each cost, as shown in Figure 3.5. SPT1 includes only path

A_F_C_D, as this path is the best path for cost1. SPT2 and SPT3 maintain paths A_H_D and A_-

B_C_D, respectively. If the sub-controller receives a DRREQ from source node A to destination

D, it first checks the traffic type field in the request. If the type is "MC", it searches only the SPT1

and adds the least-cost path into the flow table 1.

Figure 3.5: Illustration of building three different SPTs for source node A based on the defined traffic types
in Section 3.2.2.

In our framework, data traffic is conveyed through the cellular or the MD2D network. Hence,

the sub-controller must decide which communication mode (i.e., cellular or MD2D) can better

support a traffic flow. To this end, the sub-controller first determines the maximum diameter (the

maximum number of hops and the physical distance between the source and destination) of the

MD2D communications for the VARP-S routing protocol. Within this diameter, an MD2D data

transmission (using the VARP-S routing protocol) provides the same or better performance than

the cellular transmission. When the sub-controller selects a path for a data flow from the SPF

tree, it checks whether the selected path meets the determined diameter. If yes, the sub-controller

sends the path information to the source node of the flow. Otherwise, the sub-controller asks the

source node to transfer the data via the cellular. By examining and restricting the number of hops

based on the bandwidth and QoS requirements, the sub-controller will increase the overall quality

of WiFi-band MD2D communications.

3.3.2 Route Discovery

VARP-S is a source routing protocol4 in which each data packet carries the complete source to the

destination path. Hence, relay nodes can forward the packet based on the attached route informa-

tion. Two important components of this protocol are route discovery and route maintenance.

4VARP-S extends some of the routing concepts described in [130] for multi-hop D2D communication.
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Route discovery is an on-demand process that uses data route request (DRREQ) and data route

reply (DRREP) messages. These messages are exchanged between the source node of a flow and

the sub-controller to obtain a valid route to the flow target. The source node and sub-controller

responsibilities in route discovery are described in the following subsections:

3.3.2.1 Source Node

When a node has data to send, it first checks its flow table. If there is a route to the packet desti-

nation, the source node attaches the route to the packet and forwards the packet to the next hop.

Otherwise, the source node generates and sends a data route request (DRREQ) as a unicast packet

to the sub-controller. The source node keeps a copy of the packet in its local storage called "send

buffer". As long as there are packets in the send buffer, the source node sends DRREQ to the

sub-controller to obtain a valid route to the packet destination. To prevent flooding of DRREQs

for the same target address and reduce the overhead caused by DRREQs, a minimum acceptable

interval is defined between DRREQs for the same destination, referred to as DRREQI (DRREQ

Intervals). When the target is not reachable, the source node will receive a Data Route Error (DR-

ERR) message with the type of "Destination_unreachable" from the sub-controller. Subsequently,

the source node removes the associated packets to that destination from its send buffer.

The DRREQ packet carries the target address of the route discovery, a unique ID assigned to this

request by the source node, and the size and traffic type of the data packet. Each node maintains a

data route request table (DRREQT) to store the DRREQs originating from this node. Each node

also has a flow table to keep the received routing information from the sub-controller.

After receiving a DRREP from the sub-controller, the source node extracts the Data Route Record

(DRR) and updates its flow table. DRR includes the list of relay nodes for a data flow. The

source node then attaches the DRR to related data packets and forwards the packets to the next

hop. The source node also checks the reachability of the next hop through the route maintenance

process, as described in Section 3.3.3. Each intermediate node receiving a data packet with a DRR

attached examines the route record to verify whether it is the next hop for this packet. If a source

node receives a DRREP with an empty route record and a Cellular Indicator (described in Section

3.3.2.2) with a value of "True", the source node then forwards the associated data packets to the

base station and marks that route as a cellular route in its flow table.

3.3.2.2 Sub-controller

The sub-controller maintains a data route request table (DRREQT) for each active flow in the

network. This table keeps the address of the node initiating the request, request-ID, and target

address of that request. When the sub-controller receives a request from a node for a specific

destination, the sub-controller adds the request to DRREQT if no match is found in the table.

Otherwise, the request is discarded. After inserting the request into DRREQT, the sub-controller

searches the flow table related to the request traffic type. If a route is found, the sub-controller

initiates and sends a DRREP to the source node. Otherwise, the sub-controller runs the SPF

algorithm for the source node to find the best path to the requested target.
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A DRREP carries a list of relay nodes between the source and destination (defined as a DRR),

target address, VN (validity number) indicating the freshness of the route, and cellular indicator

(CI) field that accepts Boolean values. The value of this field is "True" when a data packet must

be forwarded through LTE networks.

3.3.3 Route Maintenance

Route maintenance is the mechanism of error detection during the forwarding of data packets.

This process consists of two parts: initiating a DRERR and processing a received DRERR. Each

intermediate node in the path between the source and destination of a data packet is responsible

for transmitting the packet to the next hop. Each hop confirms the reception of the packet through

the link layer or passive acknowledgments.

If a node detects an error during the transmission of the data packet to the next hop, the node

initiates a new DRERR containing Error Type5 and all relevant information, and sends it to the

sub-controller. Upon receiving the DRERR, the sub-controller updates the LSDB and broadcasts

the information of the broken link. If a change occurs in the LSDB, the sub-controller updates

the old entries of the flow tables, deletes any outdated ones, and replaces them with newly found

routes. As a result, any time the allocated route to a source node is changed and replaced with a

new one, the new route record is sent to the source node with the updated VN through a DRREP

message.

After receiving the DRERR from the sub-controller, the source node stops sending the packets

associated with that error and updates its flow table based on the DRERR information (sets the

status of the route to invalid). The source node then initiates a new route discovery after the error

waiting time (EWT). EWT is the time that a source node must wait to receive a DRREP from the

sub-controller upon receipt of a DRERR. After this time, a new DRREQ is initiated with a new

request ID.

3.4 HSAW Overview

In this section, we extend the behavior of the HSAW to fit the framework proposed in this chapter.

In the HSAW protocol, like VARP-S, neighbor discovery involves the exchange of Hello messages.

Each mobile node sends its link-state information (i.e., the TC message) to the sub-controller.

Subsequently, the sub-controller builds an LSDB of its coverage area and broadcasts the LSDB

to the network. As a result, all mobile nodes have a complete view of the network. The sub-

controller also broadcasts traffic policies (such as traffic type, designed metric for each traffic

type, and maximum allowed end-to-end MD2D cost for each traffic type considering data packet

size) to the network. If a mobile node has a packet to send, it first checks its routing table to find

a route to the packet target. If a route is found, then the mobile node forwards the packets to the

next hop. Otherwise, the mobile node runs the SPF algorithm to determine the best path. If the

obtained path meets the quality requirements of the packet, the route is added to the routing table,

5Error types: Link_Broken, Destination_unreachable, and Unknown_Error
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and packets are forwarded to the next hop. Otherwise, the route to this target is marked as cellular,

and packets are forwarded to the BS for cellular transmission. If any error occurs when sending

data packets to the next hop, the upstream node of the broken link sends a DRERR to the sub-

controller carrying information of the broken link. Subsequently, the sub-controller broadcasts

the information of the broken link to the network and updates its LSDB. After receiving the error

message, the mobile nodes update their LSDB and their routing tables accordingly.

3.5 Scenarios and Summary of Notations

We present two different scenarios for routing overhead analysis. The first scenario investigates

the performance of VARP-S in a static network as this could be relevant to sensor networks and

large-scale IoT networks. The second scenario explores VARP-S performance in mobile networks.

3.5.1 Notations

The key notations used in this chapter for the theoretical analysis are listed in Tables 3.1, 3.2, and

3.3. Table 3.1 covers the network parameters used for network abstraction. Tables 3.2 and 3.3

contain the parameters defined for overhead analysis in static and mobile networks, respectively.

H(X) [133] is the entropy function of a discrete random variable X with possible values

{x1, ..., xn} occurring with probability {P (x1), ..., P (xn)}, which is defined as:

H(X) = −Xlog2(X)− (1−X)log2(1−X); 0 < X < 1

We refer to this entropy function for measuring the expected value of information needed to notify

the next state of any link when a link change occurs in the network.

3.5.2 Assumptions

The routing overheads in this chapter are analyzed only for one sub-controller and all the UEs

within its management area. It is assumed that each UE has two interfaces: one interface for

WiFi-band communications and one LTE interface for cellular communication. It is also assumed

that the mobile nodes have a uniform distribution in the cell — a square area of side a— and

periodically send Hello packets and TC messages at the same intervals. For our analysis, we

extended the defined framework in [132] to suit our scenarios. In the following sections, we

analyze the routing overhead of HSAW and VARP-S for static and mobile scenarios, respectively.

Considering the use of two separate frequency bands in both protocols, we analyze the routing

overhead for each frequency band independently, namely, WiFi-band overhead (OW ) and cellular-

band overhead (OC).
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Table 3.1: List of notations for network abstraction.

Notation Description

A Cell area (a square area of side a)

N Number of the UEs in the cell (100)

R Radio transmission range of each UE (250m)

ξ Ratio of the UE coverage area to the whole network area: πR2

A

ND Neighbor density (average UE’s degree): ξ (N − 1)

F Number of active flows

UEID UE identifier

ζ Network topology update interval.

λ Packet generation rate (2 pkt/s)

λu Link break rate (s−1)

d Average distance between the source and the destination. According to [131], the value of d
is given by: d = 0.5214a

L Average number of hops in a route. The lower bound of L is used for this study analyses.
According to [132], the value of L is given by: L ≥ ⌈ d

R⌉

SD Data packet size (512 Byte)

Table 3.2: List of notations for routing overhead analysis when network is static.

Notation Description

LSDB Length of a link-state data base

L(stat) Amount of information that describes the status of a link

P(cost) Path cost

M Length of a Tc message

Req-ID Amount of information that differentiates one request from the others (8 bits)

OH The overhead of broadcasting the Hello packets at time 0

OT0
The overhead of advertising the network link-states at time 0

OT0U
The overhead of distributing each node link-state to the sub-controller at time 0

OT0C
The overhead of distributing the whole network link-states by the sub-controller at time 0

ODRREQ0
The overhead of sending the route requests to the sub-controller at time 0 for a valid route to
the target

ODRREP0 The overhead of sending route information by the sub-controller at time 0

ORD0 The overhead of the route discovery process at time 0

O(W0) Total WiFi-band routing overhead per second at time 0

O(C0) Total cellular-band routing overhead per second at time 0
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3.6 Theoretical Analysis in Static Networks

The total routing overhead is based on the bandwidth consumed by the control messages. The

exchange of the control messages in a pure ad hoc network is through WiFi-band frequencies. In

contrast, in the VARP-S protocol and HSAW, two different frequency bands are used 6.

In both protocols, each UE broadcasts the Hello messages with a length of UEID through the

WiFi-band frequency to advertise its existence to its neighbors. UEID is unique to each UE and

differentiates the UE from other UEs in the network. If there are N nodes in the network, the total

bandwidth consumed by the Hello messages is given by:

OH = N UEID, where UEID = Log2N (3.1)

Each UE also sends a TC message to the sub-controller through cellular-band frequencies. Subse-

quently, the sub-controller computes the cost of each possible path in the network and builds the

link-state database of the entire network using the received TC messages.

A TC message carries the information of the UE (UEID), its one-hop neighbors (ND), and their

associated link status (L(stat)). Depending on how the UEs are identified in the network and the

defined format for a TC message, the amount of information required for a TC message could be

different. If the total number of UEs in the network is N , then the average number of one-hop

neighbors for each UE can be estimated by “ξ (N − 1)” (to study medium to large node density

scenarios, we model the neighbor density of every node as “ξ (N − 1)”. This provides a good

approximation of the neighbor density [134]). Consequently, the length of a TC message (M )

generated by one node in the network at time 0 is:

M = UEID +ND(UEID + L(stat)) (3.2)

In HSAW, each UE must have a complete view of the network and take all routing decisions. For

this reason, the sub-controller must broadcast the entire LSDB at the beginning of the network

operation. Subsequently, each UE builds its LSDB and runs the SPF to determine the routes. Un-

like HSAW, in VARP-S, only the sub-controller has a complete view of the network and manages

all the routing computations and routing decisions. Therefore, the LSDB is not broadcast by the

sub-controller. If a node has a data packet, it sends a DRREQ to the sub-controller and asks for a

path to the destination, as explained in Section 3.3.2.

The routing overhead of both protocols is analyzed for two different scenarios. In the first scenario,

it is assumed that there is no data packet generation in the network. In the second scenario, it is

assumed that the data packet generation rate is λ. As explained in detail in the following sections,

the overhead of HSAW remains unchanged in both scenarios, but there is an additional overhead

for VARP-S in the second scenario compared to the first scenario. This is due to the exchange of

DRREQs and DRREPs between UEs and the sub-controller for a valid route to the destination.

However, in HSAW, each UE requires more memory and consumes more energy compared to the
6WiFi frequency for links between the UEs (WiFi-band) and the cellular frequency for the links between the sub-

controller and the UEs (cellular-band)
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UEs in VARP-S as UEs have to keep the LSDB of the whole network, and they must run the SPF

algorithm to find the shortest path when a route does not exist for an incoming packet.

3.6.1 HSAW Protocol

Each UE in the network sends a TC message with length M only to the sub-controller. After

receiving all the TC messages, the sub-controller builds and broadcasts the LSDB to the network.

The total consumed bandwidth of the cellular-band for the topology updates (OT0) at time 0 for

the N number of nodes is a combination of the consumed bandwidth by both the UEs (OT0U
) and

the sub-controller (OT0C
) and is given by:

LSDB = N ND (2UEID + Pcost) (3.3)

OT0U
= NM (3.4)

OT0C
= LSDB (3.5)

OT0 = OT0U
+OT0C

(3.6)

Because the exchange of Hello and TC messages are through the WiFi-band and the cellular-band

frequencies, respectively, the total routing overhead of each frequency band at time 0 is:

O(W0) =
1

ζ
(OH) (3.7)

O(C0) =
1

ζ
(OT0) (3.8)

3.6.2 VARP-S Protocol

Unlike HSAW, in this protocol, the sub-controller does not broadcast the LSDB. Consequently,

the consumed bandwidth for the topology updates is the bandwidth consumed by the UEs and is

OT0 = OT0U
, where OT0U

is defined by (3.4).

If there is no data packet generation in the network, the total consumed WiFi-band and cellular-

band are calculated using (3.7) and (3.8), respectively.

If the UE has a packet to send, then there is an additional overhead for VARP-S in the cellular-band

since the flow table of each UE is empty. Therefore, for forwarding the packets, a route discovery

must be initiated to find a valid route to the destination of packets. If we define the number of

flows as F , then the total number of DRREQs sent to the sub-controller is F . In response, the

sub-controller returns F number of the DRREPs.

Each DRREQ carries a unique request ID (Req-ID) along with the target information. The band-
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width consumed by DRREQs in the network is:

ODRREQ0 = F [Req-ID + UEID] (3.9)

In response to each DRREQ, the sub-controller sends a DRREP carrying the shortest path infor-

mation and the target identity. If the minimum average number of hops in a route is L, then a

DRREP message contains a path with L hops plus target information. As a result, the average

length of a DRREP message would be “(L+1)UEID". The bandwidth consumed by the DRREPs

at time 0 is:
ODRREP0 = F [(L+ 1)UEID] (3.10)

The total consumed bandwidth for the route discovery process at the beginning of the network

(ORD0) is the bandwidth consumed by the DRREQs and DRREPs and is calculated as follows:

ORD0 = ζ(ODRREQ0 +ODRREP0) (3.11)

Consequently, the total overhead of VARP-S in the cellular-band at time 0 is increased as follows:

O(C0) =
1

ζ
(OT0 +ORD0) (3.12)

The total WiFi-band overhead of VARP-S will also be increased because a DRR must be attached

to the data packets before being forwarded to their target. If the extracted DRR from the received

DRREP includes L hops, then the amount of information that must be attached to each data packet

will be "L UEID". If we define the packet generation rate for each UE as λ, then the total WiFi-

band overhead of VARP-S at time 0 is:

O(W0) =
1

ζ
(OH + ζλ F L UEID) (3.13)

3.6.3 Result Analysis

In this section, we compare the overhead of VARP-S with HSAW for the two scenarios described

in the previous section. The considered value for L(stat) and P(cost) is 1 byte. It is assumed that

the λ packets generated by each node belong to the same target.

3.6.3.1 Routing Overhead in the WiFi-band at Time 0

When the network is static and there is no packet generation, the total WiFi-band overhead in both

protocols is equivalent because of the constant broadcasting of the Hello messages.

Figure 3.6 presents the overhead of VARP-S compared to HSAW for a different number of nodes,

where the network is static and the number of active flows is F . Figure 3.6 also shows how the

number of active flows could affect the overhead of VARP-S. The considered values for the active

flows are 10%, 50%, and 80% of the number of nodes, respectively. As shown in Figure 3.6, the

overhead of VARP-S is more than HSAW and continues to increase when the number of active
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flows increases. The reason behind this is that in VARP-S, in addition to the Hello packets, the

DRRs attached to the data packets consume the WiFi-band bandwidth. Figure 3.6 shows that by

growing the number of mobile nodes in the network, the total overhead of both protocols increases

accordingly.

3.6.3.2 Routing Overhead in the Cellular-band at Time 0

Figure 3.7 compares the routing overhead of VARP-S with HSAW for a different number of mo-

bile nodes. As shown, VARP-S achieves higher scalability than HSAW. This is because HSAW

introduces a significantly higher overhead resulting from broadcasting the entire LSDB by the

sub-controller, and the overhead increases as the number of nodes grows.

In the following, we calculate the ratio of HSAW overhead to VARP-S overhead for two different

scenarios to further study the performance benefits of VARP-S in static networks.

• The network is static and there is no active flow:
OCo(HSAW )

OC0(V ARP−S)

=
NM + LSDB

NM
≈ LSDB (3.14)

• The network is static, and the number of active flows is F (the maximum value of F is

N(N − 1)):

OCo(HSAW )

OC0(V ARP−S)

=
(3.8)

(3.12)
≈ O(N2)

O(N2)
≈ 1 (3.15)

As shown in (3.14), the routing overhead of VARP-S is up to N2 lower than that of HSAW when

there are no active flows in the network. This is because in VARP-S, the LSDB is not broadcast

by the sub-controller. From (3.15), it is apparent that in the worst-case scenario where all nodes

communicate with each other, both protocols exhibit almost the same performance.

3.7 Theoretical Analysis in Mobile Networks

When the status of the network changes from static to dynamic, link failure is likely to occur more

frequently. If a link failure occurs, additional overhead is added due to the misrouting.

For this analysis, it is assumed that nodes can move freely within the square area of side a, and the

coverage area of each node is a disk-based covering area, with radius R. If the random variable

X(t) ∈ {0, 1} indicates the link status between nodes i and j at time t, where 1 and 0 represent

the existence or non-existence of the link, respectively, when the distance between nodes is less or

greater than R. As explained in [132], q(t) is the probability of a link status change event within

a time interval [t, t + ζ] when the value of X(t) changes from 0 to 1 and vice versa, and is given

by:

q(t) = 1− e−λut (3.16)

where λu is a constant average rate for the link change and represents the mobility in the network.

A link change event can occur continuously and independently at the λu.
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Table 3.3: List of notations for routing overhead analysis when the network is mobile.

Notation Description

q(t) The probability of link change event within a time interval [t, t+ ζ]

OH The overhead of broadcasting the Hello packets within a time step ζ

OT The overhead of advertising the network topology changes within a time step ζ

OTU
The overhead of distributing the changes of each node link-state to the sub-controller
within a time step ζ

OTC
The overhead of distributing the network link-states changes by the sub-controller within a
time step ζ

OD The overhead caused by unsuccessfully delivered data messages per packet generation

OA The overhead of distributing the broken link information of an active flow within a time
step ζ

OAU
The overhead of distributing the broken link information by the upstream nodes to the
sub-controller within a time step ζ

OAC
The overhead of distributing the broken link information of an active route by the
sub-controller within a time step ζ

ODRREP The overhead of the sub-controller for updating the source node of data packets on new
valid routes within a time step ζ

OW (RI) Total WiFi-band overhead incurred by the route invalidity within a time step ζ

OC(RI) Total cellular-band overhead caused by the route invalidity within a time step ζ

OW Total routing overhead in the WiFi-band per time step ζ

OC Total routing overhead in the cellular-band per time step ζ

In the following sections, the overhead analysis of HSAW and VARP-S are described separately

for mobile networks.

3.7.1 HSAW Protocol

In this protocol, each UE broadcasts a Hello message to inform its existence to its neighbors,

where the consumed bandwidth is given by (3.1).

Each UE also sends a TC message carrying information about itself and any link-state changes

to the sub-controller within a time step ζ (OTU
). Subsequently, the sub-controller broadcasts the

changes to the entire network (OTC
). If the probability of a link change event at time t is q(t),

according to the entropy function, the expected value of information informing the next state of

the link is H(q(t)). If the average number of links for each node is ND and the links have the

same probability of the change, then the amount of information notifying the changes is given by:

OTU
= N

ND∑
k=0

(
ND

k

)
q(t)k(1− q(t))ND−k I (3.17)
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OTC
= N

ND∑
k=0

(
ND

k

)
q(t)k(1− q(t))ND−k I (3.18)

where, I = UEID + kH(q(t))

The total cellular bandwidth consumed by the UEs and the sub-controller for updating the network

topology within a time step ζ is OT = OTU
+OTC

.

In the case of route invalidity, two more overheads will be added to the network: 1) the WiFi

bandwidth consumed by data messages that have not been delivered successfully (OD), and 2) the

cellular bandwidth consumed for advertising the failed links of the active flows (OA).

From [132], depending on which link has failed, the consumed bandwidth is:

OD = FSD[
1− (1− q(t))L

q(t)
− L(1− q(t))L] (3.19)

If a link failure occurs in the links of a data flow at time t, and the upstream UE of that link detects

this error at the time of sending packets to the next hop, the upstream node sends the broken link-

state information to the sub-controller (OAU
) through a DRERR message. Subsequently, the sub-

controller broadcasts this information to the entire network (OAC
) through a DRERR message. As

a result, the consumed bandwidth for advertising the broken link (OA) is the bandwidth consumed

by both the UE and the sub-controller. If the probability of change for each link at time t is q(t),

depending on the number of links that have failed in each flow (k) at time t, then the number of

information exchanges between the UEs and the sub-controller, when the number of active flows

in the network is F and the average number of links in each flow is L, would be:

OAU
= F

L∑
k=1

(
L

k

)
q(t)k(1− q(t))L−kK[UEID +H(q(t))] (3.20)

OAC
= F

L∑
k=1

(
L

k

)
q(t)k(1− q(t))L−kK[UEID +H(q(t))] (3.21)

OA = OAU
+OAC

(3.22)

The consumed WiFi bandwidth (OW (RI)) and cellular bandwidth (OC(RI)) due to invalid routes,

within a time step ζ, are calculated as below:

OW (RI) = λζ(OD) (3.23)

OC(RI) = ζ(OA) (3.24)

Consequently, the total routing overhead in the WiFi-band (OW ) and the cellular-band (OC) per
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time step (ζ) is given by:

OW =
1

ζ
(OH +OW (RI)) (3.25)

OC =
1

ζ
(OT +OC(RI)) (3.26)

3.7.2 VARP-S Protocol

In this protocol, as with HSAW, the exchange of Hello packets and data loss due to misrouting

consume the WiFi bandwidth. The only difference is related to the path information (DRR) carried

by the data packets. This information affects the amount of data loss overhead, as follows:

OD = F (SD + L(UEID))[
1− (1− q(t))L

q(t)
− L(1− q(t))L]

The total routing overhead in the WiFi-band within a time step ζ is defined by (3.25).

The consumed bandwidth for the topology updates is the bandwidth consumed by each UE for

sending the TC messages to the sub-controller, and is:

OT = OTU
(3.27)

where OTU
is defined by (3.17).

In the case of route invalidity, in addition to OA, there is an extra overhead for updating the source

node of data packets about the new valid route (as explained in Section 3.3.3). In this case, the

sub-controller sends a DRREP containing a new valid route (it is assumed that the average number

of links in the new route is L) to the source node of the packet (ODRREP ).

The total cellular bandwidth consumed by the sub-controller and the UEs due to route invalidity

within time step ζ is:

ODRREP = F [1− (1− q(t))L][L H(q(t))] (3.28)

OC(RI) = ζ(OA +ODRREP ) (3.29)

The total routing overhead in the WiFi-band and the cellular-band per time step ζ are given by

(3.25) and (3.26), respectively.

3.7.3 Result Analysis

When the network is mobile, the cellular-band is used for topology updates and link-failure up-

dates. It is also used by the sub-controller (in VARP-S) to send a new valid route to the source

node.

In the following equation, the ratio of the cellular-band overhead of HSAW to VARP-S is calcu-

lated to compare the performance of both protocols.
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From (3.18) & (3.28), we have:

OC(HSAW )

OC(V ARP−S)

≈ OTC

ζODRREP
(3.30)

Equation (3.30) reveals that VARP-S achieves higher scalability and lower overheads compared to

HSAW if the following inequality is met:

ζODRREP ≤ OTC (3.31)

Figure 3.8 compares the cellular-band overhead of VARP-S with HSAW for different mobility

levels, where the number of nodes and the number of data flows are 100. It also outlines how the

network topology update intervals (ζ) can affect the overhead of both protocols. The various parts

of the overhead are analyzed separately in the following sections.

3.7.3.1 Topology-update Overhead Analysis versus Mobility

Figure 3.9 illustrates the topology-update overhead of VARP-S compared with HSAW for two

different intervals (1s and 3s). As can be seen clearly from Figure 3.9, both protocols experience

greater overhead for lower time intervals owing to frequent topology updates. Furthermore, HSAW

introduces more overhead than VARP-S.

The ratio of the HSAW topology-update overhead to VARP-S is calculated as below. It can be

seen from the ratio that the VARP-S topology-update overhead is always less than that of HSAW.

OA(HSAW )

OA(V ARP−S)
=

OAU
+OAC

OAU

≈ OAC
(3.32)

3.7.3.2 Misrouting Overhead Analysis versus Mobility

To investigate the levels of overhead experienced in the network due to route invalidity, the mis-

routing overhead of VARP-S is compared to HSAW versus different levels of mobility, as shown

in Figure 3.10. The overhead results are presented for two different intervals (1s and 3s). The plot

for 1s indicates more overhead for VARP-S compared to HSAW, while the plot for 3s illustrates

that the overhead of both protocols tends to stay at the same level for mobility higher than 4. This

is because the overhead of ODRREP is negligible for higher mobility, as depicted in Figure 3.11.

Figure 3.10 also shows that the overhead of both protocols rises when the interval changes from

1s to 3s.

By calculating the ratio of the misrouting overhead in VARP-S to HSAW as follows, it is obvious

that the misrouting overhead of VARP-S is always greater than or almost close to the HSAW. This

is due to the additional overhead introduced by the sub-controller to the network to send new valid

routes to the source nodes.

OC(RI[V ARP−S])

OC(RI[HSAW ])
=

(3.29)

(3.24)
=

OA +ODRREP

OA
≈ ODRREP (3.33)
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3.7.3.3 Total Overhead Analysis versus Mobility

Figure 3.8 is derived from the sum of Figures 3.9 and 3.10. HSAW experiences more overhead

compared to VARP-S, especially for lower topology-update intervals because of the increased

topology-update overhead. First, the overhead of both protocols increases rapidly to reach its

highest level when the mobile nodes start moving in the network. Subsequently, by increasing the

mobility, the overhead of the HSAW decreases slightly for a 1s interval, while its overhead tends

to remain at the same level for a 3s interval. By increasing the mobility, the VARP-S overhead

also tends to remain stable for both intervals. The peak value of the overhead differs depending on

the selected interval and the mobility.

3.7.3.4 Total Overhead Analysis versus the Number of Active Flows

Figure 3.12 compares the cellular-band overhead of VARP-S with HSAW over a different num-

ber of active flows, where the coverage area of the nodes is 250m, the cell area is 106m2, the

topology-update intervals are 1 second, and the mobility (λu) is 1. The number of active flows

is based on different percentages of the number of nodes in the network. Initially, it is assumed

that the number of active flows is 100% of the total number of nodes in the network. Similarly,

the number of active flows increases to 10 times the number of nodes. As explained previously,

topology updates and route invalidity consume the cellular bandwidth. The topology update is

performed periodically and its overhead is independent of the number of flows; conversely, the

route-invalidity overhead is dependent on the number of flows. As can be seen in Figure 3.12,

when the number of flows is zero, we only have topology-update overhead for both protocols.

In this case, HSAW produces more overhead than VARP-S. This becomes more apparent as the

number of nodes increases. After that, when the number of active flows gradually increases, the

total overhead of both protocols increases slightly owing to route invalidity. Unlike the plot for

500 nodes, the plot for 100 nodes indicates more overhead for VARP-S compared to HSAW when

the number of active flows exceeds 800.

It is noteworthy that the memory and energy consumption of the nodes in the HSAW are higher

than those in the VARP-S. This is because in HSAW, each node needs to update its routing table

periodically regardless of whether it is part of an active route. This will increase the energy con-

sumption and CPU processing overhead due to the frequent SPF and route table recalculations.

Unlike HSAW, nodes in VARP-S only maintain on-demand routes in their flow tables, and the

sub-controller performs all routing calculations and required processing. Further, in HSAW, each

node will have a higher memory overhead, as it keeps routes to all destinations. Conversely, in

VARP-S, each node maintains only the active routes.

3.7.3.5 Overhead Analysis versus Node Density

For this analysis, we evaluate the node density by changing the cell area for a fixed number of

nodes. Figure 3.13 depicts the overhead of VARP-S compared to HSAW for different cell areas

(106(m2)− 16× 106(m2)), where the number of nodes is 500 and the number of flows is 500. As
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can be seen, VARP-S introduces lower levels of overhead compared to HSAW for different node

densities. In both protocols, parameters related to the cell size (defined below), such as ξ and L

can affect the level of routing overhead in the network.

ξ =
πR2

a2
(3.34)

L = ⌈ d
R
⌉ (3.35)

d = 0.5214a (3.36)

(3.35) & (3.36) ⇒ L = ⌈0.5214a
R

⌉ (3.37)

From (3.34) and (3.37), if we define a constant value for the coverage area of nodes (R), then

expanding the cell size leads to a decrease in ξ and an increase in L. In other words, by expanding

the cell size, the average number of hops in each flow increases, while the average number of

neighbors for each node decreases.

As shown in Figure 3.14, by increasing the cell size, the topology-update overhead of both proto-

cols decreases owing to the diminution of each node neighbors. This reduction is significant when

the size of the cell side changes from 1000 m to 1500 m. Subsequently, the overhead will de-

crease slightly when the size of the cell increases. Figure 3.14 also shows the misrouting overhead

of both protocols versus the cell area. By expanding the cell size, the average number of hops in

a route increases accordingly. This increases the misrouting overhead in both protocols due to the

increased average number of links in each flow.

Figure 3.13 is derived from the sum of the plots in Figure 3.14, and illustrates the total overhead

of both protocols for various cell areas. As shown, the total overhead of both protocols sharply

declines when the size of the cell side increases to 1500 m. Subsequently, the overhead decreases

gradually when the size of the cell side increases to 2000 m. For larger cells, the overhead of

VARP-S increases slightly. The HSAW overhead continues to decline slowly when the size of cell

side changes from 2000 m to 2500 m. The overhead will gradually rise for areas with a cell side

bigger than 2500m.

In summary, it can be construed from (3.30) that the number of nodes, number of active flows,

node density, the transmission range of mobile nodes, topology update intervals, and mobility are

the factors that determine the efficiency of both protocols compared to each other.
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Figure 3.6: Total routing overhead in the WiFi-band
at time 0 vs. Number of nodes and active flows.

Figure 3.7: Total overhead in the cellular-band at
time 0 vs. Number of nodes.

Figure 3.8: Total overhead in the cellular-band per
time step ζ vs. Mobility.

Figure 3.9: Topology-update overhead in cellular-
band per time step ζ vs. Mobility.

Figure 3.10: Misrouting overhead in cellular-band
per time step ζ vs. Mobility.

Figure 3.11: Overhead analysis of ODRREP com-
pared to OA.

59



CHAPTER 3. A ROUTING FRAMEWORK FOR OFFLOADING TRAFFIC FROM
CELLULAR NETWORKS TO SDN-BASED MULTI-HOP DEVICE-TO-DEVICE
NETWORKS

Figure 3.12: Total routing overhead in the cellular-
band per second vs. Number of active flows.

Figure 3.13: Total overhead in the cellular-band per
time step ζ vs. Cell area.

Figure 3.14: Topology-updates overhead and mis-
routing overhead in the cellular-band per time step
ζ vs. Cell area.

Figure 3.15: The consumed energy of one node vs.
Number of nodes, where the network is static.

Figure 3.16: The consumed energy of a source node
vs. Number of nodes, where the network is mobile.

Figure 3.17: The consumed energy of a source node
vs. Mobility, where the network is mobile.
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3.7.3.6 Energy Analysis of the Nodes for the Routing Operations

In this section, we calculate the amount of energy consumed by each mobile node for the added

routing functionalities. We employed the energy model used in [135–137] for our analysis. The

energy consumed for transmitting or receiving packets of a given size is calculated as follows:

ETx = (Transmitting power(Tx)× packet size)/BR (3.38)

ERx = (Receiving power(Rx)× packet size)/BR (3.39)

where transmission/reception power is the consumed voltage and current for turning on the

TX/RX circuits, and BR is the bit rate of the network interface.

It is assumed that all the UEs support LTE UE category 4, where the up-link and down-link rates

for 20 MHz bandwidth are 150 Mbps and 100 Mbps, respectively [138]. If the maximum allowed

transmission power for an LTE device is 0.2 W (23 dBm), then the maximum received power

cannot exceed the transmitted power. For this reason, we consider an upper bound for the receiving

power with a value of 0.2 W. It is also assumed that each UE is equipped with IEEE 802.11 network

interface cards for WiFi connectivity. According to the 2.4 GHz Wave LAN implementation

of IEEE 802.11, the values of Tx, Rx, and BR are 1.65 W, 1.15 W, and 2 Mbps, respectively

[135–137].

In HSAW, each UE sends a TC message with a length of M to the sub-controller and receives

an LSDB with a length of LSDB from the sub-controller. In VARP-S, each UE sends only a TC

message with a length of M to the sub-controller. If a UE has a packet to send, then it sends

a DRREQ to the sub-controller and receives a DRREP from the sub-controller with a length of

(Req-ID+UEID) and ((L+1)UEID), respectively. The UE also attaches a DRR with a length of

(L UEID) to each data packet, whereas in HSAW, the UE must run the SPF algorithm to find the

shortest path to the target. In addition, each relay node must calculate the route to the target.

The consumed energy for the Hello message is the same for both protocols and is ignored in the

energy analysis. The amount of energy that the mobile nodes consume when they are in idle mode

or hearing mode is also ignored in the analyses.

When the network is mobile, in HSAW, each UE sends a TC message with a length of ( 1
NOTU

) to

the sub-controller to inform about the changes in the status of its links. Each UE also receives a

message with a length of ((N−1) 1
NOTC

) from the sub-controller for the updated status of the links

in the network. If an error occurs, the UE sends the broken link information to the sub-controller

with a length of ( 1
F OAU

) and receives the information of the broken links from the sub-controller

with a length of ((F − 1) 1
F OAC

). In VARP-S, the UEs do not receive the topology updates from

the sub-controller. Furthermore, each UE, after a failed route event, receives a DRREP with a

length of ( 1
F ODRREP ) from the sub-controller if it is the source of data packets.

Table 3.4 analyzes the consumed energy of one node for static and mobile networks distinctly.

Figures 3.15, 3.16, and 3.17 show that the consumed energy of a node for routing purposes is
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Table 3.4: Energy consumption analysis.
The consumed energy of one node when the network is static (see Figure 3.15)

Routing protocol HSAW (energy for route calculation is ignored) VARP-S

Energy for topology update Etop =
0.2M
50×106

+ 0.2 LSDB
150×106

Etop =
0.2M
50×106

Total consumed energy ETotal = Etop ETotal = Etop

The consumed energy of a source node in VARP-S, where the packet generation rate is λ (see Figure 3.15)

Energy for route discovery ERd = 0.2(Req-ID+UEID)
50×106

+ 0.2((L+1)UEID)
150×106

Energy for forwarding data packets EFW = 1.65λLUEID

2×106

Total consumed energy ETotal = Etop + ERd + EFW

The consumed energy of a source node when network is mobile (see Figs. 3.16 and 3.17)

Routing protocol HSAW (energy for route calculation is ignored) VARP-S

Energy for topology update Etop = [
0.2 1

N
OTU

50×106
] + [

0.2(N−1) 1
N
OTC

150×106
] Etop = [

0.2 1
N
OTU

50×106
]

Energy for receiving information of a broken link in the
path of data packets Efailed = [

0.2 1
F
OAC

150×106
] Efailed = [

0.2 1
F
OAC

150×106
]

Energy for receiving a DRREP from the sub-controller — EDRREP =
0.2 1

F
ODRREP

150×106

Total consumed energy ETotal = Etop + Efailed ETotal = Etop + Efailed + EDRREP

significantly higher for HSAW compared to VARP-S, especially for a higher number of nodes.

Figure 3.15 shows that the energy usage of a node in the static networks increases when the number

of nodes grows. It also shows that if a node has data to send, it consumes more energy in VARP-S

as it has to perform the route discovery. For mobile networks, by increasing the number of nodes,

the energy consumed by a node will increase accordingly, as depicted in Figure 3.16. Figure

3.17 indicates that the energy consumed by a node increases when the mobility increases to 1.5.

Subsequently, by increasing the mobility, the energy usage of each node decreases accordingly.

3.8 Conclusions

This chapter presented a new routing framework for multi-hop device-to-device (MD2D) commu-

nications in SDN-based wireless networks. The proposed routing framework takes advantage of

routing virtualization and software-defined networking to create highly scalable MD2D networks

within and between each SDN cell. We proposed a source-based routing protocol, referred to as

VARP-S, on top of this framework. We conducted detailed analytical and numerical studies com-

paring VARP-S with our previously proposed hybrid SDN architecture for WDNs (HSAW) [128].

Our results show that the proposed routing protocol achieves higher network scalability and lower

power consumption for mobile nodes when compared to HSAW.
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4
A Routing Protocol for SDN-based Multi-hop D2D

Communications

4.1 Introduction

Current 4G networks suffer from a several limitations, such as the complexity of control-plane

protocols, lack of fine-grained control for load balancing, poor support for virtualization, scala-

bility issues resulting from centralizing data-plane functions in the packet gateway entity, inflex-

ibility and high cost of equipment, and the vendor-specific configuration of interfaces [94] [95].

SDN aims to address such challenges by providing features such as real-time monitoring, a com-

mon control interface for various cellular technologies, distributed enforcement of QoS and fire-

wall policies, efficient resource allocation, and support for network virtualization in cellular net-

works [95]. Consequently, several SDN-based architectures have been proposed for future 5G

networks in which one or more components of wireless networks are virtualized. The existing

literature has shown how SDN and network function virtualization (NFV) can improve network

programmability, flexibility in deploying new services and applications, scalability, resource man-

agement, energy efficiency, capacity, quality of services (QoS), end-users quality of experience

(QoE), and performance of 5G networks. This is achieved by centralizing the control functions

and separating the control and data planes. SDN enables mobile operators to control and manage

networks simply and intelligently.

There are also several studies on D2D communications under the control of an SDN controller

[139] [140] in which forwarding was defined in the software. These studies showed that SDN-

based routing services can achieve better scalability and packet delivery ratio compared to tradi-
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tional ad hoc routing protocols due to the faster response of the controller to network topology

changes. Further, the studies indicated that SDN-based multi-hop routing improves data usage

and energy consumption by offloading the bandwidth from cellular networks.

In our previous study [3], we proposed an SDN-based hybrid architecture for wireless distributed

networks (HSAW), where network control signaling and data forwarding were separated using

two different frequency bands, namely in-band for p2p data forwarding (unlicensed frequencies)

and out-of-band for point-to-multipoint control signaling between the controller and mobile nodes

(licensed frequencies). Our study indicated that the proposed architecture increases the scalability

and reliability of WDNs by eliminating the need for multi-hop flooding in route discovery. This

was achieved by splitting the complexity of the routing functionalities between an SDN controller

and mobile nodes. However, HSAW still requires the SDN controller to flood a complete LSDB

to all end-user nodes, limiting scalability as the number of nodes increases in the network. This

chapter presents a new MD2D routing protocol named SMDRP (SDN-based multi-hop D2D rout-

ing protocol) for SDN-based cellular networks, eliminating the need for broadcasting LSDB by

the controller. In SMDRP, only the next-hop information is required for routing the data pack-

ets. Our proposed protocol is suitable for a large density of mobile pedestrian communications,

where mobile nodes want to share or exchange content (for example, inside large sports stadiums,

shopping centers, exhibitions, or events).

Figure 4.1: Proposed framework for an SDN-based 5G network.
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4.2 Proposed SDN-based 5G Framework for SMDRP

Figure 4.1 indicates a framework that introduces the idea of MD2D routing under the control and

management of an SDN controller. An SDN controller, referred to as a sub-controller, is connected

to each base station (BS) or access point (AP) in this framework. Each sub-controller manages the

data forwarding of the mobile nodes under its coverage area. The sub-controllers are connected to

the cellular core network (Evolved Packet Core (EPC)) to connect to the Internet or other wireless

networks. There is a main SDN controller in the EPC that manages the sub-controllers under EPC

coverage. The main controller assigns a unique Id to each sub-controller defined as CR-Id. The

main controller manages the access of sub-controllers to the processing and storage clusters (if

needed) for advanced computations, real-time data processing, content caching, and data storage.

Each mobile node is equipped with at least two interfaces: LTE (cellular frequency) for con-

necting to the sub-controller and WiFi (unlicensed frequency) for MD2D communications. Each

mobile node sends its link-state information to the sub-controller via cellular frequencies. The sub-

controller makes forwarding decisions based on the information received from the mobile nodes.

When a mobile node initiates a data flow, it receives instructions from the sub-controller for for-

warding data flows. Based on the sub-controller traffic policies, the forwarding of the data packets

can be through a BS or MD2D. Different network applications can run on the sub-controller for

topology discovery, load balancing, customized routing, traffic classification, and resource alloca-

tion.

4.3 SMDRP for SDN-based 5G Networks

SMDRP is a hop-by-hop routing protocol in which data packets carry only a flow Id, referred to as

FId, and each intermediate mobile node between the source and destination of data packets acts as

a forwarding device. The relay nodes forward data packets based on their flow table information.

The sub-controller makes forwarding decisions based on the traffic type attached to the route re-

quest by the source of the flow. Because each mobile application can generate different flows with

different QoS requirements and security/resource policies [141], the sub-controller allocates dif-

ferent metrics to each traffic type based on their quality and security requirements. When a mobile

node associates with a BS, after authentication by the sub-controller, it runs the MD2D routing

protocol if authorized to use advanced routing services. Subsequently, the mobile node informs its

existence to its neighbors by broadcasting a Hello message from each of its interfaces except the

LTE one. The mobile node also sends a topology control (TC) message from its LTE interface to

the sub-controller. The TC message includes the information that helps the sub-controller manage

MD2D communications, such as link-state information (list of one-hop neighbors and associated

link status), position, and battery level. The next TC messages will be sent to the sub-controller

if any changes occur in the link-sate information or the status of the mobile node (for example,

when the battery level of the mobile node falls below a threshold, it must inform the sub-controller

about the battery status). Based on the received TC messages, the sub-controller can make its

Inter-LSDB (local topology). The adjacent sub-controllers exchange their Inter-LSDB to make
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the Intra-LSDB (neighbors topology). Consequently, each sub-controller has a global view of its

cell and its adjacent cells. The sub-controller also categorizes traffic flows and assigns a specific

metric for each traffic type. It calculates the cost of each link based on the defined metrics and

maintains different costs for each link in its LSDB. The following pseudocode (see Algorithm 1)

highlights the way in which the controller select the forwarding path based on the traffic type. It

is assumed that the controller classifies the traffic into three categories, referred to as TF1, TF2,

and TF3. It is also assumed that the M1, M2, and M3 metrics are defined for each traffic type,

respectively. Based on the defined metrics for each traffic type, cost matrices are built, referred to

as CTF1 , CTF2 and CTF3 .

Algorithm 1 Find the least-cost path based on the traffic type of a packet
Input

S: Index of source node, 1 ≤ s ≤ n, where n is the total number of nodes
D: Index of the destination node, 1 ≤ t ≤ n
TFi, i = 1, ..., Ntf , where TFi is the traffic type of a packet, i is the index of the traffic type,
and Ntf is the number of defined traffic types (3 in our example)
CTFi

: Cost graph for the TFi

Output
BestPath: The least-cost path from a source node to a destination node based on the traffic
type of a packet.

1: procedure FIND_PATH(TF)
2: if TF ∈ {TF1, TF2, ..., TFNtf

} then
3: BestPath = Dijkstra(S,D,CTF);
4: return BestPath;
5: else
6: return Undefined Traffic Type!;
7: end if
8: end procedure

4.3.1 Route Discovery in SMDRP

The route discovery process includes two sub-processes: sending a flow request to the sub-

controller for a valid route to the target of data flow and receiving a flow reply from the sub-

controller informing about a valid route to the requested target. Each mobile node running SM-

DRP maintains two tables: a flow table (FT) to keep the received forwarding rules from the sub-

controller and a neighbor table (NT) to maintain the information of its one-hop neighbors. The

sub-controller assigns a unique Id to each active flow, referred to as FId. When a mobile node has

a data packet to send, it initially checks its flow table to find a valid route. If a route is found, the

mobile node attaches the assigned FId to the data packets and forwards the packets to the next hop.

Otherwise, the mobile node keeps a copy of packets in its send buffer and forwards a flow request

message (FREQ) to the sub-controller for a valid route. A FREQ message carries the requested

target address or Id, a unique request number (Req_Num) that has been allocated to this request

by the source node, and the traffic type of the flow. The source node also registers its request in a
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flow request table (FREQT).

The sub-controller keeps two tables, namely the forwarding information base (FIB) and flow re-

quest table (FREQT). The former keeps information of active flows, while the latter maintains the

information of flow requests sent by the source of data flows. After receiving a FREQ from a mo-

bile node, the sub-controller first checks its FREQT to find a match. If no match is found, then the

sub-controller adds the request to the FREQT. The sub-controller discards requests for the same

target with the same Req_Num and traffic type. After updating FREQT, the sub-controller adds

an entry for this FId into its FIB. The sub-controller runs a least-cost-path algorithm (for example,

Dijkstra’s algorithm) to find a least-cost route from the source node to the target. In this stage, the

sub-controller checks whether the selected path can provide equal or better quality requirements

for this data flow compared to the cellular data transmission. If it does, the value of the cellular

indicator (CI) in the FREP is set to False, and the selected path is placed in the FREP. Otherwise,

the sub-controller sends a unicast FREP message to the source node with the CI value of True. A

FREP message is a message from the sub-controller to the network, informing the involved nodes

of an active flow about the forwarding path. The FREP carries FId, CI, unreachable flag (UnF),

V.No, src, target, and an ordered list of intermediate nodes. V.No indicates the freshness of the

route. Each mobile node in the network updates its flow table if it receives a FREP with a higher

validity number. Whenever the sub-controller finds a better path, it broadcasts a FREP message

carrying a new path with updated V.No. The value of the CI field indicates the method of forward-

ing data packets, "True" for cellular data transmission or "False" for MD2D data transmission.

When a mobile node receives a FREP message, it first checks the full path to determine whether

it is involved in the flow. If not, the mobile node drops the message. Otherwise, the mobile node

searches the flow table to find the matched FId. If the FId is found, the related fields are updated.

Otherwise, an entry for this FId is added to the flow table.

The flow table in mobile nodes keeps the following fields: FId, CI, V.No, P_hop (previous hop),

N_hop (next hop), and the status of the route. The status field of a flow can be set to one of the

following values: "Valid", "Invalid", or "Unreachable". The value of CI field can be set to "True"

or "False". The default value for this field is "False". P_hop and N_hop are the hops before and

after a node in the path of the data flow. The reason for keeping the previous hop in the flow table

is for TCP connections that require target acknowledgments for receiving data packets.

4.3.2 Route Maintenance

Each hop in the path of a data flow is responsible for forwarding packets to the next hop. Each hop

confirms the receipt of data packets through layer 2 acknowledgments. A mobile node initiates a

flow error message (FERR) to the sub-controller if an error occurs at the time of data transmission.

The FERR carries the FId of data packets and error type, referred to as ERRT (error types: Link_-

broken, Low_battery, and unknown_Error). After receiving the error, the sub-controller broadcasts

a FERR carrying the FId. Subsequently, the sub-controller checks its FIB to find the matched entry

with the reported FId, updates its LSDB, and runs a least-cost-path algorithm to find a new path
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for the flow. In this stage, the three possible outcomes are as follows:

• Destination is not reachable: In this case, the sub-controller sends a unicast FREP to the

source of data flow carrying FId, UnF value of True, updated V.No, and empty path.

• Destination is not reachable through MD2D, or the new multi-hop path cannot provide
the quality requirements of this data flow compared to cellular data transmission: In

this case, the sub-controller sends a unicast FREP to the source node of data flow carrying

FId, CI value of True, updated V.No, and empty path.

• The new multi-hop path can provide the quality requirements of this data flow: In

this case the sub-controller broadcasts a FREP consisting of FId, CI value of False, updated

V.No, and an ordered list of relay nodes in the newly selected multi-hop path.

When a mobile node receives a FERR, it first stops sending data flows carrying the reported FId.

The mobile node then searches the flow table to find the matched entry with this FId and to change

the status of that flow to "invalid". If the flow status remains invalid for a pre-determined time,

called flow error waiting interval (FERR-WI), and no FREP is received from the sub-controller

during this time, the mobile node then drops the related data packets. Entries with invalid status

are deleted from the flow table after a flow invalid time period (FI-T).

4.4 HSAW for SDN-based 5G Networks

In HSAW routing protocol, like SMDRP, neighbor discovery is through Hello messages, and the

sub-controller has a complete view of its coverage area and its adjacent cells by collecting topology

control messages from mobile nodes and other sub-controllers in neighboring cells. The sub-

controller broadcasts Inter-LSDB and Intra-LSDB to the network. After receiving the LSDB,

each mobile node can build its LSDB and have a global view of other mobile nodes in its cell and

its adjacent cells. The sub-controller also broadcasts the traffic policies to the network, including

the list of traffic types, specified metrics for each traffic type, and maximum allowed end-to-end

cost for each traffic type in an MD2D transmission considering the size of data packets. For

example, suppose the traffic type metric is the number of hops. In that case, the sub-controller

determines the maximum allowed number of hops between the source and target of this traffic

type that could provide the demanded quality requirements for this traffic. If a mobile node has

a data packet to send, it first runs the SPF algorithm or other designed routing algorithms (such

as Dijkstra’s algorithm and the Bellman-Ford algorithm) to find the shortest or least costly route

to the target. If the target is not reachable through MD2D or the achieved path cannot provide

the quality requirements for this traffic type considering the traffic policies, the source node then

adds this flow to its flow table with the CI value of True and forwards data packets to the BS.

Otherwise, if the achieved path agrees with the sub-controller traffic policies, the source node

adds the obtained path to its flow table with the CI value of False and forwards data packets to the

next hop. The flow table in mobile nodes keeps the target address or Id, CI, traffic type, next hop

that has a route to the target, and status field.
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If any error occurs during data transmission to the next hop, the upstream node of the broken

link sends a FERR to the sub-controller carrying the address of the failed node and ERRT. Subse-

quently, the sub-controller updates the LSDB and broadcasts a FERR carrying information of the

broken link (upstream node address, failed node address, and ERRT). Each mobile node updates

its LSDB and its flow table after receiving the FERR. The upstream node of the broken link finds

a new route to the packet target and forwards the packets through the new route.

4.5 Overhead Analysis

In this section, we extend the proposed algorithm model in [142] to fit our framework to investigate

the routing overhead of SMDRP compared to HSAW. The routing overhead of both protocols is

analyzed distinctly for cellular and WiFi frequency bands, based on the amount of exchanged in-

formation (control and routing messages) in each band. Table 4.1 indicates the network parameters

used for network abstraction.

Table 4.1: Summary of notations.

Notation Description

A Cell area (an square area with sides of a× a)

N Total number of mobile nodes in the cell

R Radio transmission range of each mobile node

ξ Ratio of mobile node coverage area to network area: πR2

A

ND Neighbor density (average mobile degree): ξN − 1

F Total number of active flows at time t

FId Amount of information differentiates one flow from the other flows: Log2F

MId Mobile identifier

ζ Network topology update interval

λ Packet generation rate (pkt/s)

λu Link break rate

d Average distance between source and destination of a flow. From [143], d = 0.5214a

L Average number of hops in a flow. From [142], L ≥ ⌈ d
R⌉

SD Data packet size (512 Byte)

4.5.1 Mobility

It is assumed that the WiFi transmission range of each mobile node is R = 250m, the topology

update interval is 1s, and mobile nodes can move freely within the square area of side 1000m. It

is also assumed that the probability of a link status change event within a time interval [t, t + ζ],

referred to as q(t), is the same for all links in the network and is calculated as follows:

q(t) = 1− e−λut (4.1)
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where λu is link break rate and represents the mobility in the network.

The link status between two mobile nodes at time t is up (down) if the distance between these

nodes at time t is less (more) than R.

4.5.2 Hello Message Overhead

Each mobile node is identified by MId in the network. If the total number of mobile nodes is N ,

then the amount of information required to identify a mobile node in the network is Log2N [142].

In each update interval (ζ), a mobile node broadcasts a Hello message carrying MId from its WiFi

interfaces. If we assume that each mobile node has only one WiFi interface, then the overhead

caused by Hello messages, referred to as OH , is given by:

OH = N MId = N Log2N (4.2)

4.5.3 Topology-update Overhead

Each mobile node sends a TC message to the sub-controller from its LTE interface in each update

interval (ζ). It is assumed that mobile nodes send only link-state information to the sub-controller

and the average number of neighbors for each mobile node is ND. At the beginning (Time 0)1,

when mobile nodes forward their first TC message to the sub-controller (i.e., list of one-hop neigh-

bors and associated link status2 (LS )), the total overhead resulting from the TC messages, referred

to as OTC0, is as follows:

OTC0 = N ND (MId + LS ) (4.3)

In HSAW, the sub-controller builds an Inter-LSDB based on the received TC messages and broad-

casts Inter-LSDB to the network at time 0. The overhead of broadcasting the Inter-LSDB, referred

to as OLSDB , is as below:

OLSDB = N ND (2 MId + LS ) (4.4)

The total topology-update overhead at time 0, defined as OTopology0, for the HSAW and SMDRP

protocols are as follows:

OTopology0 = OTC0 +OLSDB (HSAW ) (4.5)

OTopology0 = OTC0 (SMDRP ) (4.6)

When nodes start moving in the network, link failure is likely to occur more frequently. The

amount of information sent by mobile nodes to the sub-controller at time t to update the sub-

controller on the topology changes, referred to as OTCM , is calculated as follows (it is assumed

that the average number of neighbors for a mobile node in each time step ζ is ND and all the

1The term of Time 0 is used for indicating a static network in which mobile nodes are not moving.
2Link status types are Heard, Symmetric, and Lost. The number of bits describing the link status is 1 octet [144].
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connected links have changed in each time step):

OTCM = N q(t) ND (MId + LS ) (4.7)

In HSAW, the amount of information that is broadcast by the sub-controller to update the mobile

nodes about the topology changes, referred to as OTCC , is given by:

OTCC = N q(t) ND (2 MId + LS ) (4.8)

The total overhead resulting from topology updates at time t, defined as OTopology, is as follows:

OTopology = OTCM +OTCC (HSAW ) (4.9)

OTopology = OTCM (SMDRP ) (4.10)

4.5.4 Route Discovery Overhead

In both protocols, the flow table of the mobile nodes at the beginning of the network is empty. If

a mobile node has a data packet to send, in HSAW, the mobile node runs SPF to find the shortest

path, adds the obtained path to its flow table, and forwards data packets to the next hop (see Figure

4.2). Unlike HSAW, in SMDRP, the source of the data flow sends a FREQ to the sub-controller

carrying Req_Num (8 bits) and target information (see Figure 4.4). If the number of active flows

in the network at time 0 is F , the overhead caused by the source of data packets for a valid route,

referred to as OFREQ0, is as below:

OFREQ0 = F (MId +Req_Num)

In response to FREQs, the sub-controller assigns a unique FId to each flow, finds a route for each

request, and broadcasts a FREP per request (see Figure 4.4). A FREP3 carries FId, CI , UnF ,

V.No, Src, Des, and a list of relay nodes4. If the number of active flows in the network at

time 0 is F , the overhead resulting from broadcasting FREPs by the sub-controller, referred to

as OFREP0, is as follows (number of bits indicating CI , UnF , V.No fields are 1, 1, and 8 bits,

respectively):

OFREP0 = F (FId + 10 + (L+ 2) MId) (4.11)

The total overhead caused by route discovery (in SMDRP) at time 0, defined as ORD0, is given

by:

ORD0 = ζ(OFREQ0 +OFREP0) (4.12)

3It is assumed that the selected method by the sub-controller to reach to the requested targets is through MD2D
connections.

4If average number of hops in each flow is L, the amount of information describing the relay nodes of a flow is
LMId .
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4.5.5 Route Maintenance Overhead

If a link failure occurs in one of the links of a flow at time t, then the upstream node of the broken

link sends a FERR to the sub-controller. The information carried by a FERR is different for each

protocol. In HSAW, a FERR carries failed node information and ERRT (see Figure 4.3), while

in SMDRP, the FId of the flow along with ERRT is sent to the sub-controller (see Figure 4.5).

The amount of overhead caused by sending FERRs to the sub-controller at time t, referred to as

OFERRM , is as follows (the number of bits describing the error is 2 bits. It is assumed that the

probability of link change (q(t)) is the same for L links):

OFERRM = F q(t) (MId + ERRT ) (HSAW) (4.13)

OFERRM = F q(t) (FId + ERRT ) (SMDRP) (4.14)

Following the receipt of FERRs, the sub-controller broadcasts a FERR per received error to the

network to inform mobile nodes about the failed links. Information on the FERR is different for

each protocol. In HSAW, a FERR carries the upstream node of the broken link, failed node, and

ERRT. While in the SMDRP, a FERR carries only the FId of the broken flow (see Figure 4.5).

The overhead resulting from broadcasting FERRs by the sub-controller at time t, referred to as

OFERRC , is given by:

OFERRC = F q(t) (2MId + ERRT ) (4.15)

OFERRC = F q(t) FId (4.16)

In SMDRP, in addition to FERR, the sub-controller also broadcasts a FREP to update the involved

nodes on a new route (see Figure 4.6). The overhead caused by broadcasting FREPs in response

to the broken flows at time t, referred to as OFREP , is as follows:

OFREP = F q(t) (FId + 10 + (L+ 2) MId) (4.17)

The total overhead resulting from route maintenance at time t, defined as ORM , is given by:

ORM = ζ(OFERRM +OFERRC) (HSAW) (4.18)

ORM = ζ(OFERRM +OFERRC +OFREP ) (SMDRP) (4.19)

4.5.6 Data Packet Delivery Overhead

Data packet transmission through MD2D connections consumes WiFi-bandwidth. In SMDRP, a

FId is attached to each data packet before being sent to the next hop. If the packet generation rate

of each mobile node is λ and the size of data packets is SD, the overhead of data packet delivery
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through the WiFi-band at time 0, defined as OPD, is given by:

OPD = ζ F L λ SD (HSAW) (4.20)

OPD = ζ F L λ (SD + FId) (SMDRP) (4.21)

When a link failure occurs in the links of a data flow, there is an overhead in the WiFi-band

resulting from the bandwidth consumed by data packets that have not been delivered successfully.

Depending on which link (K th link of the flow) has failed first in a flow with L number of links,

the overhead of data packets that have delivered unsuccessfully, referred to as OFD, when the

packet generation rate of mobile nodes is λ, is as follows:

OFD = ζ F q(t) λ SD

L∑
k=1

k (1− q(t))k−1 (HSAW) (4.22)

OFD = ζ F q(t) λ (SD + FId)
L∑

k=1

k (1− q(t))k−1 (SMDRP) (4.23)

4.5.7 Total Cellular Overhead

The total overhead of the cellular-band at time 0, defined as OCellular0, is given by:

OCellular0 =
1

ζ
(OTopology0) (HSAW) (4.24)

OCellular0 =
1

ζ
(OTopology0 +ORD0) (SMDRP) (4.25)

The total overhead of the cellular-band at time t, defined as OCellular, is given by:

OCellular =
1

ζ
(OTopology +ORM ) (4.26)

4.5.8 Total WiFi Overhead

The total overhead of the WiFi-band at time 0, referred to as OWiFi0, is as follows:

OWiFi0 =
1

ζ
(OH +OPD) (4.27)

The total overhead of the WiFi-band at time t, referred to as OWiFi, is as follows:

OWiFi =
1

ζ
(OH +OFD) (4.28)
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Figure 4.2: Route discovery in HSAW (flow A-E).

Figure 4.3: Route maintenance in HSAW.
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Figure 4.4: Route discovery in SMDRP (flow A-E).

Figure 4.5: Steps 1-3 of the route maintenance in SMDRP (link C-D is broken).

Figure 4.6: Steps 4-6 of the route maintenance in SMDRP.
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4.5.9 Result Analysis

This section compares the overhead of both protocols for static and mobile networks distinctly,

where A = 106(m2), R = 250(m), the number of nodes is 500, and the topology-update intervals

are 1s.

4.5.9.1 Overhead Analysis in Static Networks (Time0)

Figures 4.7 and 4.8 respectively present the overhead of both protocols in WiFi-band and cellular-

band versus the number of mobile nodes. As shown in Figure 4.7, SMDRP produces more

overhead on the WiFi-band compared to HSAW because of the attached FId to the data pack-

ets. However, this additional overhead is negligible. In the cellular-band, HSAW experiences

more overhead than SMDRP, especially for a higher number of nodes (see Figure 4.8) because

of the consumed cellular bandwidth in HSAW for broadcasting link-state information from the

sub-controller to the network.

4.5.9.2 Overhead Analysis in Mobile Networks

Figures 4.9 and 4.10 present respectively the overhead of both protocols in WiFi-band and cellular-

band versus mobility, where the number of active flows is 2000. In the WiFi-band, SMDRP

exhibits a higher overhead than HSAW owing to the FId attached to the data packets. However,

this extra overhead is negligible, as shown in Figure 4.9.

In the cellular-band, the overhead of both protocols increases in accordance with mobility. The

overhead resulting from topology updates in HSAW is significantly higher than SDMRP because

of the extra bandwidth consumed by the sub-controller in HSAW for broadcasting the topology

changes to the network. The SMDRP route maintenance overhead is greater than HSAW, espe-

cially for higher mobility, owing to the FREPs sent by the sub-controller to update mobile nodes

on the new routes (see Figure 4.12). In HSAW, the overhead caused by FERR messages is higher

than the SMDRP, as depicted in Figure 4.13. In SMDRP, the bandwidth consumed by FREP mes-

sages is more than the bandwidth consumed by FERR messages, as can be seen in Figure 4.14.

However, the total overhead resulting from topology updates and route maintenance in HSAW is

greater than SMDRP, as illustrated in Figure 4.10.

Figure 4.15 compares the overhead of both protocols versus the number of mobile nodes, where

λU is 5. As shown in Figure 4.15, by increasing the number of nodes, the total overhead of

both protocols increases accordingly. However, SMDR introduces better performance compared

to HSAW, especially for a higher number of nodes. It is noteworthy that the memory and energy

consumption of mobile nodes in the SMDRP are less than those of the HSAW. This is because in

SMDRP, each mobile node keeps only on-demand routes in its flow table, and the sub-controller

performs all the routing calculations and required processing. Unlike SMDRP, mobile nodes in

HSAW need to update their flow tables periodically regardless of whether they are part of an active

flow. This will increase the energy consumption and CPU processing overhead due to the frequent

SPF and flow table recalculations. Moreover, HSAW has more memory overhead (see Figure 4.16)

76



4.6. MEMORY ANALYSIS

as each mobile node maintains the LSDB of the entire network. Section 4.6 presents a numerical

analysis of a mobile node memory usage.

4.6 Memory Analysis

In this section, the memory usage of a mobile node for both protocols is analyzed in Table 4.2.

It is assumed that the average number of neighbors for each mobile node is ND, and each mobile

node is involved in the F number of active flows.

Figure 4.16 presents a mobile node memory usage versus the number of nodes, where the number

of active flows is five times the number of nodes. It can be seen from the figure that by increasing

the number of nodes, the total memory usage of both protocols increases accordingly, but this

growth is significant in HSAW. Figure 4.16 also illustrates the memory usage of a mobile node in

HSAW is greater than SMDRP. Since in the HSAW, the memory usage for maintaining the LSDB

of the entire network increases when the number of nodes in the network grows.

Figure 4.17 depicts the memory usage of a mobile node versus the number of flows in which the

mobile node is involved. As can be seen, when the number of flows is zero, a mobile node in

HSAW consumes more memory as it keeps the LSDB and neighbor table, whereas in SMDRP, it

retains only the neighbor table. By increasing the flows, the memory usage of the mobile node will

rise accordingly, as they have to keep flow information. Figure 4.17 reveals that SMDRP performs

better in terms of memory usage than HSAW.

Table 4.2: Memory analysis of mobile nodes.

Amount of memory that each mobile node requires for routing purposes in HSAW

Memory for keeping the LSDB MLSDB = (N − 1) ND (2MId + LS)

Memory for keeping the neighbour table (NT) MNT = ND (MId + LS)

Memory for keeping the flow table (FT)
FT keeps target, CI, next hop, and status of route (2 bits) MFT = F (2MId + 3)

Total memory MTotal = MLSDB +MNT +MFT

Amount of memory that each mobile node requires for routing purposes in SMDRP

Memory for keeping the FREQT
FREQT keeps flow Id, requested target, and request number MFREQT = F (FId +MId +Req_Num)

Memory for keeping the neighbour table (NT) MNT = ND (MId + LS)

Memory for keeping the flow table (FT)
FT keeps flow Id, CI, validity number, previous hop, next hop,
and status of route (2 bits)

MFT = F (FId + 11 + 2MId)

Total memory MTotal = MFREQT +MNT +MFT
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Figure 4.7: Total routing overhead in WiFi-band at
time 0 vs. Number of nodes.

Figure 4.8: Total routing overhead in Cellular-band
at time 0 vs. Number of nodes.

Figure 4.9: Total routing overhead in WiFi-band per
time step ζ vs. Mobility.

Figure 4.10: Total routing overhead in the cellular-
band per time step ζ vs. Mobility.

Figure 4.11: Topology-updates overhead in the
cellular-band per time step ζ vs. Mobility.

Figure 4.12: Route Maintenance overhead in the
cellular-band per time step ζ vs. Mobility.

78



4.6. MEMORY ANALYSIS

Figure 4.13: Comparing OFERR of both protocols. Figure 4.14: Comparing OFREP with OFERR in
SMDRP.

Figure 4.15: Total routing overhead in cellular-band
per time step ζ vs. Number of nodes.

Figure 4.16: Memory usage of a mobile node vs.
Number of nodes.

Figure 4.17: Memory usage of a mobile node vs.
Number of flows in which the mobile node is in-
volved.
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4.7 Conclusion

This chapter presented a new SDN-based multi-hop device-to-device routing protocol, referred to

as SMDRP, which takes advantage of the concept of software-defined networking to efficiently

manage MD2D routing within and between each SDN-enabled cell under the supervision of an

SDN-controller. The proposed protocol can be applied to different SDN-based wireless networks.

Our proposed protocol can be considered as a semi-distributed routing protocol, where an SDN

controller manages and controls part of the overall MD2D routing functionality to increase scala-

bility while enabling network operators to control and maintain the out-of-band packet forwarding

network. This chapter also extended prior work on the hybrid SDN architecture for wireless dis-

tributed networks (HSAW) [3] and adapted that to the framework presented in this chapter. In

HSAW, because the controller floods all link-state information to the nodes, the network expe-

riences a scalability problem. This problem is overcome by passing only the next hop for each

active route to the mobile nodes in our approach. To investigate this, we performed theoretical and

simulation studies comparing HSAW with SMDRP. From our results, it can be seen that for larger

density populated networks, SMDRP shows better scalability than HSAW. In addition, mobile

nodes require less memory and energy for communication.
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5
Dynamic Routing Protocol Selection in Multi-hop

Device-to-Device Wireless Networks

5.1 Introduction

Today, wireless cellular networks have been facing several challenges: 1) increasing demand from

mobile users for a better quality of service (QoS) and quality of experience (QoE), 2) the growing

interest in machine-to-machine (M2M) applications and the internet of things (IoT) to connect

a large number of devices, 3) costly and timely network upgrade due to proprietary hardware

and protocols, and 4) compatibility issues between various existing heterogeneous networks and

difficulties in their management. Several emerging technologies are integrated into 5G and be-

yond networks to address the aforementioned challenges and enhance the capacity, flexibility, and

scalability of the network, including software-defined networking (SDN), network function vir-

tualization (NFV), multi-hop device-to-device (MD2D) communications, massive multiple-input

multiple-output (MIMO), mobile edge computing (MEC), millimeter wave (mmWave) commu-

nications, and deploying ultra-dense small cells [145–150]. The main focus of this study is on

SDN-based multi-hop routing in cellular networks.

SDN provides logically centralized control over a network via separating the control plane from

the data plane. It employs open APIs between different layers to facilitate network programma-

bility. In the SDN architecture, vendor-specific configurations, control decisions, complexity, and

computational overheads are taken from the data plane. Data plane devices are programmable

forwarding elements receiving instructions from the control plane to relay data traffic. All net-

work functionalities, such as performance monitoring, traffic management, network discovery,
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routing, load balancing, and security appliances, are applications running on top of the con-

troller [13, 151, 152]. Hence, SDN can provide service providers with simplified network man-

agement, smooth service and application deployments, dynamic resource configuration and man-

agement, fast integration of different heterogeneous radio technologies, and enhanced QoS and

QoE through fine-grained control over resources. Mobile devices in an SDN-based cellular net-

work can be configured through open APIs. SDN enables intelligent network traffic management

by directing the multi-interface mobile users to employ the most suitable wireless technology for

communications [153–155].

Significant research has been conducted on SDN-based cellular networks [156–159]. However, to

the best of our knowledge, no publications can be found on the dynamic selection of routing pro-

tocols under varying network conditions. The motivation of this study is to design inclusive multi-

protocol architecture which can fully utilize the complementing strengths of individual routing

protocols in different network conditions. This is important for supporting the dynamic selection

of routing protocols, adapting to network conditions.

In this chapter, we design a multi-protocol framework to maximize the overall network perfor-

mance. In the proposed framework, an SDN controller provides oversight of the entire cell and

initially clusters the cell based on the various traffic densities (i.e., sparse, semi-dense, and dense)

observed in different parts of a cell. The SDN controller identifies which routing protocol can

provide better end-to-end connectivity within each cluster. To this end, the controller analyzes

each cluster based on parameters that impact the protocols’ functionalities, such as the average

mobility rate of the devices, number of flows, and traffic density. Subsequently, the controller

selects a protocol with better end-to-end connectivity for each cluster.

To investigate which protocol suits which network condition, we first analyze the performance

of the protocols in each cluster in terms of different network performance criteria, such as E2E

delay, energy usage, cellular overhead, and packet loss. Furthermore, we evaluate other factors,

such as the high-demand services and energy-dependency of the devices, when selecting a routing

protocol. We employ the AHP method to choose the best protocol for each cluster based on the

level of importance of each performance criterion. For example, suppose the high-demand services

in a cluster are delay-sensitive services. In this case, a routing protocol that better supports these

services and introduces the least E2E delay is selected.

The contributions of this chapter are summarized as follows:

• A novel framework is developed to integrate MD2D and cellular systems under a unified

framework. The framework introduces a joint clustering and dynamic selection strategy for

MD2D routing in cellular networks and supports diverse traffic conditions and requirements.

• The proposed framework streamlines the decision-making process and facilitates using com-

putationally efficient decision-making approaches. An AHP-based method is developed to

assist in the protocol selection. A set of important network performance criteria are identi-

fied with the importance level of each criterion varying based on the cluster requirements,

hence making the AHP model fit for purpose.
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• An extensive simulation study is conducted to evaluate the proposed framework in compari-

son with the state-of-the-art routing frameworks. The proposed framework has the potential

to integrate and orchestrate current and emerging MD2D routing protocols.

The rest of this chapter is organized as follows. Section 5.2 gives a thorough review of previ-

ous studies on the integration of multi-hop communications and the SDN paradigm with cellular

networks. Section 5.3 provides a detailed description of the proposed multi-protocol framework.

Section 5.5 presents the channel, energy and network model used to implement the multi-protocol

framework. Section 5.6 demonstrates the simulation results and emphasizes the potential benefits

of the framework. Finally, Section 5.7 presents the concluding remarks of this chapter and the

future work.

5.2 Related Work

In cellular networks, users experience lower data rates and QoS levels when their distance from the

base station (BS) increases. This is mainly due to signal attenuation and the existence of different

obstacles and interferers. Increasing the number of BSs could help extend the cellular coverage,

but it imposes additional operational and deployment costs. Integrating MD2D or ad hoc networks

with the cellular network can be an advantageous solution with no need for extra hardware expen-

diture. MD2D communications in cellular networks enable wireless devices in close proximity

to communicate directly instead of traversing through the cellular network. This will enhance the

cellular network scalability, system capacity, resource allocation, energy efficiency, spectrum uti-

lization, transmission delay, and interference management. The reason is that devices in MD2D

communications consume less energy and experience high-speed data transfer over short-distance

hop-by-hop connections than long-distance one-hop connections with the BS. Further, the traf-

fic load on the cellular network is reduced, and consequently, the cellular capacity is increased

by offloading the cellular traffic to MD2D communications. The devices in the areas with poor

cellular coverage can use MD2D connections to reach the BS. In addition, the usage of the unli-

censed frequencies for multi-hop connections enables a mobile user to have simultaneous cellular

and MD2D connections. The applications of MD2D in the cellular networks are content distribu-

tion, local advertisements, proximity-based social networking applications, machine-to-machine

(M2M) applications, and emergency scenarios in which cellular infrastructure is damaged or not

available [160–164]. 3G Partnership Project (3GPP) Release 12 also employed D2D commu-

nications in LTE networks for applications, such as public safety, proximity-based services, and

network offloading by integrating IEEE 802.11 technologies into cellular networks. 3GPP Release

13-15 approved two-hop communication to further increase the network capacity. However, the

development of routes over more than two hops has not yet been supported by 3GPP [69,121,165].

Significant research has been conducted on developing techniques to enhance interface manage-

ment, power efficiency, cellular coverage expansion, resource allocation management, spectrum

utilization, and QoS for MD2D communications in cellular networks [67,166–169]. The proposed

strategies were based on fixed or mobile relay nodes for uploading and downloading to and from
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a BS to increase the network throughput and capacity. Regardless of the proposed solutions and

techniques, a variety of constraints still exist. First, there is inflexibility and a high cost of equip-

ment due to proprietary hardware and protocols. Second, the vendor-specific configuration of

interfaces and devices makes the network upgrade costly and complex. Third, the tight coupling

of control and data planes in the equipment complicates the network and service deployments.

Fourth, there is a lack of fine-grained control over resources and centralized data plane functions

in the core entity of long-term evolution (LTE) networks resulting in scalability issues. Finally,

there is poor support for virtualization [94,170,171]. 5G wireless and beyond has addressed these

issues, by integrating SDN and NFV at the core and the edge. Integrating SDN and NFV into

cellular networks provides an open and reprogrammable framework to facilitate rapid and cost-

effective service deployment.

Several studies have been conducted to integrate SDN into the existing cellular architecture. The

proposed solutions focus on replacing the main forwarding entities of the LTE architecture with

inexpensive and simple programmable components managed and controlled by the SDN con-

troller. This introduces higher network throughput, enhanced handover management, less energy

consumption, lower latency, and a significant reduction in the deployment and operational cost of

infrastructure used by the cellular network [155–158,172–175]. Further, a few studies focused on

SDN-based D2D1 and MD2D routing in the cellular networks [176]. In [177], a three-tiered SDN

architecture was proposed, namely management, controller, and physical. In this architecture,

BSs perform basic packet-processing functions and receive instructions from applications running

on a centralized controller. Two different frequencies were used for offloading the traffic: one

for the macro BS and the other for the femtocells. Moreover, data-plane rules defined by opera-

tors were distributed over multiple low-cost network switches to make the network more scalable

and minimize the overhead of the core entity. In [101], a QoE enhancing algorithm was presented

based on one-hop D2D communication in software-defined multi-tier LTE-advanced (LTE-A) net-

works to facilitate Internet access and enhance the QoE of users for uploading and downloading

transmissions. In the proposed algorithm, the defined application modules on the SDN controller

collaborate to establish a one-hop D2D link. The load balancer and resource allocator modules

determine which eNodeB can provide the best QoE for each UE. If no idle eNodeB is found,

mobility management, load balancer, resource allocator, and routing setup modules collaborate to

establish a one-hop D2D link using a relay node between mobile devices and the BS for uploading

and downloading transmissions. The authors in [98] proposed a hierarchical D2D communica-

tion architecture with a centralized SDN controller that communicates with the cloud head (local

controller) to minimize the number of LTE requests. The authors believe that the proposed cloud-

based architecture improves energy consumption and scalability and helps with public safety ap-

plications through multi-hop routing under the management of the SDN controller. In [178], an

SDN-based routing scheme was designed, called low-overhead D2D routing (LODR), for multi-

hop D2D communications of mobile nodes in wireless networks using SDN techniques. In the

proposed architecture, each user equipment (UE) is equipped with OpenFlow switch capabilities.

1In D2D routing, there is only one relay node between BS and mobile device. The relay node could be a mobile
user or an AP.
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An OpenFlow controller controls the multi-hop routing behavior of UEs. Their simulation results

showed a better performance for the proposed scheme compared to traditional ad-hoc networks in

terms of control overhead and network convergence. In [140], a software-defined communication

layer within mobile devices was designed, referred to as WASP (WiFi, ad-hoc, software-defined

networking, and personal-mobile), for hybrid wireless networks. Mobile nodes in the proposed ar-

chitecture forward their neighboring information to an SDN controller. The acquired information

is used by the SDN controller to instruct mobile devices to relay traffic. Their experimental results

demonstrated better performance for WASP compared to traditional ad hoc networks in terms of

scalability with a minimum trade-off of energy. They also presented a content distribution scheme

using WASP to minimize the load on cellular networks. The authors in [179] proposed a multi-

layer SDN-based architecture to efficiently interconnect multi-interface mobile users (LTE/WiFi).

In the proposed architecture, a global controller manages the entire LTE/WiFi network with the as-

sistance of multiple local controllers. Each local controller monitors and manages a specific area.

The global controller manages the radio resource allocation by collecting information from the

local controllers and makes the offloading decision when traffic load on a local controller is high.

Authors in [180] designed a software-defined cooperative offloading model (SDCOM) in which

an SDN controller is deployed at the packet data network (PDN) gateway of the LTE-A architec-

ture and performs a centralized task scheduling to reduce access links traffic and energy usage of

the mobile devices. In the proposed model, mobile users execute tasks cooperatively and share

the results. In [181], a hierarchical D2D communication architecture was proposed that improves

power consumption by reducing the number of LTE communication channels. In the proposed

architecture, mobile clouds are created using D2D to facilitate various services. A global SDN

controller registers the formed mobile clouds in the network and has a global view of the services

offered by the served clouds. Hence, the controller can set up the clouds against users’ requests.

The controller interacts with the cloud heads and determines the routing paths between the cloud

heads by considering the link quality between the cloud heads and their residual batteries.

In our previous studies [3, 182, 183], an SDN-based framework was proposed to offload traffic

from the cellular network to multi-hop D2D routing. In the proposed architecture, the SDN con-

troller has a global view of the entire network using the received neighbor information from the

mobile nodes. The controller determines how mobile users direct their data traffic. The proposed

framework supports various multi-hop routing protocols. Taking advantage of this feature, two

types of routing strategies were designed in the proposed framework: proactive and reactive. For

the proactive approach, the HSAW protocol was proposed wherein the SDN controller broadcasts

traffic policies and the ink-state database (LSDB) of the entire network [3]. Thus, mobile nodes

can make routing tables to forward traffic. In the reactive approach, the controller provides for-

warding information to the mobile nodes for any active route in the network. For this strategy,

two different routing protocols were proposed: VARP-S [182] and SDN-based multi-hop D2D

routing protocol (SMDRP) [183]. In the VARP-S, the controller provides the source node with

forwarding information. Subsequently, the source node attaches the full path to the data packets

and forwards the packets to the next hop. In the SMDRP, the controller assigns a unique flow ID to
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each active flow and broadcasts the forwarding information. Only the nodes involved in the flow

store the flow information in their flow tables. Unlike VARP-S, in SMDRP, the source node only

attaches the flow ID to each data packet. Intermediate nodes forward data packets to the next hop

based on the flow ID attached to the packets. Our studies indicated that the proposed framework

significantly reduces the network overhead compared to traditional ad hoc networks. Further, for

densely populated networks, the reactive approach performs better than the proactive approach in

terms of cellular overhead and energy consumption.

In contrast to existing work which primarily focus on single-protocol structure, we propose a

novel unified multi-protocol architecture enabling the integration of MD2D and cellular networks.

Furthermore, the framework empowers the BS controller to seamlessly switch or select the best

protocol based on network conditions and requirements. The use of multiple protocols in one

framework can maximize the overall performance when different network conditions exist.

5.3 Proposed multi-protocol SDN-based framework for cellu-
lar networks

Figure 5.1 presents the proposed multi-protocol framework. Initially, an SDN-based BS2 logically

splits the cell into multiple clusters based on the traffic density. The BS has global knowledge of

the network and can dynamically determine which routing protocol is suitable for each cluster.

Depending on the cluster condition, the SDN controller dynamically updates the routing protocol

used by mobile nodes and the routing parameters. For example, the HSAW routing protocol may

be used in one cluster, while another may use the VARP-S protocol. Routing parameters, such

as Hello packet intervals, may differ between clusters to support various mobility rates. If the

condition of a cluster changes, then the controller instructs nodes to switch to a new selected

protocol. However, this switching should occur in a non-real-time manner to prevent unnecessary

route flapping. The controller uses the collected historical data to decide whether switching is

required for a cluster and when switching should occur.

The motivation behind partitioning a cell into different clusters and using a specific routing pro-

tocol for each cluster is because each routing protocol differs in terms of complexity and routing

overhead, and consequently, is suitable for networks with specific features. The use of a single

routing protocol may not be suitable for networks experiencing various network conditions in

different areas. Hence, the controller investigates each area in terms of factors affecting the func-

tionality and performance of the multi-hop routing protocols, such as average mobility rate, node

density, and the number of flows. The SDN controller then selects the suitable routing protocol

for each cluster by having sufficient knowledge of each protocol and its routing parameters and

capabilities. The following example is provided to better clarify the purpose of the clustering in

our framework: in urban environments, assuming a stadium full of users and comparing it with

the surrounding areas. While the stadium network is fully congested, the surrounding areas might

experience a lower traffic density. If we assume two separated clusters for the stadium and sur-

2In this study, the terms BS and controller are used interchangeably.
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Figure 5.1: Multi-protocol framework for SDN-based cellular networks.

rounding areas, then the network requirements of one cluster are entirely different from the other

one. Therefore, the two clusters can be virtually separated: one fully congested with almost static

behavior and the other with low density and relatively high mobility rates. Accordingly, a suitable

routing protocol must be identified for each cluster based on the cluster requirements. The SDN

controller identifies each cluster by a unique ID, referred to as cluster-ID, and communicates with

each cluster using an individual multicast address. When a node attaches to the BS, the controller

sends the cluster ID and multicast address to that node while confirming the node association. The

controller maintains a table called ClusterTable, which keeps cluster information. The 5G and

WiFi frequencies are utilized for cellular and MD2D communications, respectively. The cellular

channel is used to exchange control traffic between mobile nodes and the controller, download

and upload from and to the BS to connect to the Internet or other networks that are not reachable
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Figure 5.2: Multi-protocol framework flowchart.

through MD2D routing or MD2D cannot provide the required quality for that data flow compared

to the cellular data transmission. The WiFi channel is used to exchange data traffic via multi-hop

connections. The overall operation of the our proposed framework is summarized in Figure 5.2.

Mobile devices in our proposed framework can be programmed using two approaches: active and

passive. In active programming, the SDN controller dictates the forwarding information to the

cluster, whereas in passive programming, the functionality of the existing ad hoc routing pro-

tocols remains unchanged. The controller provides the information required for the protocols

self-optimization, such as the maximum number of hops in an MD2D connection, routing metrics

and parameters (e.g., hello intervals and topology control intervals). This significantly improves

the overall functionality of the network. The focus of this chapter is active programming, and

comparing the functionality of the proposed approaches is beyond the scope of this study and is

deferred to our future work.

In active programming, the controller is engaged in multi-hop routing and provides forwarding

information to mobile nodes. The controller decides on the multi-hop routing strategy to be used

in a cluster, considering the cluster requirements and features. The forwarding information sent

by the controller can vary depending on the selected routing method, reactive or proactive. In both

reactive and proactive routing approaches, the controller builds an LSDB of the entire cluster. In

our previous studies, we designed different routing strategies for active programming in cellular

networks, namely HSAW [3], VARP-S [182], and SMDRP [183]. If a proactive routing approach

is selected, such as HSAW, the controller multicasts the LSDB to the cluster. The controller
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also multicasts traffic policies carrying a list of traffic types, selected metrics for each type, and

maximum allowed end-to-end cost for multi-hop routing. Each mobile node then builds the LSDB

of the cluster. The source node of a data packet runs Dijkstra´s algorithm to find the least-cost path

to the target and forward the data to the next hop. The controller periodically updates the mobile

nodes with lost or newly added links to the cluster. In reactive approaches, such as VARP-S or

SMDRP, mobile nodes are not required to maintain the LSDB of the cluster. If a node has a data

packet, it sends a flow request message (FREQ) to the controller. The controller then provides

forwarding information for each active flow. Further, the controller updates the involved nodes of

a flow if any link failure occurs.

In this chapter, it is assumed that all nodes are under the coverage of the BS. The routing procedure

for the nodes that are out of cellular coverage and the communication between mobile nodes in

adjacent clusters are planned for future study.

5.4 DECISION-MAKING PROCEDURE FOR MULTI-PROTOCOL
FRAMEWORK

We use the MCDM approach based on AHP [184] to select the best routing protocol for each

cluster in terms of different network performance criteria and the high-demand services in a clus-

ter. The following sections summarize the AHP-based decision-making procedure in the multi-

protocol framework.

5.4.1 Overview of AHP-based Decision-making Procedure

In a decision-making process, there are several criteria and alternatives to be chosen from. MCDM

evaluates explicitly multiple conflicting criteria in the discrete decision spaces, examines the alter-

native options based on the preference, and selects the best option. We employ the AHP method

as it can be applied to various types of decision-making problems.

The AHP model is based on a hierarchical structure and was developed by Saaty [184] as a po-

tential tool to manage qualitative and quantitative multi-criterion elements involved in decision-

making behaviors. In this method, a fundamental scale in [184] is used to determine the impor-

tance level of each criterion compared to the others; and the preference level of its alternatives

compared to one another for each criterion. The following steps are taken to conduct the AHP:

1) creating a hierarchy of the problem, 2) giving a nominal value to each level of the hierarchy,

and 3) creating a pairwise comparison judgment matrix. The steps are detailed in the follow-

ing paragraphs. To make a decision based on the AHP method, first, we determine the goal of

decision-making (level 1 – Goal), i.e., selecting the most suitable protocol for a cluster, decision

indicators (level 2 – Criteria), i.e., network performance criteria, and decision choices (level 3 –

Alternatives), i.e., MD2D routing protocols. Next, we assign weights to the criteria based on their

relative importance. A pairwise comparison matrix is generated, and a normalized eigenvector

of the matrix is calculated to achieve the required relative weights of the criteria. To this end, a

score/weight from the fundamental scale is given to each criterion to determine the importance
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Figure 5.3: AHP-based decision-making model for multi-protocol framework.

level of each criterion compared to the others to achieve the goal. The score/weight ranges from

1 to 9, and higher values are preferable to smaller values. The size of the comparison matrix

is n × n, where n is the number of criteria. Then, the alternatives (i.e., routing protocols) are

compared for each of the criteria to determine the percentage importance distribution of the alter-

natives. Consequently, n comparison matrices with size m × m are generated if the number of

alternatives is m and there are n criteria for each alternative. Subsequently, the priority vectors of

the created matrices are computed. After that, a scoring matrix with size of n×m is calculated to

find the ratio scales from paired comparisons. This matrix is the overall composite weight of each

alternative derived from the level-2 and level-3 weights. The overall weight is achieved by nor-

malizing the linear combination of multiplication between the priority vector and weight. Finally,

each alternative is ranked based on the score matrix [185, 186].

5.4.2 AHP-based Decision-making Model for Multi-protocol Framework

Figure 5.3 summarizes the proposed AHP-based decision-making process for the multi-protocol

framework. The goal is to select the most suitable routing protocol for each cluster based on
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the cluster condition and requirements (e.g., node density, traffic density, average mobility rate,

and high-demand services). The criteria are network performance parameters that determine the

cluster performance, including E2E delay, packet loss, and energy usage. The alternatives are

the available MD2D routing protocols operating differently in various network conditions. The

importance of each performance criterion for a cluster, and the performance level of each routing

protocol for each performance criterion, are evaluated using AHP. A score matrix is obtained from

the AHP evaluation that indicates the most suitable protocol (i.e., the protocol with the highest

score).

5.5 System Model

Three major parts of our implementation model are explained in this section, namely, the channel

estimation, energy model, and network model. First, the cellular channel capacity is estimated

using MIMO technology. Second, the link data rate is calculated based on the estimated channel.

Third, the total energy consumed by each node to send or receive packets is computed. Finally,

the specifications of the network model are detailed.

5.5.1 Cellular Channel Model

Our model integrates MIMO technology into the BS to increase the overall network performance

and address challenges, such as signal propagation, increased number of users, and growing de-

mand for low-latency communications. Further, we estimate the channel and the maximum data

rate required for each user to establish a link to the BS. The following notations are used in our

channel estimation and link capacity: A, a, and α represent matrix, vector, and scalar, respectively,

and A−1 and AH are the inverse and Hermitian (conjugate transpose) of matrix A.

In MIMO, once the transmitted signal reaches the BS, each antenna receives multiple copies,

which may be affected by scattering, shadowing, or pathloss. However, signals with the highest

amplitude/power are selected for our channel estimation as proposed by [187,188]. There are pre-

coding matrices at both the transmitter and receiver to mitigate the channel effect and improve the

QoS. To obtain the precoding matrices, we first model the communication channel between a mo-

bile station (MS) and the BS as a collection of signals that are affected by multipath propagation,

which is calculated as follows [189]:

H(τ) =

L∑
l=1

Clδ(τ − τl) (5.1)

Cl =


cl1,1 cl1,2 · · · cl1,NBS

cl2,1 cl2,2 · · · cl2,NBS
...

...
. . .

...

clNMS ,1
clNMS ,2

· · · clNMS ,NBS

 (5.2)

where δ is the Dirac delta function, Cl is the complex channel gain matrix consisting of the lth path
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which are delayed in time with τl, and clNMS ,NBS
is the channel coefficient between the antennas

of both sides (i.e., the kth BS antenna and the mth MS antenna for the corresponding lth path). It

is assumed that clNMS ,NBS
is Rayleigh distributed.

The MIMO channel singular value decomposition (SVD) is calculated to estimate the precoding

matrices, as below:

H = USVH (5.3)

where S is a non-negative singular diagonal matrix with values of H. U and V are the unitary

matrices with sizes NRX ×NRX and NTX ×NTX , respectively. In the downlink scenario, NRX is

referred to as the number of MS antennas (NMS ), and NTX is the number of BS antennas (NBS ).

The resulting matrices from SVD, U, and V are the precoding matrices used at the transmitter

(FT = U) and receiver (WR = V) in the MIMO system, respectively. The channel capacity is

estimated based on the obtained precoding matrices as follows:

R = log2 |INp +
P

Np
R−1

n WH
RHFTF

H
T HHWR| (5.4)

INp is the unitary matrix, P/Np is the normalized total transmitted power, Np is the number

of transmitted packet symbols, P is the average total transmission power, and Rn is the noise

covariance matrix.

Given the channel rate in b/s/Hz , the MIMO channel data rate (DR) between the transmitter and

receiver is:

DR = NTXBWR (5.5)

where BW is the channel bandwidth in Hz , and NTX is the number of antennas at the transmitter.

Based on the achieved data rate, the transmission delay (TD) of the link is estimated as below:

TD =
S

DR
(5.6)

where S is the packet size in bits.

5.5.2 Energy Consumption Model

In our simulation, a classical first order radio model is used to calculate the energy consumed by

the nodes for transmitting and receiving data [190,191]. It is assumed that the power loss is based

on multipath fading and free-space power loss. Based on the proposed energy model, the energy

consumed by nodei for transmitting or receiving a packet is calculated as below:

ETX
i∈N =

eTXSi + empSid
4, if d > a;

eTXSi + empSid
2, if d < a;

(5.7)

ERX
i∈N = Si(eRX + eda) (5.8)
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where eTX and eRX are the consumed power by the electronic devices, Si is the packet size that

nodei tries to transmit or receive (i ∈ 1, 2, ..., N ), eda is the data aggregation energy, d is the

distance between the transmitter and receiver, and a is a threshold distance for the transmit power

that determines the selection of a multipath or free-space model in the calculation. The value of a

is defined as below:

a =

√
efs
efm

(5.9)

where efs and efm are the amplifier constants for the free-space model and multipath model, re-

spectively. If the value of a is less than the distance between two nodes, the multipath model is

selected. Otherwise, the free-space model will be employed.

Based on (5.7) and (5.8), let ET denotes the total power consumed by N nodes in the network and

is calculated as follows:

ET =
N∑
i=1

ETX
i +

N∑
i=1

ERX
i (5.10)

Figure 5.4: 2D representation of clusters.

5.5.3 Network Model

Two different frequency bands are used in our model: one with a licensed frequency for cellular

communication (5G standards) and the other with unlicensed frequency for MD2D communica-

tions (IEEE 802.11g 3). Further, four clusters are initially developed with varying node densities

and mobility rates. The cluster density is categorized as sparse, semi-dense, and dense. Figure

5.4 shows the 2-dimensional view of our framework, and the specifications of the clusters are pre-

sented for each area. Clusters 1 and 3 are considered dense networks, and clusters 2 and 4 are

considered sparse and semi-dense networks, respectively. Different mobility speeds are specified
3The proposed architecture can use other IEEE 802.11-based radio standards and is not limited to IEEE 802.11g.
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Table 5.1: Simulation parameters.

Parameters Value
Simulation tool MATLAB
Simulation area 1 Km × 1 Km
Simulation time 1000 sec
Routing protocols HSAW, VARP-S
Node mobility model Random waypoint mobility
Wireless standard IEEE 802.11g
Max BS antennas 64
Max MS antennas 4
Pathloss constant 3
Carrier frequency 5 GHz
Max bandwidth 80 MHz
Packet size 50 Mbits
Number of nodes 100, 400, 700, and 800
Node transmission range 75 m
Node speed 3, 10, and 20 (m/s)

to model pedestrians and vehicles of various types, i.e., 3m/s for the pedestrian network, and

mobility of 10m/s and 20m/s for vehicles such as bicycles, scooters, and cars. The mobility

pattern of mobile nodes is the random waypoint mobility model. Two different network scenarios,

energy-independent and delay-sensitive, are assumed for the clusters to take into account the type

of devices and the high-demand services when selecting a protocol. The performance of HSAW

and VARP-S is compared for each cluster separately to identify which protocol is the potential

candidate for each cluster. The AHP method is used to determine the most efficient protocol based

on the simulation results. Subsequently, the selected protocol for each cluster is run on the mobile

nodes of that cluster to evaluate the total throughput of the network.

5.6 Simulation Results and Performance Analysis

This section presents the performance analysis of the HSAW and VARP-S protocols for each clus-

ter in terms of various network performance criteria. Then, the AHP decision-making procedure

to select the most appropriate protocol is described, and the performance of multi-protocol is com-

pared with a single-protocol framework. The simulation parameters are listed in Table 5.1.

For simplicity of analysis, the following assumptions have been made:

• The controller has oversight of the entire cell and initially has clustered the cell (i.e., 4

clusters) based on the traffic density.

• All nodes are under the coverage of the BS.

• The energy specifications of all nodes are the same, and the nodes in the network have the

same initial energy. Furthermore, for the HSAW protocol, the energy consumed by the
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mobile nodes to run Dijkstra´s algorithm is ignored.

• Three average mobility rates are considered for mobile nodes: 3 m/s, 10 m/s, and 20 m/s.

5.6.1 Simulation Analysis of HSAW and VARP-S routing protocols

At the initial stage of our simulation, a random number of flows with different sources and des-

tinations are generated. The controller then provides different forwarding information to nodes

according to the selected routing protocol for the cluster (i.e., HSAW or VARP-S). In the case of

VARP-S, the source node sends a flow request for a specific target to the controller, and the con-

troller replies with forwarding information (i.e., a list of intermediate hops to the target). Then,

the source node attaches the full route to the data packets and forwards the packet to the next hop.

In HSAW, the controller multicasts the LSDB of the entire cluster. Subsequently, if a node has a

data packet to send, it runs Dijkstra’s algorithm to find the next hop to the target of the data packet.

Each protocol acts differently in response to the link failure. In HSAW and VARP-S, the upstream

node of the failed link forwards the broken link information to the controller, and subsequently,

the controller multicasts that information to the cluster. In HSAW, the upstream node determines

a new route to the target by running Dijkstra’s algorithm on the cluster LSDB. In VARP-S, the

source node waits to receive the updated forwarding information from the controller. However,

HSAW is a proactive protocol in nature. Hence, all the nodes continually update their LSDB and

calculate routes whenever any changes occur in the cluster.

Figures 5.5, 5.6, 5.7, and 5.8 demonstrate the functionality of the routing protocols for 4 clusters

based on four network performance criteria: cellular routing overhead, E2E delay, energy con-

sumption, and packet loss. Each figure includes three sub-figures presenting the performance of

the protocols for three mobility rates. Each cluster experiences various traffic densities and number

of flows as detailed in Figure 5.4.

5.6.1.1 Overhead

Figure 5.5 presents the cellular routing overhead of the protocols. As highlighted in the figure,

HSAW produces a significant overhead on the cellular channel in all the clusters compared to

VARP-S. Since in HSAW, the LSDB of the whole cluster will be multicast by the controller.

Therefore, for a large number of nodes, the size of LSDB increases, leading to higher overhead.

Whereas in VARP-S, only route request and route reply control messages are exchanged between

the source node and the controller for the demanded targets. For HSAW, cluster 1 experiences

higher overhead than clusters 2 and 3 due to more node density. However, cluster 3 shows signif-

icant routing overhead compared to the other clusters because of high network density and data

traffic. It can be concluded that for highly dense networks, VARP-S operate better as fewer control

messages are required for route discovery and route maintenance. Moreover, overhead increases

exponentially as the mobility rate increases due to frequent link failure and the need for more

updates.

95



CHAPTER 5. DYNAMIC ROUTING PROTOCOL SELECTION IN MULTI-HOP
DEVICE-TO-DEVICE WIRELESS NETWORKS

5.6.1.2 End-to-end delay

The HSAW provides better E2E delay compared to VARP-S, as shown in Figure 5.6. In the HSAW

for route discovery and maintenance, nodes run Dijkstra’s algorithm to determine the route to the

target and do not wait for forwarding information from the controller. In VARP-S, the source node

has no knowledge of the cluster and must wait for the controller instructions. Cluster 3 experiences

the highest E2E delay compared to other clusters as node density and the number of flows are high.

The least E2E delay can be seen in cluster 2 because of low traffic density. The figure also shows

that by increasing mobility, the E2E rises accordingly.

5.6.1.3 Energy

The HSAW provides better E2E delay compared to VARP-S, as shown in Figure 5.6. In the HSAW

for route discovery and maintenance, nodes run Dijkstra’s algorithm to determine the route to the

target and do not wait for forwarding information from the controller. In VARP-S, the source node

has no knowledge of the cluster and must wait for the controller instructions. Cluster 3 experiences

the highest E2E delay compared to other clusters as node density and the number of flows are high.

The least E2E delay can be seen in cluster 2 because of low traffic density. The figure also shows

that by increasing mobility, the E2E rises accordingly.

It is notable that in HSAW, nodes must run Dijkstra´s algorithm more frequently in response to

the topology changes, which leads to more processing overhead and further energy consumption.

However, this is not taken into account in this analysis.

5.6.1.4 Packet Loss

Figure 5.8 demonstrates the functionality of the protocols in terms of packet loss. Except cluster

3, HSAW provides more reliable data delivery than VARP-S because it has a faster response to the

link failure, as explained in Sec. 5.6.1.2. In cluster 3, the network experiences a higher number

of flows leading to nodes consume more energy in HSAW compared to VARP-S, as depicted

in Figure 5.7. Consequently, nodes run out of the battery, which leads to more packet loss and

link failure in HSAW. Figure 5.8 also shows that by increasing the mobility rate, the packet loss

increases due to frequent link failure.

To further investigate the impact of the number of flows on the packet loss in dense networks,

in Figure 5.9, we compare the performance of the protocols for cluster 3 with 700 nodes, when

the number of flows increased from 0 to 1400. As shown, HSAW provides better performance

when the number of flows is less than 450 (see Figure 5.9b). However, when the number of

flows exceeds 450, nodes in HSAW deplete their batteries, resulting in a high number of dead

nodes in the cluster (see Figure 5.9a). This significantly increases the packet loss in the HSAW.

Consequently, VARP-S is a better choice for cluster 3 when the number of flows is greater than

450 (see Figure 5.9c).

96



5.6. SIMULATION RESULTS AND PERFORMANCE ANALYSIS

5.6.2 Routing Protocol Decision-making for Each Cluster

We use the MCDM approach based on AHP [184] to select the best routing protocol for each clus-

ter in terms of the defined criteria (i.e., E2E delay, packet loss, energy consumption, and cellular

overhead). Further, the high-demand services and energy-dependency of the devices in the cluster

are taken into account when selecting the routing protocol. The selection of protocols is investi-

gated for two different scenarios to demonstrate the advantages of having a multi-protocol frame-

work when different protocols are selected for each cluster based on the cluster requirements. The

first scenario is for the clusters where nodes are energy-independent, such as vehicular networks.

The second scenario is for clusters wherein the high-demand services are delay-sensitive applica-

tions that time matters most, such as hospitals or public safety scenarios. In such applications, the

level of importance of cellular overhead is very low and can be ignored in AHP decision-making.

As shown in Figure 5.11, the AHP hierarchy architecture is adapted to our model. The goal is

to select the best routing protocol for each cluster based on the defined scenarios in Sec. 5.6.2.

The criteria are E2E delay, packet loss, energy consumption, and cellular overhead. Two potential

routing protocols, VARP-S and HSAW, are shortlisted alternatives for each cluster. Due to space

constraints, we only demonstrate the AHP process for cluster 1 for the first scenario that nodes are

energy-independent. For such applications, we can ignore the energy criteria because the weight

of this criterion is too small and its impact on the overall decision is negligible. The AHP online

calculator [192] is used to calculate the priorities of the criteria and alternatives. Based on the

decision criteria, HSAW with a priority of 0.732 is by far the most suitable routing protocol for

cluster 1. Similarly, the same process can be applied to the other clusters. The results of decision-

making are summarized in Table 5.2 for the previously defined scenarios: energy-independent and

delay-sensitive. The most suitable protocol for each cluster is concluded in the "Decision Strategy"

section of Table 5.2 based on the AHP results.

5.6.3 Performance Analysis of Multi-protocol Framework vs. Single-protocol
Framework

From the simulation results, it is concluded that for a sparsely distributed cellular network, both

protocols perform well as neither are pushed to their operational limits. However, there are clear

distinctions between the protocols when either traffic flow or node density is high. To clarify

and show how a specific network performance parameter can be improved using our proposed

multi-protocol framework, we investigate the framework performance in terms of packet loss. At

first, one type of protocol is run in all the clusters to determine the performance of each protocol

(see bars VARP-S and HSAW in Figure 5.10). As shown in Figure 5.8, except cluster 3, HSAW

provides better performance than VARP-S, owing to its faster response to network failures, as

discussed in Sec. 5.6.1.4. The "Multi" bar in Figure 5.10 represents the advantage of leveraging

the best features of both protocols to provide reliable data delivery. This is achieved by running

the most efficient protocol in each cluster, i.e., VARP-S for cluster 3 and HSAW for other clusters,

to minimize the total packet loss in the entire network.
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(a) Node´s velocity = 3 m/s (b) Node´s velocity = 10 m/s (c) Node´s velocity = 20 m/s
Figure 5.5: Total routing overhead in cellular-band (bits/s).

(a) Node´s velocity = 3 m/s (b) Node´s velocity = 10 m/s (c) Node´s velocity = 20 m/s
Figure 5.6: End-to-end delay (sec).

(a) Node´s velocity = 3 m/s (b) Node´s velocity = 10 m/s (c) Node´s velocity = 20 m/s
Figure 5.7: Energy consumption of nodes (%).

(a) Node´s velocity = 3 m/s (b) Node´s velocity = 10 m/s (c) Node´s velocity = 20 m/s
Figure 5.8: Packet Loss.
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(a) No.Dead nodes vs. No.Flows (b) Packet loss vs. No.Flows
(0-450 flows)

(c) Packet loss vs. No.Flows
(500-1400 flows)

Figure 5.9: Packet loss over a densely populated network.

Figure 5.10: Performance analysis of multi-protocol framework vs. single-protocol framework in terms of
packet loss.
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Figure 5.11: AHP decision-making process to select the most suitable routing protocol for each cluster.
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Table 5.2: Suitable protocol for energy-independent and delay-sensitive clusters based on the AHP
decision-making.

Cluster
Decision Decision Strategy

Energy-independent clusters Delay-sensitive clusters
Cluster 1 HSAW HSAW
Cluster 2 VARP-S VARP-S
Cluster 3 VARP-S VARP-S
Cluster 4 HSAW HSAW

5.7 Conclusion

Until now, multi-hop device-to-device (MD2D) routing in mobile wireless networks has been

designed to operate over a single-protocol routing framework. Consequently, to the best of our

knowledge, no framework has been developed to enable the dynamic deployment and switching

of multiple MD2D routing protocols under one framework. This chapter presented a novel SDN-

based multi-protocol routing architecture to enable the use of multiple MD2D routing protocols

under one framework. In this chapter, an SDN controller split the network into different clusters

based on the observed network geometry. Moreover, the performance of the selected protocols,

HSAW and VARP-S, was analyzed in each cluster in terms of energy, E2E delay, packets dropped

and overhead. Building on our analysis and results, the AHP MCDM method was used to choose

the most suitable routing protocol for each cluster. Our results showed that our proposed frame-

work provides a better performance than traditional single-protocol network scenarios.

This study has the potential to be a steppingstone for exploring the integration of different multi-

hop routing protocols into a multi-protocol framework, wherein each protocol is used in its suitable

network environment. In the future, we will analyze the proposed passive programming and com-

pare its performance with active programming approaches. We will also extend our simulation

study and perform a detailed comparison with other existing routing frameworks. We also intend

to explore the potential integration of our proposed multi-protocol framework over O-RAN. O-

RAN specification defines an open architecture for 5G and beyond wireless networks, which has

opened the pathway towards developing and integrating novel network applications for cellular

networks [193–195]. O-RAN provides open-source software for modeling and developing pro-

tocols for the RAN. This enables us to develop novel network applications and protocols, in the

form of NFVs (also referred to as rApps and xApps in the O-RAN architecture) over the RAN.
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6
Software-defined Networking-based Adaptive

Routing for Multi-hop Multi-frequency Wireless
Mesh

6.1 Introduction

Multi-hop networking with high end-to-end throughput is critical to many safety-related applica-

tions, such as underground mining, disaster rescue and recovery [55, 196–198]. Multi-hop net-

works play an important role in sending back images and videos captured by sensors or robots to

command posts and control centers. Existing commercial hardware platforms supporting multi-

hop routing under wireless mesh configurations have several limitations, including the tight cou-

pling of the control plane and data plane that makes the network inflexible and reduces the network

performance, as well as proprietary hardware and hard-coded network protocols leading to high

operational costs [19, 199].

Despite many studies on multi-hop networking, commercially available systems are scarce. Sev-

eral commercially available bespoke systems are typically bulky, energy-hungry, and are designed

for static deployment. Moreover, proprietary networking protocols are often used with limited

programmability, as revealed in our literature review, as discussed in Section 6.2.

This chapter presents a new development of lightweight, low-cost, portable mesh nodes (by our

Commonwealth Scientific and Industrial Research Organisation (CSIRO) team), which can be

deployed quickly and support large numbers of hops (with slow or no diminishing of end-to-

end throughput), as shown in Figs. 6.1 and 6.2. Designed for underground robotic exploration



6.2. RELATED WORK

missions, the nodes are expected to be carried by robots and dropped on the go. Once dropped, a

node is activated, joins the earlier nodes, and extends the multi-hop mesh network, which sends

the robot’s observation back to a command post. The node is developed based on a commercial-

off-the-shelf ESP32 WiFi module due to its small footprint and excellent programmability. The

ESP32 module operates in the 2.4GHz frequency band, where there are three non-overlapping

WiFi channels. Our new node is equipped with three ESP32 modules, allowing it to operate in any

of the three non-overlapping channels at a time. The use of different channels for the upstream

and downstream of every node, subject to channel availability, mitigates co-channel and adjacent

frequency interference.

A key aspect of this work is the development of a new software-defined networking (SDN) ar-

chitecture and routing algorithms, which can operate the new ESP32-based network, utilize the

three non-overlapping WiFi channels (namely, channel coloring), and produce routes and channel

selections adaptively. We extend the Dijkstra’s algorithm, which we refer to as E-Dijkstra’s algo-

rithm, to discover the route with the least cost while selecting the WiFi channels that each node

uses for its upstream and downstream (as opposed to finding the route only, as done in the classical

Dijkstra’s algorithm). With N available frequency channels (N = 3 in our ESP32-based hardware

platform), N2 parallel Dijkstra’s routing processes are maintained in the E-Dijkstra’s algorithm to

evaluate the N2 possible routing costs between a node and a possible upstream node. The N2

parallel routing processes interact to evaluate the routing costs under different possible channel

arrangements of the nodes.

The proposed E-Dijkstra’s algorithm also considers the WiFi traffic density (and subsequently the

co-channel interference) when evaluating the throughput of each link. Our new routing metric

allows the cost of each of the multiple channels to be separately recorded and jointly updated in

the E-Dijkstra’s algorithm, and allows the background WiFi traffic of each channel around a node

to be factored in the cost.

An extensive simulation study is conducted using Mininet-WiFi to investigate the performance of

the proposed E-Dijkstra’s algorithm. The simulation results indicate that the algorithm can achieve

substantially higher end-to-end throughput by adaptively selecting routing paths and frequency

channels, especially in the presence of background WiFi back, as compared to the shortest-path-

based routing strategy.

The rest of the chapter is organized as follows: Section 6.2 reviews existing commercial and

academic solutions for wireless multi-radio multi-hop communications. Section 6.3 describes the

developed hardware platform and SDN-based adaptive routing for the platform. Sections 6.4 and

6.5 provide MATLAB and Mininet-WiFi based simulation studies. Section 6.6 concludes the

chapter.

6.2 Related Work

Multi-hop wireless networking is a cost-effective solution to the fast deployment of communica-

tion infrastructure in the case of emergencies [196, 200–202]. However, the use of a single fre-
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quency in a multi-hop network would suffer from a rapid decline in the end-to-end capacity with

the growing number of hops due to the half-duplex nature of the relay. Multi-frequency/channel

multi-hop networks can potentially support consistent end-to-end throughput, even when the num-

ber of hops increases [203–206]. This is due to the fact that the use of multiple frequency inter-

faces at a node allows the node to operate full-duplex. IEEE 802.11 is one of the most widespread

standards for connecting wireless nodes in multi-hop networks. However, existing commercially

available and typically bespoke WiFi systems do not support multiple frequency channels when

operating in a multi-hop setting. Moreover, the number of non-overlapping channels in IEEE

802.11 standard is limited (i.e., 3 and 12 non-overlapping channels in IEEE 802.11b/g and IEEE

802.11a, respectively) [207].

In multi-radio multi-channel multi-hop wireless connections, channel assignments and interfer-

ence management are challenging, and designing efficient channel assignment algorithms, routing

metrics, and policies is necessary to effectively utilize and allocate channels and maximize end-

to-end throughput capacity by minimizing the interference. Prior research on interference man-

agement of multi-radio wireless networks [208–214] was predominantly based on a distributed

routing framework and did not comprehensively investigate how integrating an SDN-based archi-

tecture could be leveraged to mitigate interference when creating large multi-hop routes. To this

end, SDN could play an important role by providing a programmable framework wherein the con-

trol functions are logically centralized in one or more control entities, referred to as the controller.

The controller has a global view of the network by collecting real-time network information from

forwarding devices via open APIs. Various network applications and control algorithms run on

top of the controller to dynamically manage the network and to optimize resource allocation based

on an updated global view of the network [19, 215].

Several studies have been conducted on SDN-based multi-radio multi-channel multi-hop wireless

networks wherein routing and radio resource allocation are dynamically controlled and optimized

by a centralized controller [1, 93, 173, 216–219]. Regardless of the proposed SDN-based frame-

works, studies on practical implementation are still lacking. The author of [220] deployed an

SDN-based wireless mesh testbed called SoftMesh. In the proposed testbed, a centralized con-

troller programs multi-radio wireless routers and manages the network. A channel assignment al-

gorithm is designed for SoftMesh to increase network capacity by minimizing the interference and

number of channels used in wireless mesh networks. The algorithm considers the available chan-

nels, number of radios in each router, number of adjacent nodes, and number of wireless interfaces

at gateway nodes to find the possible number of interference-free channels and links from gateway

nodes to adjacent nodes. Their results showed that by increasing the number of channels used

in parallel, the transmission delay is diminished by 75%, and the network throughput increases

linearly. However, the proposed architecture cannot be applied to inexpensive commercial-off-

the-shelf (COTS) WiFi chipsets because of the adjacent frequency interference between channels

in a band in the chipsets.

A number of commercial and prototype hardware platforms have been proposed for multi-radio

multi-hop networks (see Table 6.1). [223] performed an experiment in a multi-interface WMN
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Table 6.1: Comparison of multi-radio multi-hop hardware platforms.
Reference Support of Multi-channel Commercial Availability Software Programmability

RAJANT Kinetic Mesh [221] No, end-to-end throughput declines fast with Yes Proprietary software and protocol with limited
growing number of hops programmability

Ubiquiti radio from UniFi [222] No, end-to-end throughput declines fast with Yes Proprietary software and protocol with limited
growing number of hops programmability

M. A. Filho et al. [223] Yes, two-radio devices (IEEE 802.11n/2.4&5.8 GHz) No, it is a testbed based on router products Yes, used the OpenFlow protocol for routing and
static frequency arrangement

M. Tanha et al. [224] Yes, multi-radio mesh routers (IEEE 802.11n/5GHz) No, this is a testbed that required wired Yes, used the OpenFlow protocol for routing and
connection for control signalling static frequency arrangement

D. Sajjadi et al. [1] Yes, two-radio mesh routers (IEEE 802.11n/5GHz) No, it is a testbed based on router products Yes, used NET-SNMP v5.7.2 on mesh routers to
apply channel frequency configuration on radios

Proposed Hardware Platform Yes, three non-overlapping channels in 2.4GHz Yes, built on commercially available ESP32 Yes, highly reprogrammable in support of
WiFi modules custom-designed protocols

testbed with homogeneous multi-channel routers (configured with the IEEE 802.11n in the 2.4

GHz and 5 GHz ISM band) to compare the performance of OpenFlow with traditional mesh pro-

tocols, i.e., better approach to mobile ad-hoc networking (BATMAN), ad hoc on-demand distance

vector (AODV), and hybrid wireless mesh protocol (HWMP), in terms of throughput, jitter, de-

livery rate, and the number of lost packets. They developed two mesh networks, one for the

control plane and the other for the data plane. They experimented the impact of different chan-

nel and interface assignments in their testbed. Their results showed that the OpenFlow-based

network provides more throughput compared to the traditional mesh protocols since all route cal-

culations are performed in the controller. [224] developed a prototype for reactive failure recovery

in multi-radio multi-channel SDN-based wireless mesh networks and compared the performance

of the proposed prototype with traditional mesh protocols (i.e., optimized link state routing pro-

tocol (OLSR), BATMAN-adv and Open80211s) in terms of recovery time. In their experiment,

two multi-interface routers were connected to two hosts via their Ethernet interface to maintain

the end-to-end connectivity between the hosts. Except for these two routers, the remaining mesh

routers in the network were connected to the controller via cable. The multi-interface routers were

connected to the backbone mesh routers via their wireless interfaces while using non-overlapping

channels for their connections. In this way, three disjoint paths were created over the backhaul

mesh network to maintain connectivity. Further, an out-of-band management network was set

up to enable the controller to manage the mesh routers. Their experimental results showed that

the proposed prototype provides better performance than traditional mesh protocols in terms of

recovery time. [1] developed an experimental testbed to compare the performance of SDN-based

wireless mesh networks with traditional protocols (i.e., OLSR, BATMAN-adv, and Open80211s)

in terms of channel switching latency in multi-hop multi-radio network scenarios. They created a

ring topology of seven mesh routers as a multi-radio multi-channel mesh backhaul. Each router

was equipped with two wireless radios operating in the IEEE 802.11n non-overlapping channels.

All mesh routers were connected to a network management server (NMS) via an out-of-band

Ethernet-based connection. NMS performed synchronization and channel switching processes in

the network. In addition to the aforementioned tasks, NMS handled routing in the SDN scenarios.

On each mesh router, NET-SNMP v5.7.2 was installed to apply the new channel frequency con-

figuration of the radios and to monitor the mesh routers. Their results indicated that SDN-based

105



CHAPTER 6. SOFTWARE-DEFINED NETWORKING-BASED ADAPTIVE ROUTING
FOR MULTI-HOP MULTI-FREQUENCY WIRELESS MESH

routing reduces the channel switching latency compared to traditional mesh protocols. However,

the focus of the above work has been on developing a proof of concept for integrating SDN-based

concepts and protocols such as OpenFlow into multi-hop mesh routing. Very little research has

been conducted on the use of SDN concepts to address or improve some of the fundamental chal-

lenges of multi-hop routing. Furthermore, the experimental work has been based on testbeds that

have been put together from commodity hardware. In this research, light-weight SDN-based multi-

radio hardware is developed. We also develop a new routing metric and interference mitigation

method that enables us to significantly increase the multi-hopping capacity of the network.

RAJANT corporation proposed a high-bandwidth wireless mesh network [221], called ”Kinetic

Mesh“, that provides a reliable network for remote management and control of a large volume of

assets in safety-related applications such as underground mining. In the Kinetic Mesh network,

each multi-radio wireless mesh node runs the InstaMesh network protocol to route data traffic

through the best available path and frequency with extremely low overhead. In the Kinetic Mesh

network, each node acts independently and can switch between the available radio frequencies by

analyzing the best path at the node level. Each node performs a real-time evaluation to determine

the best link to the destination of the packet. This reduces network overhead and accelerates the

response to network changes. However, the platform does not support software-defined network-

ing and still relies on tightly coupled specialized hardware and software (i.e., control and data

planes).

UniFi Corporation built a new mesh AP [222], named ”UniFi AC Mesh“. The AP supports al-

ternative antenna options. UniFi introduced Wireless Uplink to extend the wireless connectivity

between APs more flexibly and conveniently. It allows each AP with a wired data connection to

act as a base station/Uplink AP for up to four other access points on a single band. However, the

proposed platform is suited for static applications, and the bandwidth is reduced in large-range

multi-hop connections. Further, bulky, heavy, and expensive devices are used in the proposed ar-

chitecture, which cannot suppress adjacent frequency interference. To address this, we developed

our own device for faster deployment and faster recovery.

This chapter proposes a lightweight SDN-based multi-radio hardware platform that supports fre-

quency coloring and simultaneous transmissions between wireless nodes. A novel metric is pro-

posed that takes into account the frequency coloring, channel capacity, and probability of suc-

cessful transmission of the nodes. The Dijkstra’s algorithm is also extended to support frequency

coloring in our proposed platform. The algorithm takes into account all possible configurations of

alternating frequency arrangements for an end-to-end connection request and selects a path with

the maximum throughput. In the proposed multi-radio platform, one radio is used to connect to

the SDN controller and multiple non-overlapping frequencies are used for data traffic.

6.3 Proposed Architecture for Designed Platform

Figure 6.1 shows the architecture of our designed platform, which supports multi-hop multi-

frequency routing with the assistance of a controller. The detailed design of the platform and
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Figure 6.1: System architecture.

its functionality are described in the following subsections.

6.3.1 System Architecture

The proposed architecture integrates multiple commercial-off-the-shelf (COTS) WiFi modules to

play the role of a data switch. Each WiFi module operates in non-overlapping frequency bands

using channel-filtering techniques. A node can transmit and receive in different link directions

(including upstream and downstream) simultaneously without self-interference. To develop a low-

cost device, a token ring message bus is implemented between the radio modules using the Eth-

ernet medium access interface provided on the radio modules. The other alternatives to connect

WiFi modules are inter-integrated-chip sound (I2S), inter-integrated-circuit (I2C), and serial pe-

ripheral interface (SPI). However, Ethernet provides higher bandwidth and greater simplicity as

the main functions, such as packetization, error correction, and flow control, are supported by the

IP stack.

While the modules in a device need to talk with each other, yet each module has only a single

Ethernet interface. One option is to connect the Ethernet interfaces of the radio modules in a

device using a hub. However, this option is costly and increases the power consumption of the

device. The other option used in our platform is an Ethernet ring, which is a better solution in

terms of cost and power consumption. The Ethernet driver of each module is modified to facilitate

communication between modules and eliminate the loops in the Ethernet ring.

To separate the control plane from the data plane, one module, referred to as control module,

is used to form the control plane. The other modules, referred to as data modules, are used to

constitute the data plane. The control module is also used for data plane functions. However, its

priority is given to the control functions.

Figures 6.2 and 6.3 show the physical and logical views of the hardware platform. It is notable
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Figure 6.2: Physical view of designed hardware
platform.

Figure 6.3: Logical view of the designed plat-
form.

that in our proposed platform, we can have more modules on the data plane. Further, the selection

of the frequency band used by each module is important and needs to be taken into account. Since

the modules are placed close to each other, the frequency bands for two adjacent modules should

be selected to minimize the adjacent and co-channel interference.

The main purpose of using three WiFi interfaces operating on non-overlapping frequency bands

for the data plane functions is to minimize the interference between wireless links in multi-hop

connections. The other purpose is to improve the network throughput by enabling the nodes to

transmit and receive data traffic simultaneously since a single WiFi interface cannot transmit and

receive on the same frequency concurrently. Consequently, the use of non-overlapping frequency

bands enables simultaneous transmission and reception in each node.

Each node forwards its link-state information (i.e., the list of one-hop neighbors and the received

signal strength indication (RSSI) from the neighbor) to the controller, using its control module.

The controller can build a link-state database (LSDB) of the entire network using the received

information. The controller can instruct the nodes to forward their data traffic on the data plane.

The control module of each node receives the control information from the controller and forwards

the information to the other modules on the data plane. On the data plane, each module can play

two roles, namely, the AP role when sending data traffic and the STA role when receiving data

traffic. The controller determines the role of each data module in the end-to-end connectivity.

As indicated in Figure 6.3, there are three WiFi modules operating in non-overlapping frequency

bands: f1, f2, and f3. The modules are connected to one another through Ethernet interfaces

creating a LAN broadcast domain and forming a high-speed Ethernet ring. Figure 6.3 illustrates

the way in which the transmitter pins of a module (TX ) are connected to the receiver pins (RX )

of the other modules. In the designed platform, we modify the Ethernet driver of each module
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Algorithm 2 Operations of SDN-based adaptive routing for multi-hop multi-frequency wireless
networks
Initialization.
Step 1 - Control modules (M2) of all the devices run a mesh protocol (e.g., WiFi ad-hoc mode for
the control channel).
Step 2 - Periodically or driven by events, data modules (M1 and M3) measure link-state infor-
mation (including the number of neighboring nodes and the RSSI) and forward it to the control
module (M2) at each node.
Step 3 - Control module (M2) of all devices reports the received link-state information to the
controller.
Step 4 - The controller evaluates the transmission probability of each node by using (6.6) and the
cost matrices of data links by using (6.7) – (6.9), and runs the proposed E-Dijkstra’s algorithm to
generate routes and frequency arrangements.
Step 5 - The controller notifies the involved nodes of the routes and frequency arrangements.
Step 6 - The involved nodes implement the routes and frequency arrangements.

Ethernet interface to facilitate the Ethernet connection between the modules in the ring. The

following four rules are written in the driver to instruct the devices on how to process a received

packet:

• If the source address of the received frame is the same as the device address, then the device

must drop the frame. This case occurs when the device sends a broadcast message, and the

broadcast message is received by the device through the ring. In other words, the device

receives its broadcast message, which results in a loop.

• If the frame’s destination does not match the device address or the broadcast address

(FF:FF:FF:FF:FF:FF), then the module forwards the frame to the next module.

• If the destination of the received frame is a broadcast address (FF:FF:FF:FF:FF:FF), then

the device must process and forward the frame.

• If the destination address of the received frame is the same as the device address, then the

device processes the frame but not forward it.

6.3.2 Proposed SDN-based Adaptive Routing Algorithm

In our proposed architecture, there is a main controller that manages multi-hop routing in the

network. The devices are equipped with the designed hardware platform. Each device employs

one module as a control module to exchange control information with the controller and uses

other existing modules as its data modules to communicate with other devices in the network. The

controller uses the same frequency as the control module of the nodes. The controller collects

the link-state information of each node from their control module. Algorithm. 2 summarizes the

operation of the proposed system.

The control module of each node runs a multi-hop (low-data-rate) mesh protocol to reach the

controller. We consider the ESP-MESH protocol, which is the default mesh protocol of the ESP32

modules [225], [226]. The controller does not have to be in the direct transmission range of
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Table 6.2: List of notations for network abstraction

Notation Description
n Total number of nodes in the network
C Link capacity (b/s)
B Bandwidth (Hz)
RSSI Received Signal Strength Indicator (Watt)
N0 Noise
Ck

n×n n-by-n link capacity matrix for modulek
Pi,j Probability of successful transmission of nodei with frequency fj
dij Distance between nodei and nodej (m)
Lij Link between nodei and nodej
CMi

n×n n-by-n cost matrix for modulei
ETh(i,j) End-to-end throughput between nodei and nodej
R Radio transmission range of a node (m)

Table 6.3: List of notations for Bianchi’s model

Notation Description
t Slot time
τ Probability of collision (more than one transmission at the same time)
p Probability of transmission
CW Backoff contention window
N Number of links in the one single-collision domain
P Probability of successful transmission during a random time slot
m Maximum backoff stage, CWmax = 2mCWmin

every single node. By running the multi-hop mesh protocol, the controller can deliver routing

and frequency arrangement decisions to every node and collect the traffic density information

of the nodes (see dashed control links in Figure 6.1). The control module collects the link state

information of the data modules via the Ethernet ring and forwards the information to the controller

in each device. Consequently, the controller can have a global view of the network and instruct

the nodes on their data forwarding functions. Because each data module has its neighbor table

(i.e., the list of one-hop neighbors and RSSI from the neighbors), these tables are forwarded to

the controller. The controller builds three LSDBs (in the case of using three data modules) based

on the information received from each data module. Depending on the metric used by the routing

protocol, the controller calculates the cost of each link in the network— for each data module

separately— and builds three cost matrices. The controller then finds the least-cost path with

alternating frequencies for active flows in the network. To this end, we extend the Dijkstra’s

algorithm, referred to as E-Dijkstra, to support frequency coloring in our proposed platform.

For each active flow in the network, the controller finds the least-cost path with alternating fre-

quencies and forwards the forwarding information (data module to be used to forward or receive

data traffic, the role of the data module (AP or station), and SSID to connect to the AP data mod-

ule) to the involved nodes in the flow. Next, the control module of the involved nodes forwards the

received information to the associated data modules through the ring. Finally, the nodes involved
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in an end-to-end connection forward the data packets based on the controller instructions.

The routing metric used by the controller and the operation of the E-Dijkstra’s algorithm are

detailed in Sections 6.3.2.1 and 6.3.2.2, respectively.

6.3.2.1 Proposed Metric for Multi-hop Multi-frequency Routing

This section describes the metric designed for multi-hop multi-frequency routing in the proposed

architecture. The designed metric considers the link capacity, frequency coloring, and probability

of successful transmission for each node. Any routing protocol can run as an application at the

controller and can use the proposed metric to define the paths with the maximum end-to-end

capacity. The details of the factors used by the proposed metric and the manner in which the

controller determines the least-cost paths in the network are explained in the following paragraphs.

Table 6.2 outlines the list of key notations for network abstractions.

As described in Section 6.3, the controller collects the link-state information of each data module

(f1, f2, and f3) from each node (i.e., the list of one-hop neighbors and RSSI from the neighbors)

through the control channel and builds three link-state matrices for each data module. In our

analysis, there is a link between nodei and nodej , if the distance between the two nodes (dij) is

shorter than min(Ri, Rj), where Ri and Rj are the radio transmission ranges of nodei and nodej ,

respectively.

Lij =

0, if dij ≥ min(Ri, Rj) or i = j;

1, if dij < min(Ri, Rj);

The measured power level (i.e., RSSI in watts) that nodei receives from nodej is calculated as

follows [227, 228]:

RSSIij =

0, if Lij = 0;

10−3(10
A−10 η log(dij)

10 ), if Lij = 1;

where A is the received signal strength at 1 meter, η is the path-loss exponent, and dij is the

Euclidean distance between nodei and nodej in meters.

After building the link-state matrices, the controller calculates the channel capacity for the links

made by each data module (see (6.1)) and builds three capacity matrices, denoted by C1, C2, and

C3, for the data modules, f1, f2, and f3, respectively. We use the Shannon–Hartley theorem [229]

to calculate the capacity of each link. According to the Shannon–Hartley theorem, the maximum

channel capacity (C) of a wireless communication link with a specified bandwidth is calculated as

follows:

C = B log2(1 +
RSSI

N0
) (6.1)

where B is the channel’s bandwidth in Hertz and N0 is the average noise power.

From (6.1), the channel capacity of a link between nodei and nodej , denoted by C(ij), is defined
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as below:

C(ij) =

0, if RSSIij = 0;

Bj log2(1 +
RSSIij
N0

), if RSSIij ̸= 0;

Based on C(ij) and the RSSI matrices, the controller builds the following link capacity matrix for

each data module:

Ck
n×n =



0 Ck
12 · · · Ck

1n

Ck
21 0 · · · Ck

2n

Ck
31 Ck

32 · · · Ck
3n

...
...

. . .
...

Ck
n1 Ck

n2 · · · 0

 (6.2)

where k is the index to the data modules.

In addition to the link capacity, the probability of successful transmission for each node, denoted

by P , is another factor that must be considered when calculating the cost of the link. The value of

P can be different between the data modules of a node, depending on the traffic density of each

data module. To find the value of P , we employ the Bianchi’s model [230] proposed for wireless

networks that use distributed coordination function (DCF) techniques for contention-based media

access control (MAC). In the DCF technique, binary exponential backoff rules are implemented

to minimize the probability of transmission collision in wireless communications. When a station

has a packet to send, it starts to monitor the channel. If the channel is idle for a Distributed Inter-

Frame Space (DIFS) time, the station will transmit. Otherwise, it monitors the channel until it

is measured as idle for a DIFS time. Then, the station generates a random backoff interval and

waits for this interval before transmitting the packets. The value of the backoff time depends on

the number of retransmissions that failed for the packet and is randomly and uniformly chosen in

the range (w − 1), where w is the size of the contention window, and its value depends on the

physical layer of the devices. We do not delve into the details of the DCF techniques due to space

constraints.

In the Bianchi’s model, it is assumed that there is a fixed number of nodes in the network, the

channel condition is ideal (hidden terminals are ignored), and each node always has a packet

available for transmission. Table 6.3 indicates the notations used in the Bianchi’s model.

Based on the two-dimensional Markov model presented by the Bianchi’s model, the probability

of transmission (p), probability of collision (τ ), and probability of successful transmission (P )

during a random time slot are calculated as below [230]:

p = 1− (1− τ)N−1 (6.3)

τ =
2

1 + CWmin + p CWmin
∑m−1

k=0 (2p)
k

(6.4)

112



6.3. PROPOSED ARCHITECTURE FOR DESIGNED PLATFORM

P =
Nτ(1− τ)N−1

1− (1− τ)N
(6.5)

We extend (6.5) to fit our proposed platform, as follows:

Pi,j =
Ni,jτ(1− τ)Ni,j−1

1− (1− τ)Ni,j
, i ∈ {1, · · · , n} & j ∈ {1, 2, 3} (6.6)

where Pi,j is the probability of the successful transmission of nodei with frequency fj , and Ni,j

indicates the frequency density of data module fj in nodei.

The controller calculates the probability of successful transmission of each data module based on

(6.6). The controller then builds three cost matrices based on the values of P and C, referred to as

CM1, CM2, and CM3, for f1, f2, and f3 data modules, respectively.

CM1
n×n =



∞ 1
P1,1C1

12
· · · 1

P1,1C1
1n

1
P2,1C1

21
∞ · · · 1

P2,1C1
2n

...
...

. . .
...

1
Pn,1C1

n1

1
Pn,1C1

n2
· · · ∞


(6.7)

CM2
n×n =



∞ 1
P1,2C2

12
· · · 1

P1,2C2
1n

1
P2,2C2

21
∞ · · · 1

P2,2C2
2n

...
...

. . .
...

1
Pn,2C2

n1

1
Pn,2C2

n2
· · · ∞


(6.8)

CM3
n×n =



∞ 1
P1,3C3

12
· · · 1

P1,3C3
1n

1
P2,3C3

21
∞ · · · 1

P2,3C3
2n

...
...

. . .
...

1
Pn,3C3

n1

1
Pn,3C3

n2
· · · ∞


(6.9)

In the CM1, CM2, and CM3 matrices, for linkij , Pi,1, Pi,2, and Pi,3 are the probabilities of

successful transmission of nodei for the f1, f2, and f3 data modules, respectively. C1
ij , C

2
ij , and

C3
ij indicates the channel capacities of the link between nodei and nodej for the f1, f2, and f3

frequencies, respectively.

A path is selected to maximize the end-to-end throughput between nodei and nodej , denoted by

ETh(ij), as given by

ETh(ij) =
1∑L

k=1
1

PkCk

, (6.10)

where Ck is the capacity of the kth link in the path to the destination, Pk is the probability of
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successful transmission of the upstream node of the kth link along the path, and L is the number

of links between the source and destination nodes.

To find the least-cost path with alternating frequencies between any source and destination, we ex-

tend the Dijkstra’s algorithm, referred to as the E-Dijkstra’s algorithm. In the extended algorithm,

three cost metrics are searched in an alternating manner, and for each search, the least-cost link is

selected. The details of the E-Dijkstra’s algorithm are described in the following section.

6.3.2.2 E-Dijkstra’s Algorithm

The Dijkstra’s algorithm and the Bellman-Ford algorithm are the known least-cost-path algorithms

that find the least-cost paths between all the nodes in a graph. The Dijkstra’s algorithm only

supports edges with non-negative weights and provides less complexity compared to the Bellman-

Ford algorithm. The time complexity of the Dijkstra’s algorithm and the Bellman-Ford algorithm

is O(V + E log(V )) and O(V.E), respectively, where V is the number of nodes, and E is the

number of edges in the graph [231]. In this study, we consider the Dijkstra’s algorithm since the

weights are non-negative for the edges of our cost graph.

The Dijkstra’s algorithm finds the least-cost paths between all the nodes in a graph. For a given

source node in the graph, the algorithm finds the least-cost paths between that node and every

other node. The algorithm takes two values, that is, a cost graph representing the cost of each link

in the network and the source node ID. It calculates the least-cost path from the source node to

every other node in the network.

We extend the Dijkstra’s algorithm to support frequency coloring along with path selection, since

we have three cost graphs (one for each data module) in the proposed ESP32-based hardware

platform. Algorithm 3 summarizes the proposed E-Dijkstra’s algorithm, which runs the Dijkstra’s

algorithm to recursively evaluate the routing cost of a node and its potential upstream node for

each of the frequency channels potentially used between the nodes. Let N denote the number of

available channels (N = 3 in the ESP32 platform). The key difference between the E-Dijkstra’s

algorithm and the standard Dijkstra’s algorithm is that N costs are evaluated for the pair of nodes

for a frequency channel potentially used between the nodes, accounting for all the N possible

selections of the incoming frequency channel at the upstream node. Given the N possible se-

lections of the channel from the upstream node to the designated node, N2 possible incoming

routing costs of the designated node need to be recursively updated in parallel in the E-Dijkstra’s

algorithm. Upon convergence, the frequency channel with the lowest routing cost is selected at

the destination. The route and its channel arrangement can be accordingly obtained by backward

induction, as done in the Dijkstra’s algorithm.

Figure 6.4 depicts an example network consisting of seven nodes. Every node supports three fre-

quencies for the data plane: f1, f2, and f3. The controller collects the control information of all

nodes and builds three cost matrices for the data modules. Suppose that the source and destination

nodes of a flow are node2 and node7. The controller then runs the E-Dijkstra algorithm, which

takes four input values, that is, the cost matrix of each data module and source node ID. The algo-
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Algorithm 3 The proposed E-Dijkstra’s algorithm
Input

s: index of source node, 1 ≤ s ≤ n, where n is the total number of nodes
t: index of the destination node, 1 ≤ t ≤ n
Ci ∈ Rn×n, i = 1, ..., Nch, where [Ci]j,k is the cost between node j and node k in channel
i, Nch is number of available channels (3 in our study)

Output
The least-cost path tree from the source node to every other node in the network, and the
corresponding channel assignments.

1: procedure E-DIJKSTA:
2: Let Q = {{(i, v)}Nch

i=1 }nv=1

3: for v = 1, ..., n do
4: for i = 1, ..., Nch do
5: if v == s then
6: d[i, v] = 0;
7: else
8: d[i, v] = ∞;
9: end if

10: p[i, v] = Undefined
11: end for
12: end for
13:

14: while Q is not empty do
15: Let (i, u) = argmin(j,v)∈Q d[j, v]
16: Q = Q\(i, u)
17: for each neighbour v of u do
18: for j = {1, ..., Nch}\i do
19: if d[i, u] + [Cj ]u,v < d[j, v] then
20: d[j, v] = d[i, u] + [Cj ]u,v;
21: p[j, v] = (i, u);
22: end if
23: end for
24: end for
25: end while
26:

27: Let i = argminj=1,...,Nch
d[j, t], u = t, path = [ ]

28: while u ̸= s do
29: path.append((i, u));
30: (i, u) = p[i, u];
31: end while
32:

33: return path
34: end procedure
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Figure 6.4: Functionality of the proposed SDN-based adaptive routing algorithm.

Table 6.4: Forwarding instructions for flow 2-7
Node ID Transmitter module Module operation mode Downstream SSID Receiver module Module operation mode Upstream SSID
Node2 f3 AP SSID1 - - -
Node1 f2 AP SSID2 f3 STA SSID1
Node3 f1 AP SSID3 f2 STA SSID2
Node5 f3 AP SSID4 f1 STA SSID3
Node7 - - - f3 STA SSID4

rithm considers the possible frequency arrangements. For each possible order of frequencies, the

algorithm searches the three matrices until it finds the least-cost path to any other available node

in the network. Finally, the lowest-cost path (i.e., with the maximum end-to-end throughput) is

selected among all the obtained least-cost paths for each possible receiving frequency of the des-

tination. It is worth mentioning that our proposed platform can support different routing protocols

and strategies. The following section describes the proposed routing strategy for this study.

6.3.2.3 Routing Strategy

In our platform, the control module of each node forwards the link state information of the data

modules to the controller. Based on the received information, the controller builds the LSDB of

the entire network, calculates the capacity of the available links, and creates three cost matrices

for each data module. If the controller receives a path request to a specific target, it runs the

E-Dijkstra’s algorithm on the cost matrices to find a path with alternating frequencies and the

maximum end-to-end throughput. Based on the obtained path, the controller instructs the involved

nodes of the flow on the frequency that must be used for sending or receiving data traffic, the

operation mode of the selected data module (AP or Station), and the SSID is used to connect to

the AP data module.

Step 4 in Figure 6.4 indicates the selected data path by the E-Dijkstra’s algorithm for flow 2-7.

The controller sends the forwarding instructions to the control module of the involved nodes (2,

1, 3, 5 and 7). For nodes that are far from the controller, the control information is sent through

multi-hop connections between the control modules of the nodes. The forwarding instructions sent

by the controller for flow 2-7 are illustrated in Table 6.4. The information includes the frequency

that must be used by the relay nodes to forward and receive data packets, the operation mode of
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transmitter and receiver data modules, and SSIDs that are defined for upstream and downstream

connections.

After receiving the instructions from the controller, the control module forwards the instructions

to the data plane modules via the aforementioned Ethernet ring. Subsequently, the module with

the AP role starts to send the data. For each hop-to-hop connection in the path to the destination,

there are identified pairs with unique SSID. Therefore, for each AP, there is only one station. In

this example, the following connections exist:

• 2 − > 1 SSID = SSID1

• 1 − > 3 SSID = SSID2

• 3 − > 5 SSID = SSID3

• 5 − > 7 SSID = SSID4

When node2 is sending data, the only station listening to f3 frequency with SSID1 is node1. Con-

sequently, the only node that can receive data is node1. Then, node1 forwards the received data

through its f2 frequency. The only station listening to f2 frequency with SSID2 is node3, So node3
is the only node that can receive data from node1 and so on. Using this strategy, we can create a

multi-hop data flow with minimum overhead.

6.4 MATLAB-based Simulation Study

This section presents an analytical study of the performance of our proposed SDN-based adaptive

routing for multi-hop, multi-frequency platforms. To this end, we calculate the cost of each link

in the network for each data module based on the metric proposed in Section 6.3.2.1. For this pur-

pose, we first calculate the RSSI for each node to build the capacity matrices. Then, we calculate

the probability of successful transmission of each data module. Finally, the cost of each link is

calculated based on the obtained C and P values, as explained in the following sections.

6.4.1 Link Capacity

For each node in the network, we calculate the RSSI from the neighbors based on the equation de-

fined in Section 6.3.2.1. Then, based on the obtained RSSIs, the capacity of each link is calculated

using (6.1), wherein N0 is 10−6 Watt/Hz and B is 40 MHz.

6.4.2 Probability of the Successful Transmission of the Nodes

To evaluate the probability of the successful transmission of a data module based on (6.6), the

value of τ is calculated from (6.4). To calculate τ , the values of the following parameters are

given in (6.4):

• The value of p (the probability of transmission) is calculated using the dimensional search

in (6.3) and (6.4). The obtained value of p is 0.29.
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Figure 6.5: MATLAB simulation result of the se-
lected route by the E-Dijkstra’s algorithm in the
presence of spatially varying interference within a
square area of side 1,000 meters.

Figure 6.6: MATLAB simulation result of the se-
lected route by the E-Dijkstra’s algorithm in the
presence of spatially varying interference within a
square area of side 500 meters.

• CWmin and CWmax are taken form the IEEE 802.11 standard [232,233], where CWmin

and CWmax are set to 32 and 1024, respectively.

• The maximum backoff stage in (6.4), denoted by m, is defined as follows [230]:

m = log2
CWmax

CWmin
(6.11)

After calculating τ , we place its value in (6.6) to evaluate the probability of successful transmission

of each data module. The number of neighbors for each data module is calculated based on the

adjacency matrix of each data module. For our analysis, we make the following assumptions:

• It is assumed that there are two types of nodes in the network. One type, referred to as

the main node, is equipped with three interfaces operating at frequencies f1, f2, and f3. The

main nodes are uniformly distributed in a square area of side 1, 000 meters and participate in

multi-hop routing by receiving the forwarding information from the controller. The second

type of nodes, referred to as interference nodes, interfere with the data modules of the main

nodes. The interference nodes are randomly distributed and equipped with only one WiFi

interface.

• All nodes in the network have the same radio transmission range (250 meters by default).

To demonstrate the performance of the proposed routing algorithm and metric, we define two dif-
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ferent scenarios: in the first scenario, there is no interference node in the network. For each main

node, the calculated cost matrix for each data module is the same. Consequently, when the con-

troller runs the E-Dijkstra’s algorithm and searches for different possible alternating frequencies

between the source and destination, the achieved paths for six possible alternating frequencies

have the same throughput. This is because each data module (or, in other words, each channel)

of a relay node undergoes the same traffic density around the node. The cost matrix is identical

among the modules. In the second scenario, we add randomly located interference nodes. By this

means, the cost matrix of each data module is different. This is because the inserted interference

nodes only work in one frequency and cause interference for the data module operating at the

same frequency. Therefore, the frequency density of the affected data module is increased. The

controller, based on our designed metric, selects a path with less affected interference. The main

nodes and interference nodes in the plot are indicated by the ◦ and ∗ markers, respectively. The

paths selected by the controller for the first and second scenarios are indicated by solid red and

dashed blue lines, respectively. The intermediate nodes between the source and destination in the

selected paths are filled in black and red colors for the first and second scenarios, respectively.

Figure 6.5 depicts the selected path by the controller for both defined scenarios when the number

of interference nodes in the second scenario is 100 nodes, and the interference nodes are equipped

with one WiFi interface working on f1 frequency. As depicted, in the second scenario, because

of the increased traffic density of the f1 data module in some main nodes, the selected path in

the first scenario (solid red line) no longer provides the maximum throughput, and the controller

selects another path (dashed blue line) as depicted in Figure 6.5. If the selected path by the first

scenario is used for the second scenario with interference nodes, then the cost of the path based

on the updated cost matrices ((6.7), (6.8), and (6.9)) would be 3.16 × 10−7, while the cost of the

selected path by the controller is 1.34× 10−7 (almost three times lower).

Figure 6.6 presents the paths selected by the controller when each data module experiences dif-

ferent traffic densities in the second scenario. In this analysis, the main nodes are distributed

uniformly in an area of 500× 500m2, and 300 interference nodes are distributed randomly in the

network. Each interference node has only one WiFi interface. One hundred interference nodes op-

erate in f1 frequency, 100 operate in f2 frequency, and the rest work in f3 frequency. As illustrated,

the controller selects links with the least interference to direct data traffic between the nodes.

6.5 Performance Analysis using Mininet-WiFi

We implement the platform in Mininet-WiFi emulator to demonstrate the application of the pro-

posed platform in multi-hop multi-frequency wireless mesh networks. This is because performing

a real-world experiment with a large number of nodes is not possible due to the lack of sufficient

prototype devices.

The algorithms simulated here include:

• The original Dijkstra’s algorithm, which is known to be optimum for single frequency/chan-

nel routing in the absence of interference and can be readily deployed in the first class of the
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platforms compared in Table 6.1.

• The extended Dijkstra’s algorithm, which is extended from Dijkstra’s algorithm and opti-

mum for multi-channel multi-frequency routing in the absence of interference, and can be

readily deployed in the second class of the platforms compared in Table 6.1.

• The full proposed E-Dijkstra’s algorithm with background interference considered (when

evaluating the capacity of each link). The algorithm can be readily applied to the second

class of the platforms compared in Table 6.1.

All these algorithms can be deployed in the state-of-the-art platforms summarized in Table 6.1.

The Dijkstra’s algorithm and its extension without consideration of background interference are

expected to provide the best possible routes for single-channel and multi-channel platforms, re-

spectively. By comparing the algorithms, we see that by taking background traffic into account,

the proposed E-Dijkstra’s algorithm can considerably outperform the Dijkstra’s algorithm and its

extension without considering background traffic.

Mininet-WiFi [82] is a network emulator that enables the creation of different numbers of virtual

wireless stations and access points based on the most common Linux wireless device driver. We

implement the designed platform in Mininet-WiFi, and on top of that, we develop an adaptive

routing algorithm and investigate its performance in large-scale networks. To verify the results

achieved in the previous section, we implement similar scenarios in Mininet-WiFi to demonstrate

the achieved throughput.

The network built in Mininet-WiFi is characterized as follows:

• All main nodes (◦) are uniformly distributed and equipped with three wireless interfaces

with IEEE 802.11g standard working at different non-overlapping channels ( ′1′, ′6′ and
′11′).

• Interference nodes (∗) are equipped with one IEEE 802.11g standard wireless interface

working in channel ′1′. They run a mesh routing protocol to communicate.

• The transmission range of all the wireless interfaces is 40 meters

• The Log-Distance Propagation Loss Model is selected (exp = 3)

• The main nodes employ channels ’1’, ’6’, and ’11’ in an alternating manner in a multi-hop

connection.

• A unique SSID is assigned to each hop-to-hop link. For each link, the upstream interface

plays an AP role, and the downstream interface plays a station role.

• All the nodes are stationary. The investigation of the proposed protocol under mobility will

be conducted in the future.

We run the E-Dijkstra’s algorithm to select the best path for a specific source and destination.

Then, the wireless interface of the involved main nodes is configured accordingly. TCP and UDP

iperf tests are run between the source and destination of a flow to measure the end-to-end through-

put. The measurements lasts 240 seconds. A network topology is implemented with 36 main nodes
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Figure 6.7: Mininet-WiFi simulation result when there are 30 interference nodes

Figure 6.8: TCP/UDP throughput VS. background WiFi traffic density

in the presence and absence of 30 interference nodes, as depicted in Figure 6.7. In the absence

of 30 interference nodes, the E-Dijkstra’s algorithm selects the solid red line with a throughput of

36.7 Mbps for TCP traffic and 26.5 Mbps for UDP traffic. In the presence of 30 interference nodes,

the algorithm chooses a different path (i.e., dashed blue line) with a throughput of 16.1 Mbps for

TCP traffic and 18.8 Mbps for UDP traffic. For comparison purposes, we also show the throughput

of the path selected without considering the interference nodes (i.e., the above-mentioned red solid

path) in the presence of the interference nodes. The throughput is 11.1 Mbps, and 16.1 Mbps for

TCP and UDP traffic, respectively, both of which are substantially lower than the throughput of

the path selected with consideration of interference nodes (i.e., the above-mentioned blue dashed

line).

We also inject more traffic into interference nodes and show that the path selected with the con-
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sideration of interference nodes increasingly outperforms the path selected without consideration.

We also run the Dijkstra’s algorithm to compare its performance with our developed algorithm.

The Dijkstra’s algorithm selects paths with the minimum number of hops and does not take into

account the interference. As it is shown in Figure 6.7, the throughput of the shortest path (dotted

green line) is significantly lower, as compared to the selected paths by the E-Dijkstra’s algorithm

(i.e., throughput of 6.59 Mbps and 9.53 Mbps for TCP and UDP traffic in the absence of 30 in-

terference nodes and throughput of 4.20 Mbps and 6.10 Mbps in the presence of 30 interference

nodes).

We further vary the number of interference nodes from 20 to 50, as shown in Figure 6.8. This figure

shows that the consideration of background WiFi traffic density is important for the selection of

effective paths and frequencies to maximize the end-to-end throughput of the link.

6.6 Conclusion

While multi-hop multi-frequency mesh has been extensively studied in the past decades, only sev-

eral deployable and relatively bulky systems have been developed to support small numbers of

hops under stationary settings. This chapter proposed a new SDN-based adaptive routing frame-

work for multi-hop multi-frequency wireless mesh networks. Specifically, a lightweight hardware

platform was developed by CSIRO, which supports multiple non-overlapping WiFi channels. We

developed the new E-Dijkstra’s algorithm that can adaptively select routing paths and frequency

arrangements to maximize the end-to-end throughput. By incorporating background WiFi traffic

into the routing cost metrics, the algorithm can find the least-cost path and mitigate the impact of

interference. We used Mininet-WiFi to evaluate the performance of the proposed adaptive routing

algorithm under various network scenarios. Our results showed significant improvements in terms

of end-to-end throughput and hence achieved higher levels of scalability when compared with the

shortest-path-based routing strategy.
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7
Conclusions and Recommendations for Future

Work

A comprehensive literature review was undertaken to identify the challenges and limitations of

existing wireless networks (cellular networks in particular) and different solutions to improve the

cellular network capacity. Further, 5G networks and their promising technologies, such as device-

to-device communications and SDN were reviewed. From the literature, it was concluded that

regardless of various SDN-based solutions for cellular networks, little attention has been paid

to designing scalable multi-hop protocols for future SDN-based base stations wherein multi-hop

routing can be tightly and intelligently controlled and managed by an SDN-based BS.

An SDN-based routing framework, referred to as VARP, was proposed for cellular networks to

offload cellular networks. One of the key distinguishing factors between VARP architecture and

purely ad hoc routing protocols is the integration of an SDN backbone architecture. In this ar-

chitecture, the SDN controller is directly connected to the base-stations. Each base-station then

transmits and receives control information to the mobile nodes via one or more cellular chan-

nels. On the SDN controller side, the control information received from the mobile nodes is used

to build a link-state database (LSDB). The SDN controller performs various operations, such as

route calculation and topology control. On the UE side, the UE can request different routing

information from the SDN controller.

Two routing protocols were designed for multi-hop routing in the proposed framework: VARP-

S and SMDRP. The former is a source-based routing protocol, while the latter is a hop-by-hop

routing protocols. In VARP-S, the UE requests the path information to transmit data to a specific

destination. In the SMDRP, the UE will ask only for the next-hop route information (i.e., each
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node along the path will make a routing decision). The UE then uses this information to build

an MD2D routing architecture over unlicensed WiFi frequency bands. For both protocols, the

controller determines whether the out-of-band MD2D routes can successfully meet the require-

ments of the flows; if they do, then they are used. Otherwise, the controller uses the cellular

network to inter-connect the end-to-end nodes. Furthermore, depending on the availability of

MD2D routes, the controller may dynamically switch between MD2D and cellular modes, which

ensures that traffic offloading does not jeopardize the quality of data packet flows. The benefits

of the proposed architecture are numerous: security (authenticated/registered devices), elimina-

tion of multi-hop flooding, and the end-user nodes can operate as a simple forwarding device in

a more controlled manner than the traditional ad hoc protocols. The performance of the proposed

routing protocols was compared with the previously designed SDN-based protocol in [3], known

as HSAW. Our results showed that VARP-S and SMDRP provide better performance in terms of

the routing overhead, energy, and memory usage of mobile nodes.

A multi-protocol framework was designed to enable the development of multiple routing protocols

under a single framework. An SDN-based BS logically divides a cell into a number of clusters

based on the collected information from the cell (such as, node density, mobility rate, and traffic

density). Then, the SDN-based BS selects the most suitable multi-hop routing protocol for each

cluster. Active and passive programming approaches have been proposed to program mobile de-

vices. In the former, the controller determines the forwarding paths to mobile nodes, whereas in

the latter, the conventional MANET routing protocols run on the mobile nodes, and the controller

provides the information that enables those protocols to self-optimize. In this study, we employed

an active approach to program mobile devices. A simulation study was conducted to investigate

the performance of the framework. To achieve this, four clusters were developed with various

network conditions (such as, node density, mobility rate, and number of flows). Then, the perfor-

mance of previously designed protocols (HSAW and VARP-S) was investigated for each cluster

to determine which protocol operates better in which cluster. Based on the achieved results, a pro-

tocol selection methodology based on the AHP MCDM was developed to select the most efficient

routing protocol for each cluster. Then, the mobile nodes in each cluster ran the selected protocol

to investigate the achieved performance. The simulation results illustrated that the multi-protocol

framework increased the total network throughput compared to the single-protocol frameworks.

An SDN-based adaptive routing algorithm was designed for multi-hop multi-frequency wireless

networks. To achieve this, an SDN-based hardware platform was developed by CSIRO, where

low-power, inexpensive, and lightweight chipsets were used to address the power constraints of

the devices participating in multi-hop communications. Furthermore, the control plane functions

were separated from the data plane functions using different interconnected WiFi radio modules

for each plane. The multiple general-purpose commercial-off-the-shelf (COTS) WiFi modules

were modified and repurposed to operate in non-overlapping frequency bands to enable a node

to simultaneously receive and forward data traffic from and to other nodes in the network. High-

speed inter-module connections were designed on the new platform, where Ethernet interfaces

were utilized to connect the WiFi modules in a high-speed ring, up to 40 Mbps (rather than using
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the typical I2C or SPI bus which is up to 10 Mbps). New rules were specified to address the

connection and deliver data between the modules. In the proposed platform, the control module of

each node collects the link-state information of other data modules and forwards that information

to the controller. Hence, the controller has a global view of the network and makes forwarding

decisions in the network. A novel metric was designed for routing on the platform. The metric

considers the link capacity and traffic density of each data module. Dijkstra’s algorithm, referred

to as E-Dijkstra, was extended to support the proposed platform and to select paths with maximum

end-to-end throughput by evaluating the end-to-end routing costs under different possible channel

arrangements of the nodes. The performance of the proposed adaptive routing algorithm under

dense network settings was investigated using Mininet-WiFi. The simulation results showed that

the proposed routing algorithm improves the end-to-end throughput capacity by considering the

surrounding WiFi traffic and adaptively selecting routes and channels.

7.1 Future Work

Future research should further develop and confirm the initial findings of this thesis for the pro-

posed frameworks and protocols. To achieve this, a large-scale study for different types of ap-

plications (such as IOT) should be conducted to show the benefits of the proposed frameworks

and MD2D protocols beyond our study using real-world hardware. Some of the specific future

research directions that could be explored includes: 1) the functionality of the proposed protocols

should be extended to support out-of-cell, downlink, and uplink communications, 2) parametric

optimization using machine-learning techniques to enhance the performance of the protocols is

another interesting area to explore, and 3) the performance of the proposed SDN-based adaptive

routing algorithm should be investigated for mobility scenarios. Furthermore, the impact of using

different types of multi-hop routing protocols on the developed hardware platform can be evalu-

ated.
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