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Abstract. AI explainability is becoming indispensable to allow users to
gain insights into the AI system’s decision-making process. Meanwhile,
fairness is another rising concern that algorithmic predictions may be
misaligned to the designer’s intent or social expectations such as dis-
crimination to specific groups. In this work, we provide a state-of-the-art
overview on the relations between explanation and AI fairness and es-
pecially the roles of explanation on human’s fairness judgement. The
investigations demonstrate that fair decision making requires extensive
contextual understanding, and AI explanations help identify potential
variables that are driving the unfair outcomes. It is found that different
types of AI explanations affect human’s fairness judgements differently.
Some properties of features and social science theories need to be consid-
ered in making senses of fairness with explanations. Different challenges
are identified to make responsible AI for trustworthy decision making
from the perspective of explainability and fairness.
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1 Introduction

Artificial Intelligence (AI) including Machine Learning (ML) algorithms are in-
creasingly shaping people’s daily lives by making decisions with ethical and legal
impacts in various domains such as banking, insurance, medical care, criminal
justice, predictive policing, and hiring [43, 44]. While AI-informed decision mak-
ing can lead to faster and better decision outcomes, however, AI algorithms such
as deep learning often use complex learning approaches and even their designers
are often unable to understand why AI arrived at a specific decision. Therefore,
AI remains a black box that makes it hard for users to understand why a decision
is made or how the data is processed for the decision making [8, 45, 44]. Because
of the black box nature of AI models, the deployment of AI algorithms especially
in high stake domains usually requires testing and verification for reasonability
by domain experts not only for safety but also for legal reasons [35]. Users also
want to understand reasons behind specific AI-informed decisions. For example,
high-stake domains require explanations of AI before any critical decisions, com-
puter scientists use explanations to refine and further improve performance of AI
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algorithms, and AI explanations can also improve the user experience of a prod-
uct or service by helping end-users trust that the AI is making good decisions
[7]. As a result, the issue of AI explanation has experienced a significant surge
in interest from the international research community to various application do-
mains, ranging from agriculture to human health and is becoming indispensable
in addressing ethical concerns and fostering trust and confidence in AI systems
[42, 43, 20].

Furthermore, AI algorithms are often trained on a large amount of historical
data, which may not only replicate, but also amplify existing biases or discrim-
ination in historical data. Therefore, due to such biased input data or faulty
algorithms, unfair AI-informed decision making systems have been proven to sys-
tematically reinforce discrimination such as racial/gender biases in AI-informed
decision making. These drive a distrust in and fear the use of AI in public dis-
cussions [41].

In addition, the wide use of AI in almost every aspect of our life implies
that with great powers comes great responsibility. Fairness shows that an AI
system exhibits certain desirable ethical characteristics, such as being bias-free,
diversity-aware, and non-discriminatory. While explanations to an AI system
provide human-understandable interpretations of the inner working of the sys-
tem and decisions. Both fairness and explanation are important components for
building “Responsible AI”. For example, the fair treatment and/or fair outcome
are important ethical issues that need to be considered in the algorithmic hir-
ing decision making. How the decisions made by an algorithmic process can be
explained in a transparent and compliant way is also necessary for ethical use
of AI in the hiring [36]. Therefore, both fairness and explanations are important
ethical issues that can be used to promote user trust in AI-informed decision
making (see Fig. 1).

Fig. 1. Relations among AI fairness, AI explanation, and trust.
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Previous research found that AI explanations are not only for human to
understand the AI system, but also provide an interface for human in the loop,
enabling them to identify and address fairness and other issues [12]. Furthermore,
differences in AI outcomes amongst different groups in AI-informed decision
making can be justified and explained via different attributes in some cases
[27]. When these differences are justified and explained, the discrimination is
not considered to be illegal [22]. Therefore, explanation and fairness have close
relations in AI-informed decision making (as highlighted in orange colour in
Fig. 1). Taken the talent recruiting as an example, disproportional recruitment
rates for males and females may be explainable by the fact that more males
may have higher education, and if males and females are treated equally, it
will introduce reverse discrimination, which may be undesirable as well [22]. In
another example on the annual income analysis [2], males have a higher annual
income than females on average in the data. However, this does not mean that
there is a discrimination to females in the annual income because females have
fewer work hours than males per week on average. Therefore, the explanation to
the difference of the annual income between males and females with the use of
work hours per week helps the outcomes of annual income acceptable, legal and
fair [22]. It shows that fairness and explanation are tightly related to each other.
Therefore, it is significant to understand how AI explanations impact the fairness
judgement or how the AI fairness enhances AI explanations. This paper aims
to investigate state-of-the-art research in these areas and identifies key research
challenges. The contributions of the paper include:

– The relations between explanability and AI fairness are identified as one of
significant components for the responsible use of AI and trustworthy decision
making.

– A systematic analysis on the explanabillitty and AI fairness to learn the
current status of explanability for the human’s fairness judgement;

– The challenges and future research directions on the explanability for AI
fairness are identified.

2 Fairness

Fairness has become a key element in developing socio-technical AI systems
when AI is used in various decision making tasks. In the context of decision-
making, fairness is defined as the absence of any prejudice or favoritism towards
an individual or a group based on their inherent or acquired characteristics [27,
33]. An unfair algorithm is one whose decisions are skewed toward a particular
group. Fairness can be considered from at least four aspects [10]: 1) protected
attributes such as race, gender, and their proxies, are not explicitly used to make
decisions; 2) common measures of predictive performance (e.g., false positive and
false negative rates) are equal across groups defined by the protected attributes;
3) outcomes are independent of protected attributes; and 4) treat similarly risky
people similarly.
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There are two potential sources of unfairness in machine learning outcomes:
those arising from biases in data and those arising from algorithms. Mehrabi
et al. [27] summarised 23 types of data biases that may result in fairness is-
sues in machine learning: historical bias, representation bias, measurement bias,
evaluation bias, aggregation bias, population bias, Simpson’s paradox, longitudi-
nal data fallacy, sampling bias, behavioural bias, content production bias, linking
bias, temporal bias, popularity bias, algorithmic bias, user interaction bias, social
bias, emergent bias, self-selection bias, omitted variable bias, cause-effect bias,
observer bias, and funding bias. Different kinds of discrimination that may occur
in algorithmic decision making are also categorised by Mehrabi et al. [27] such as
direct discrimination, indirect discrimination, systemic discrimination, statisti-
cal discrimination, explainable discrimination, and unexplainable discrimination.
Different metrics have been developed to measure AI fairness quantitatively and
various approaches have been proposed to mitigate AI biases [6]. For example,
statistical parity difference is defined as the difference of the rate of favorable
outcomes received by the unprivileged group to the privileged group, and equal
opportunity difference is defined as the difference of true positive rates between
the unprivileged and the privileged groups. The true positive rate is the ratio of
true positives to the total number of actual positives for a given group.

Since the disconnection between the fairness metrics and practical needs of
society, politics, and law [21], Lee et al. [24] presented that the relevant contex-
tual information should be considered in an understanding of a model’s ethical
impact, and fairness metrics should be framed within a broader view of ethical
concerns to ensure their adoption for a contextually appropriate assessment of
each algorithm.

As AI is often used by humans and/or for human-related decision making,
people’s perception of fairness is required to be taken into account when de-
signing and implementing AI-informed decision making systems [38]. Following
this, people’s perception of fairness has been investigated along four dimensions:
1) algorithmic predictors, 2) human predictors, 3) comparative effects (human
decision-making vs. algorithmic decision-making), and 4) consequences of AI-
informed decision making [38].

3 AI Explanation

The AI explainability has been reviewed thoroughly in recent years [44, 7], which
are based on the explanation-generation approaches, the type of explanation,
the scope of explanation, the type of model it can explain or combinations of
these methods as well as others [1]. For example, explanation methods can be
grouped into pre-model, in-model, and post-model methods by considering when
explanations are applicable; there are also intrinsic and post-hoc explanation
methods by considering whether explainability is achieved through constraints
imposed on the AI model directly (intrinsic) or by applying explanation methods
that analyse the model after training (post-hoc). Other types of explanations
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include model-specific and model-agnostic methods, as well as global and local
explanation methods.

Miller [28] emphasised the importance of social science in AI explanations
and found that 1) Explanations are contrastive and people do not ask why an
event happened, but rather why this event happened instead of another event;
2) Explanations are selected in a biased manner. People are adept at selecting
one or two causes from an infinite number of causes to be the explanation, which
could be influenced by certain cognitive biases; 3) Probabilities probably don’t
matter. Explanations with statistical generalisations are unsatisfying and the
causal explanation for the generalisation itself is usually effective; 4) Explana-
tions are social. They are a transfer of knowledge to people and act as part of
a conversation or interaction with people. Therefore, explanations are not just
the presentation of associations and causes to predictions, they are contextual.

Wang et al. [39] highlighted three desirable properties that ideal AI expla-
nations should satisfy: 1) improve people’s understanding of the AI model, 2)
help people recognize the model uncertainty, and 3) support people’s calibrated
trust in the model. Therefore, different approaches are investigated to evaluate
whether and to what extent the offered explainability achieves the defined objec-
tive [44]. Objective and subjective metrics are proposed to evaluate the quality of
explanations, such as clarity, broadness, simplicity, completeness, and soundness
of explanations, as well as user trust. For example, Schmidt and Biessmann [34]
presented a quantitative measure for the quality of explanation methods based
on how faster and accurate decisions indicate intuitive understanding, i.e. the
information transfer rate which is based on mutual information between human
decisions and model predictions. [34] also argued that a trust metric must cap-
ture cases in which humans are too biased towards the decisions of an AI system
and overly trust the system, and presented a quantitative measure for trust by
considering the quality of AI models (see Equ. 1).

T =
MIŶ
MIY

(1)

where T is the trust metric, MIŶ is the mutual information between human
decisions and model predictions and MIY is the mutual information between
human decisions and true labels.

Despite the extensive investigations of AI explanations, they still face differ-
ent challenges [29]. For example, similar to AI models, uncertainty is inherently
associated with explanations because they are computed from training data or
models. However, many AI explanation methods such as feature importance-
based approaches provide explanations without quantifying the uncertainty of
the explanation. Furthermore, AI explanations, which should ideally reflect the
true causal relations [17], mostly reflect statistical correlation structures between
features instead.
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4 Explanation for AI Fairness

As discussed previously, fairness and explanation are strongly dependent. Decid-
ing an appropriate notion of fairness to impose on AI models or understanding
whether a model is making fair decisions require extensive contextual under-
standing and domain knowledge. Shin and Park [37] investigated the role of
Fairness, Accountability, and Transparency (FAT) in algorithmic affordance. It
showed that FAT issues are multi-functionally related, and user attitudes about
FAT are highly dependent on the context in which it takes place and the basis
who is looking at. It also showed that topics regarding FAT are somehow related
and overlapping, making them difficult to distinguish or separate. It demon-
strated the heuristic role of FAT regarding their fundamental links to trust.

4.1 Explanation guarantees fairness

The explanation of the decision making is a way to gain insights and guarantee
fairness to all groups impacted by AI-related decisions [13]. Lee et al. [24] argued
that explanations may help identify potential variables that are driving the un-
fair outcomes. It is unfair if decisions were made without explanations or with
unclear, untrusted, and unverifiable explanations [32]. For example, Begley et
al. [5] introduced explainability methods for fairness based on the Shapley value
framework for model explainability [25]. The proposed fairness explanations at-
tribute a model’s overall unfairness to individual input features, even the model
does not operate on protected/sensitive attributes directly.

Warner and Sloan [40] argued that effective regulation to ensure fairness re-
quires that AI systems be transparent. While explainability is one of approaches
to acquire transparency. The explainability requires that an AI system provides
a human-understandable explanation of why any given decision was reached in
terms of the training data used, the kind of decision function, and the particular
inputs for that decision. Different proxy variables of fairness are presented for
the effective regulation of AI transparency in [40].

4.2 Influence of explanation on perception of fairness

Baleis et al. [3] showed that transparency, trust and individual moral concepts
demonstrably have an influence on the individual perception of fairness in AI
applications. Dodge et al. [12] investigated the impact of four types of AI ex-
planations on human’s fairness judgments of AI systems. The four types of ex-
planations are input influence-based explanation, demographic-based explana-
tion, sensitivity-based explanation, and case-based explanation. It showed that
case-based explanation is generally less fair. It was found that local explana-
tions are more effective than global explanations for case-specific fairness issues.
Sensitivity-based explanations are the most effective for the fairness issue of
disparate impact.
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4.3 Fairness and properties of features

Grgic-Hlaca et al. [14] proposed to understand why people perceive certain fea-
tures as fair or unfair to be used in algorithms based on a case study of a criminal
risk estimation tool for the use to help make judicial decisions. Eight properties
of features are identified, which are reliability, relevance, volitionality, privacy,
causes outcome, causes vicious cycle, causes disparity in outcomes, and caused by
sensitive group membership. It was found that people’s concerns on the unfair-
ness of an input feature are not only discrimination, but also other consideration
of latent properties such as the relevance of the feature to the decision making
scenario and the reliability with which the feature can be assessed. In a further
study, Grgic-Hlaca et al. [15] proposed measures for procedural fairness (the fair-
ness of the decision making process) that consider the input features used in the
decision process in the context of criminal recidivism. The analysis examined to
what extent the perceived fairness of a characteristic is influenced by additional
knowledge about increasing the accuracy of the prediction. It was found that
input features that were classified as fairer were those that improved the accu-
racy of prediction and those features as more unfair that led to discrimination
against certain feature holders of people.

4.4 Fairness and counterfactuals

The use of counterfactuals has become one of popular approaches for AI expla-
nation and making sense of algorithmic fairness [26, 4, 44], which can require an
incoherent theory of what social categories are [23].

However, it was argued that the social categories may not admit counter-
factual manipulation, and hence may not appropriately satisfy the demands for
evaluating the truth or falsity of counterfactuals [23], which can lead to mis-
leading results. Therefore, the approaches used for algorithmic explanations to
make sense of fairness also need to consider social science theories to support AI
fairness and explanations.

A good example of the use of counterfactuals [18] is algorithmic risk as-
sessment [11]. Algorithmic risk assessments are increasingly being used to help
experts make decisions, for example, in medicine, in agriculture or criminal jus-
tice. The primary purpose of such AI-based risk assessment tools is to provide
decision-relevant information for actions such as medical treatments, irrigation
measures or release conditions, with the aim of reducing the likelihood of the
respective adverse event such as hospital readmission, crop drying, or criminal
recidivism. The advantage of the principle of machine learning, namely learn-
ing from large amounts of historical data, is precisely counterproductive, even
dangerous [19], here.

Because such algorithms reflect the risk from decision-making policies of the
past – but not the current actual conditions. To cope with this problem, [11]
presents a new method for estimating the proposed metrics that uses doubly
robust estimation and shows that only under strict conditions can fairness be
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provided simultaneously according to the standard metric and the counterfac-
tual metric. Consequently, fairness-enhancing methods that aim for parity in
a standard fairness metric can cause greater imbalance in the counterfactual
analogue.

5 Discussion

With the increasing use of AI in people’s daily lives for various decision making
tasks, the fairness of AI-informed decisions and explanation of AI for decision
making are becoming significant concerns for the responsible use of AI and trust-
worthy decision making. This paper focused on the relations between explanation
and AI fairness and especially the roles of explanation on AI fairness. The inves-
tigations demonstrated that fair decision making requires extensive contextual
understanding. AI explanations help identify potential variables that are driving
the unfair outcomes. Different types of AI explanations affect human’s fairness
judgements differently. Certain properties of features such as the relevance of the
feature to the decision making scenario and the reliability with which the feature
can be assessed affect human’s fairness judgements. In addition, social science
theories need to be considered in making sense of fairness with explanations.
However, there are still challenges. For example,

– Despite the requirements of the extensive contextual understanding for the
fair decision making, it is hard to decide what contextual understanding is
the appropriate to boost fair decision making.

– There are various types of explanations. It is significant to decide what ex-
planations that can promote the human’s fairness judgement on decision
making as expected. While the human’s fairness judgement is highly related
to users themselves, it is a challenge to justify what explanations are the
best for human’s fairness judgement.

– Since AI is applied in various sectors and scenarios, it is important to un-
derstand whether different application sectors or scenarios affect the effec-
tiveness of explanations on the human’s judgement on perception in decision
making.

Investigating AI fairness explanations requires a multidisciplinary approach
and must include research on machine learning [9], human-computer interaction
[31] and social science [30] – regardless of the application domain - because the
domain expert must always be involved and can bring valuable knowledge and
contextual understanding [16].

All this provides us with clues for developing effective approaches to respon-
sible AI and trustworthy decision-making in all future work processes.

6 Conclusion

The importance of fairness is undisputed. In this paper, we have explored the
relationships between explainability, or rather explanation, and AI fairness, and
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in particular the role of explanation in AI fairness. We first identified the re-
lationships between explanation and AI fairness as one of the most important
components for the responsible use of AI and trustworthy decision-making. The
systematic analysis of explainability and AI fairness revealed that fair decision-
making requires a comprehensive contextual understanding, to which AI expla-
nations can contribute. Based on our investigation, we were able to identify sev-
eral other challenges regarding the relationships between explainability and AI
fairness. We ultimately argue that the study of AI fairness explanations requires
an important multidisciplinary approach, which is necessary for a responsible
use of AI and for trustworthy decision-making - regardless of the application
domain.
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