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Wireless technologies are pervasive to support ubiquitous healthcare applications. However, a critical issue of using wireless
communications under a healthcare scenario is the electromagnetic interference (EMI) caused by RF transmission, and a high
level of EMI may lead to a critical malfunction of medical sensors. In consideration of EMI on medical sensors, we study the
optimization of quality of service (QoS) within the whole Internet of vehicles for E-health and propose a novel model to optimize
the QoS by allocating the transmit power of each user. Our results show that the optimal power control policy depends on the
objective of optimization problems: a greedy policy is optimal to maximize the summation of QoS of each user, whereas a fair
policy is optimal to maximize the product of QoS of each user. Algorithms are taken to derive the optimal policies, and numerical
results of optimizing QoS are presented for both objectives and QoS constraints.

1. Introduction

Recent developments in cellular networks have enabled
ubiquitous applications of E-health with the aid of medical
sensors. However, RF transmission in cellular networks can
result in electromagnetic interference (EMI) to medical sen-
sors and a high level of interference can cause malfunction of
medical sensors and even injure patients [1, 2].Thus, the con-
trol of EMI (e.g., through power control) is a critical issue to
E-health and should be investigated under the environment
of mobile hospital, which is defined as Internet of vehicles for
E-health applications throughout this paper. Alternatively, we
use the terms of mobile hospital and Internet of vehicles for
E-health applications.

1.1. Motivation and Novelty. EMI can cause the malfunction
of medical sensors. The network analysis in consideration
of EMI control (e.g., through power control) is a critical
issue to the E-health networks. However, the algorithms
of network analysis in regular wireless networks [3, 4]
cannot be employed in E-health networks, since the former

does not take into account the impact of EMI on network
performance. For example, in E-health network, the wireless
users have to reduce their transmit power to control the
EMI impact and may not achieve the same level of system
capacity estimated by the algorithms used in a regular
wireless network.

A large number of works are related to the application of
wireless networks in order to support health service [1, 2, 5].
Phunchongharn et al. in [1, 2] address the issue of EMI under
the scenario of wireless local area networks (WLAN) for
E-health applications within a hospital, but the technology
of WLAN cannot be applied in our scenario, in which an
Internet of vehicles covers a large-scaled area (e.g., a city or a
district). Shen et al. in [5] present the possibilities of employ-
ing wireless technologies in a medical environment and
adjust the level of power and rate with the channel conditions
of users. However, the authors do not take the potential EMI
impact into account. In such a scenario, a wireless user who is
close to a medical sensor could be allowed to transmit data at
a high level of power when the user’s communication channel
is in good condition [6]. However, the RF transmission at
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a high level of power may lead to the malfunction of medical
sensors. Such an improper power allocation by the above-
mentioned algorithms may influence the function of EMI-
sensitive medical sensors, so these algorithms cannot be
employed under the scenario of mobile hospital. Also the
above-mentioned algorithms are designed to optimize the
individual objective of each wireless user, instead of opti-
mizing a network-level objective (e.g., the quality of network
service). The importance of scheduling wireless transmission
under a mobile hospital scenario and the lack of efficient
algorithms for optimizing network-level objective motivate us
to study how wireless users can control their transmit power
to achieve certain goals, such as maximizing the quality of net-
work service while ensuring the acceptable level of EMI onmed-
ical sensors over Internet of vehicles for E-health applications.

1.2. Main Contributions. In this paper, we present the issue
of scheduling wireless transmission under the environment
of mobile hospital. The objective of this paper is to optimize
certain goals (e.g., the quality of service) at the network level,
instead of at the user level. In this paper, we address the
problem of optimizing the quality of network service in a
mobile hospital environment and propose the algorithm of
power control to achieve the optimal network service. To the
best of our knowledge, this is the first work which addresses
the algorithm of power control to achieve a network-level
goal under a wireless network for E-health applications. The
primary contributions of this paper are composed of the fol-
lowing issues: (i) establishing a problem of optimizing power
control to achieve the globally optimal quality of service at
the network level in view of EMI on medical sensors; (ii)
analyzing the transmit power and quality of service of each
user at the optimal solution to the proposed problem.

2. Related Work of EMI on Medical Sensors

In hospital scenarios, the research on EMI begins with the
study of immunity of medical equipment to mobile phones.
Tan and Hinberg in [7] address that a few pieces of medical
equipment are sensitively influenced by the EMI frommobile
phones, and the typical pieces of equipment include infusion
pumps, ventilators, and ECGmonitors. Also, an EMI suscep-
tibility test was conducted by the Medicines and Healthcare
Products Regulatory Agency (MHRA) of UK [8]. This test
focuses on investigating the EMI of mobile phones within a
personal communication network, and its results show that
the EMI-sensitive medical equipment include respirators,
defibrillators, and external pacemakers. Trigano et al. in [9]
and Calcagnini et al. in [10] present how the EMI from
GSM mobile phones influences pacemakers and infusion
pumps, respectively. The results show that the EMI of mobile
phones can lead to the malfunction of both pacemakers and
infusion pumps. With the wide use of 3rd-generation (3G)
telecommunication systems all over the world, the authors in
[11, 12] study how EMI impacts medical pieces of equipment
within the 3G bands. Based on the aforementioned research,
the International Electrotechnical Committee (IEC), in 2007,
publishes the EN60601-1-2 standard, and this standard rec-
ommends the level of EMI immunity as 10V/m and 3V/m

for non-life-supporting equipment (e.g., defibrillators) and
life-supporting equipment (e.g., blood pressuremonitors and
infusion pumps), respectively. In view of the advances of
electromagnetic compatibility (EMC) technologies, Singa-
pore and the UK governments relax the EMI restriction
which is recommended by EN60601-1-2 standard, andmobile
phones are allowed to be uses in certain areas of hospitals
[13]. In consideration of the most advanced EMC of medical
equipment, Tang et al. in [14] address an EMI test, which
investigates the EMI fromGSM900, PCS1800, and 3Gmobile
communication systems. This test shows that EMI-sensitive
equipment includes ECG monitors, audio evoked potential
systems, radiographic systems, and ultrasonic fetal heart
detectors [14]. From the study results of previous literature,
we can reach a conclusion: syringe pumps, ECG monitors,
fetal monitors, respirators, anesthesia machines, external
pacemakers, infusion pumps, and defibrillators are sensitive
to the EMI of mobile phones [15].

The other studies focus on the EMI from devices which
have access to a wireless local area network (WLAN), and
a typical WLAN usually works around the frequency of
2.4GHz, which is different from the working band of mobile
phones. The amount of EMI on medical equipment is par-
tially determined by frequency bands, and thus the research
on EMI under the scenario of healthcare monitoring within
a WLAN appears. Krishnamoorthy et al. in [16] carry out a
measurement of EMI caused by doctor devices on pieces of
medical equipment located in three hospitals, and the doctor
devices work within a 2.4GHz-band WLAN. The measure-
ments show that the highest level of EMI is 0.552V/m,
which is in the acceptable EMI range recommended by the
EN60601-1-2 standard. However, the test in [16] did not take
into account the quality of service (QoS) of data which
are transmitted between patient devices and doctor devices.
The strategies of restricting the use of mobile phones, such
as switching off mobile phones, are not applicable for the
scenario of a wireless healthcare monitoring system [17]. In
wireless healthcare monitoring systems, doctors and patients
need to employwireless devices to transmit data and establish
communication, and the restriction on the level of transmit
power may cause a lower level of QoS of data transmission,
which would lead to the loss ofmedical data.Thus, in wireless
healthcare monitoring systems, the restriction of transmit
power and QoS requirements are usually against each other.
Additionally, the simultaneous transmission of data among
multiple patient devices and doctor devices would cause a
high level of EMI to medical equipment [1]. Phunchongharn
et al. in [1] investigate the EMI in hospital environments by
considering the QoS of patient devices and doctor devices,
and they conclude that the level of EMI on most of the
medical equipment is unacceptable when the transmit power
of a device is above 10mW within a WLAN.

All the above-mentioned research does not consider the
vehicular scenarios for healthcare applications, which are
interesting to this paper, and thus the medical sensors in
the test may not be vehicle-mounted and wearable medical
sensors. In Section 3.1, we address a detailed experiment
which includes the test of EMI impact on types of vehicle-
mounted and wearable medical sensors.
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3. Mobile Hospital Environment

In a mobile hospital environment, vehicles for E-health
applications are mounted with a few medical devices, and
these devices can assist doctors in monitoring the patients’
condition (to the best of our knowledge, quite a few Internet
of medical vehicles examples have already been employed in
USA to provide mobile health service. A few real examples
of service providers include Mobile Specialty Vehicles and
Farber Specialty Vehicles). Under the following scenarios,
physicians, nurses, and the patient’s relatives may employ
mobile phones. (1) Physicians and nurses staff need to keep
reporting the patients’ conditions over phone to a doctor
or healthcare staff in the medical center. Once the patients
arrive at the medical center, the staff can arrange the medical
actions on this patient. (2) Relatives of patients may need to
contact their families or friends by phone about the important
information, for example, the variation of clinical situations.
However, the nearby medical devices might be impacted by
the EMI, which is produced by the use of mobile phones [18].
EMI is defined as the disturbance of electrical circuits caused
by electromagnetic radiation from an external source [19],
and EMI could lead to loss of data during the transmission.

In the following, we address an experiment of EMI effects
on typical medical devices. This experiment is originally
proposed in [20], and we present it here for completeness.
Then, we establish the model of EMI impact, which is a
constraint of our network-capacity optimization problem,
detailed in Section 4.

3.1. Experiment of Investigating EMI Impact. In the following
experiment, we investigate how the EMI of mobile phones
impacts a few typical vehicle-mounted medical devices. For
completeness, we choose the mobile phones with quite a few
typical technologies, including CDMA2000, TD-LTE, and
GSM-900/1800. We carry out this experiment in an anechoic
chamber, which can exclude the EMI impact caused by the
other RF sources, such as from external communication
systems.

The results of experiment show that the EMI frommobile
phones could degrade the performance of medical devices
when these devices keep a distance of 2m from the mobile
phones. Typical types of degradation in the experiment
include (I) errors occurring in the ultrasound, X-ray, and CT
images; (II) artifact in ECG and EEG signals; (III) the mal-
function of ventilators, syringe pumps, and infusion pumps;
and (IV) irregular operating modes of external pacemakers.
The above-mentioned results are in line with the publications
of [21–24].

3.2. Model of EMI Impact. Under the scenario of E-health
applications, a vehicle is mounted with medical devices,
and these devices are either life-support or non-life-support
(illustrated in Figure 1). These medical devices first collect
medical data and then send these data to physicians or doc-
tors in order to takemedical actions on a specific patient once
this patient arrives. Also physicians or healthcare staff on the
vehicle need to report the latest conditions of a patient to
doctors, ensuring that the doctors could acquire the updated
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Figure 1: The figure illustrates the Internet of vehicles for E-health
applications.

patient’s conditions. However, nearby medical devices might
be impacted by the EMI from the use of mobile phones. Also
life-supportmedical devices aremore sensitive to EMI impact
than non-life-support devices, since the former contains
electronic components, which are EMI-sensitive. Typical life-
support medical devices are Ultrasonograph devices, and so
forth, and typical non-life-support medical devices are blood
pressure devices and holters, and so forth.

Different medical devices can allow different levels of
transmit power to avoid the malfunction of these devices.
To the best of our knowledge, Phunchongharn et al. in [1]
firstly present the models of EMI on medical devices and
investigate the highest allowable level of transmit power to
meet the EMI constraint. The maximal allowable transmit
power of a mobile phone needs to satisfy (1) and (2), for
non-life-support medical devices and life-support medical
devices, respectively [1]:

∑
𝑗∈𝑆

𝜃1√𝑃𝑗
𝐷𝑗 (𝑥)

≤ 𝐸NL (𝑥) , for 𝑥 ∈ 𝑆1, (1)

∑
𝑗∈𝑆

𝜃2√𝑃𝑗
𝐷𝑗 (𝑦)

≤ 𝐸L (𝑦) , for 𝑦 ∈ 𝑆2, (2)
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where𝐸NL(𝑥) and𝐸L(𝑦) are the allowable EMI levels of a non-
life-support device 𝑥 and a piece of life-support equipment
𝑦, respectively; 𝑃𝑗 is the transmit power of a mobile user
𝑗; 𝐷𝑗(𝑥) represents the distance between a non-life-support
device 𝑥 and user 𝑗; 𝐷𝑗(𝑦) represents the distance between
a life-support device 𝑦 and user 𝑗; 𝜃1 and 𝜃2 represent two
constants, the values of which are recommended by IEC
60601-1-2 as 7 and 23, respectively [1]. 𝑆 represents the set of
mobile users under the scenario of Internet of vehicles. 𝑆1 is
the set of non-life-support devices, while 𝑆2 is the set of life-
support devices.

Definition 1. The maximal possible transmit power of user 𝑖
(i.e., 𝑃𝑖) to satisfy the constraint of EMI on medical devices
can be computed from (1) and (2). Also we define the
minimum of wireless users’ allowable transmit power 𝑃𝑖, that
is, 𝑃max = min𝑖𝑃𝑖, as the maximal effective transmit power
(METP) under a mobile hospital scenario (for the detailed
process of computing METP refer to [20]).

METP 𝑃max will be employed to establish the optimiza-
tion problem in Section 4. Each of the mobile users needs
to keep his or her transmit power below METP, ensuring an
allowable level of EMI under the mobile hospital scenario (in
a mobile health scenario, the wireless users may move to any
position around a piece ofmedical equipment, andwe assume
that each of the users has the same probability to appear at a
specific position. So the users close to the same equipment
equally share a bounded transmit power.The investigation of
differentiated bounds of transmit power for different wireless
users (physicians, nurses, patients, and their relatives) would
be an interesting topic, but it is out of the scope of this paper).

4. Optimization of QoS

In this section, we firstly summarize the mathematical for-
mulation of QoS. Consider an Internet of vehicles with 𝑁
wireless users. For information user 𝑖, Signal-to-Noise Ratio
(SNR) is defined as

SNR𝑖 =
𝑃𝑖ℎ𝑖

∑𝑗 ̸=𝑖 𝑃𝑗ℎ𝑗 + 𝐼
, (3)

where 𝑃𝑖 denotes the transmit power by user 𝑖; ℎ𝑖 denotes the
channel condition between user 𝑖 and base station; 𝐼 denotes
the power of additive white Gaussian noise.

In the following, wewill employ SNR as themetric of QoS
and discuss how to optimize the QoS within a network of
mobile hospital. Given the metric of QoS of each user as (3),
we consider the problem of optimizing QoS within a network
with two objectives as

𝑄1 = ∑
𝑖

SNR𝑖, (4)

𝑄2 = ∏
𝑖

SNR𝑖. (5)

The problem objective (5) represents the total throughput
maximization with fixed coding. Suppose we have already
chosen a specific scheme of coding at the symbol level;

that is, we have spreading gain and power at our control.
This problem is formulated in [6]. As shown there, the total
throughput is always proportional to the level of SINR, where
the proportion is determined by the coding scheme. Conse-
quently, optimizing the total throughput equals maximizing
the summation of SINR.The problem objective (6) represents
the total throughput maximization with flexible coding.
Suppose we relaxed the limitation of selecting and fixing a
specific scheme of coding at the symbol level. This problem
is formulated in [6]. As shown there, the total throughput
is always proportional to the level of log function of SINR,
where the proportion is determined by the coding scheme.
Consequently, optimizing the total throughput equals max-
imizing the product of SINR. The problem of optimizing
total throughput either with fixed coding scheme or with
flexible coding scheme is a critical problem in network, and
this motivates us to investigate the optimization of system
throughput in the scenario of wireless network of E-health,
with the design of objectives of (5) and (6).

In the following, we formulate the optimization problems
with 𝑄1 and 𝑄2 as

max
P

∑
𝑖

𝑃𝑖ℎ𝑖
∑𝑗 ̸=𝑖 𝑃𝑗ℎ𝑗 + 𝐼

s.t. 0 ≤ 𝑃𝑖 ≤ 𝑃max

SNR𝑖 =
𝑃𝑖ℎ𝑖

∑𝑗 ̸=𝑖 𝑃𝑗ℎ𝑗 + 𝐼
≥ SNRmin

∑
𝑖

𝑃𝑖ℎ𝑖 ≤ 𝑃𝑆,

(6)

max
P

∏
𝑖

𝑃𝑖ℎ𝑖
∑𝑗 ̸=𝑖 𝑃𝑗ℎ𝑗 + 𝐼

s.t. 0 ≤ 𝑃𝑖 ≤ 𝑃max

SNR𝑖 =
𝑃𝑖ℎ𝑖

∑𝑗 ̸=𝑖 𝑃𝑗ℎ𝑗 + 𝐼
≥ SNRmin

∑
𝑖

𝑃𝑖ℎ𝑖 ≤ 𝑃𝑆,

(7)

where P denotes the optimal transmit power of each user;
𝑃max denotes the maximal possible transmit power among all
of the users; SNRmin denotes the minimal level of SNR which
is acceptable to all of the users; 𝑃𝑆 denotes the total received
power constraint. It is due to the fact that the total received
power from the data users (for E-health applications) is
an interference to other classes of users (not for E-health
applications).

With the setting of 𝑥𝑖 = 𝑃𝑖ℎ𝑖, we can transform the
optimization problems as

max
P

∑
𝑖

𝑥𝑖
∑𝑗 ̸=𝑖 𝑥𝑗 + 𝐼

s.t. 0 ≤ 𝑥𝑖 ≤ 𝑃maxℎ𝑖
− 𝑥𝑖 + 𝐼 × SNRmin +∑

𝑗 ̸=𝑖

𝑥𝑗 ≤ 0

∑
𝑖

𝑥𝑖 − 𝑃𝑆 ≤ 0,

(8)
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max
P

∏
𝑖

𝑥𝑖
∑𝑗 ̸=𝑖 𝑥𝑗 + 𝐼

s.t. 0 ≤ 𝑥𝑖 ≤ 𝑃maxℎ𝑖

− 𝑥𝑖 + 𝐼 × SNRmin +∑
𝑗 ̸=𝑖

𝑥𝑗 ≤ 0

∑
𝑖

𝑥𝑖 − 𝑃𝑆 ≤ 0,

(9)

where 𝑥𝑖 denotes the level of power at the receiving end of
user 𝑖.

The Lagrange formulation of optimization problem with
objective 𝑄 (𝑄 = 𝑄1, 𝑄2) can be denoted as

𝐿 = 𝑄 −∑
𝑖

𝜃𝑖 (
𝑥𝑖
ℎ𝑖
− 𝑃max)

−∑
𝑖

𝜆𝑖(−𝑥𝑖 + 𝐼 × SNRmin +∑
𝑗 ̸=𝑖

𝑥𝑗)

− 𝜇(∑
𝑖

𝑥𝑖 − 𝑃𝑆)

= 𝑄 −∑
𝑖

(
𝜃𝑖
ℎ𝑖
+ 𝜇 − 𝜆𝑖 + SNRmin∑

𝑗 ̸=𝑖

𝜆𝑗)𝑥𝑖

+ Const,

(10)

where 𝜇, 𝜆𝑖, and 𝜃𝑖 are the parameters of Lagrange formula-
tion.

Then, the first-order derivative of 𝐿 is

𝜕𝐿
𝜕𝑥𝑖

= 0 󳨀→

𝜃𝑖
ℎ𝑖
+ 𝜇 − 𝜆𝑖 + SNRmin∑

𝑗 ̸=𝑖

𝜆𝑗 =
𝜕𝑄
𝜕𝑥𝑖
.

(11)

Note that 𝑃𝑆 is on all the users, so the value of 𝜇 is
common to all the users.We can classify all𝑁 users into three
disjoint groups according to the binding constraints, that is,
depending on the values of 𝜆𝑖 and/or 𝜃𝑖.

Definition 2. Group 1: 𝐺1 = {𝑖 | 𝜆𝑖 > 0}, which is equally
defined as 𝐺1 = {𝑖 | SNR𝑖 = SNRmin}; Group 2: 𝐺2 = {𝑖 |
𝜆𝑖 = 0, 𝜃𝑖 = 0}, which is equally defined as 𝐺2 = {𝑖 | SNR𝑖 >
SNRmin, 𝑃𝑖 < 𝑃max}; Group 3: 𝐺3 = {𝑖 | 𝜆𝑖 = 0, 𝜃𝑖 > 0}, which
is equally defined as 𝐺3 = {𝑖 | SNR𝑖 > SNRmin, 𝑃𝑖 = 𝑃max}.

Remark 3. In consideration of EMI andQoS requirements, all
of the users cannot violate the constraints of EMI and QoS.
Group 1 represents the set of users who are at the verge of
violating QoS constraint; Group 3 represents the set of users
who are at the verge of violating EMI constraint; Group 2
represents the set of users who are not at the verge of violating
any constraint.

5. Algorithms of Solving
Optimization Problems

In the following, we first derive the general structure of the
optimal solution to the problems with objectives 𝑄1 and 𝑄2,
respectively.Then, we address the specific algorithms to solve
the optimization problems.

5.1. Solutions to the Optimal Problem with Objective 𝑄1

Lemma 4. One has sign(𝜕𝑄1/𝜕𝑥𝑖 −𝜕𝑄1/𝜕𝑥𝑗) = sign(𝑥𝑖 −𝑥𝑗),
where sign(𝑥) represents the sign of 𝑥.

Proof. Given

𝜕𝑄1
𝜕𝑥𝑖

= 1
𝐼 + ∑𝑁𝑘=1,𝑘 ̸=𝑖 𝑥𝑘

−
𝑁

∑
𝑚=1,𝑚 ̸=𝑘

𝑥𝑚
(𝐼 + ∑𝑁𝑘=1,𝑘 ̸=𝑚 𝑥𝑘)

2
, (12)

we have

𝜕𝑄1
𝜕𝑥𝑖

− 𝜕𝑄1
𝜕𝑥𝑗

= (𝐼 +
𝑁

∑
𝑘=1,𝑘 ̸=𝑖

𝑥𝑘)

⋅
{
{
{

1

(𝐼 + ∑𝑁𝑘=1,𝑘 ̸=𝑖 𝑥𝑘)
2
− 1

(𝐼 + ∑𝑁𝑘=1,𝑘 ̸=𝑗 𝑥𝑘)
2

}
}
}
.

(13)

If 𝑥𝑖 ≤ 𝑥𝑗, we have 𝜕𝑄1/𝜕𝑥𝑖 − 𝜕𝑄1/𝜕𝑥𝑗 ≤ 0; otherwise,
𝜕𝑄1/𝜕𝑥𝑖 − 𝜕𝑄1/𝜕𝑥𝑗 < 0. So sign(𝜕𝑄1/𝜕𝑥𝑖 − 𝜕𝑄1/𝜕𝑥𝑗) =
sign(𝑥𝑖 − 𝑥𝑗).

Lemma 5. For an optimum solution, the number of users in
group 𝐺2 is at most one.

Proof. Suppose that we can find two users 𝑖 and 𝑗 in group
𝐺2 which can lead to the optimum x∗; then, 𝜕𝑄1/𝜕𝑥∗𝑖 =
𝜕𝑄1/𝜕𝑥

∗
𝑗 = 𝜇 + ∑𝑗∉𝐺2 𝜆𝑗 given Definition 1.

Let x𝜖 = {𝑥∗1 , . . . , 𝑥
∗
𝑖 +𝜖, . . . , 𝑥

∗
𝑗 −𝜖, . . . , 𝑥𝑁}; then,𝑄1(x

𝜖)−
𝑄1(x∗) = ∫

𝜖

0
(𝜕𝑄1/𝜕𝜖0)𝑑𝜖0 > 0, since 𝜕𝑄1/𝜕𝜖0 = (𝜕𝑄1/𝜕𝑥𝑖 −

𝜕𝑄1/𝜕𝑥𝑗)|x=x𝜖
0

> 0 for any 0 ≤ 𝜖0 ≤ 𝜖. 𝑄1(x𝜖) > 𝑄1(x∗) is in
contradiction with the fact that x∗ is the optimum of𝑄1.

Theorem 6. When the number of users in 𝐺2 is zero, then, we
can restrict our attention of an optimal solution to the following
cases without losing optimality: any user 𝑗 ∈ 𝐺3 has a better
channel condition than any user 𝑖 ∈ 𝐺1 if 𝑃𝑖 < 𝑃max; that is,
ℎ𝑖 < ℎ𝑗 for 𝑗 ∈ 𝐺3 and 𝑖 ∈ 𝐺1 with 𝑃𝑖 < 𝑃max.

Proof. When the number of users in𝐺2 is zero, then, any user
belongs to𝐺1 or𝐺3. Suppose user 𝑗 ∈ 𝐺3 and 𝑖 ∈ 𝐺1 with𝑃𝑖 <
𝑃max, and x∗ = {𝑥∗1 , . . . , 𝑥

∗
𝑖 , . . . , 𝑥

∗
𝑗 , . . . , 𝑥

∗
𝑁} is the optimum.

One has 𝜕𝑄1/𝜕𝑥
∗
𝑖 − 𝜕𝑄1/𝜕𝑥

∗
𝑗 = −𝜃𝑗/ℎ𝑗 − (1 + SNRmin)𝜆𝑖 < 0.

By Lemma 4, we have 𝑥∗𝑖 < 𝑥
∗
𝑗 .

Let x∗∗ = {𝑥∗1 , . . . , 𝑥
∗
𝑗 , . . . , 𝑥

∗
𝑖 , . . . , 𝑥

∗
𝑁}, that is; we

exchange the position of 𝑖th and 𝑗th items of x∗. Assume
ℎ𝑖 ≥ ℎ𝑗. Since 𝑥

∗
𝑖 < 𝑥∗𝑗 and 𝑄1(x

∗∗) = 𝑄1(x∗), we know
that x∗∗ is also an optimal solution to problem (6). However,
x∗∗ has a user 𝑗 who belongs to 𝐺2. Thus, the assumption of
ℎ𝑖 ≥ ℎ𝑗 leads to a contradiction.
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Theorem7. When the number of users in𝐺2 is 1, the userswith
worse channel condition than the users in𝐺2must belong to𝐺1;
that is, any user 𝑖 with ℎ𝑖 < ℎ𝑗 given 𝑗 ∈ 𝐺2 satisfies 𝑖 ∈ 𝐺1.

Proof. Suppose that x∗ = {𝑥∗1 , . . . , 𝑥
∗
𝑖 , . . . , 𝑥

∗
𝑗 , . . . , 𝑥

∗
𝑁} is the

optimum. Consider users 𝑗 ∈ 𝐺3 and 𝑖 ∈ 𝐺2. One has
𝜕𝑄1/𝜕𝑥

∗
𝑖 − 𝜕𝑄1/𝜕𝑥

∗
𝑗 = −𝜃𝑗/ℎ𝑗 < 0. By Lemma 4, we have

𝑥∗𝑖 < 𝑥
∗
𝑗 .

Assume ℎ𝑖 ≥ ℎ𝑗. Following the same way as that used in
the proof ofTheorem 6, by exchanging the position of 𝑖th and
𝑗th items of x∗, we can find an optimum x∗∗ with two users
who belong to 𝐺2. Thus, the assumption of ℎ𝑖 ≥ ℎ𝑗 leads to a
contradiction.

All of users in𝐺3 have a better channel condition than the
user in 𝐺2. Thus, if a user 𝑘 with ℎ𝑘 < ℎ𝑖, given 𝑖 ∈ 𝐺2, then,
user 𝑘 belongs to 𝐺1.

Theorem 8. When the number of users in 𝐺2 is 1, we can
restrict our attention of an optimal solution to the following
cases without losing optimality: all the users with better channel
condition than the user in 𝐺2 belong to 𝐺3; that is, any user 𝑖
with ℎ𝑖 > ℎ𝑗 given 𝑗 ∈ 𝐺2 satisfies 𝑖 ∈ 𝐺3.

Proof. Refer to Theorem 7.

Remark 9. The optimal solution to the problem with 𝑄1
implies a greedy policy: the user 𝑖 with better channel
conditions (a higher ℎ𝑖) is allocated to 𝑃max (in group𝐺3), the
user 𝑖 with worse channel conditions (a lower ℎ𝑖) is allocated
to a level of power which can only meet the minimal QoS (in
group 𝐺1), and the number of users in 𝐺2 is at most one.

5.2. Solutions to the Optimal Problem with Objective 𝑄2

Lemma 10. One has sign(𝜕𝑄2/𝜕𝑥𝑖 − 𝜕𝑄2/𝜕𝑥𝑗) = − sign(𝑥𝑖 −
𝑥𝑗), where sign(𝑥) represents the sign of 𝑥.

Proof. Given

𝜕𝑄2
𝜕𝑥𝑖

= 𝑄2 {
1
𝑥𝑖
−
𝑁

∑
𝑚=1,𝑚 ̸=𝑖

1
(𝐼 + ∑𝑁𝑘=1,𝑘 ̸=𝑚 𝑥𝑘)

} , (14)

we have

𝜕𝑄2
𝜕𝑥𝑖

− 𝜕𝑄2
𝜕𝑥𝑗

= 1
𝑥𝑖 (𝐼 + 𝑥𝑖)

− 1
𝑥𝑗 (𝐼 + 𝑥𝑗)

. (15)

If 𝑥𝑖 ≤ 𝑥𝑗, we have 𝜕𝑄2/𝜕𝑥𝑖 − 𝜕𝑄2/𝜕𝑥𝑗 ≥ 0; otherwise,
𝜕𝑄2/𝜕𝑥𝑖 − 𝜕𝑄2/𝜕𝑥𝑗 > 0. So sign(𝜕𝑄2/𝜕𝑥𝑖 − 𝜕𝑄2/𝜕𝑥𝑗) =
− sign(𝑥𝑖 − 𝑥𝑗).

Theorem 11. For an optimum solution, if there are users in𝐺2,
their level of power at the receiving end should be the same. In
other words, if there are users 𝑖, 𝑗 ∈ 𝐺2, then 𝑥𝑖 = 𝑥𝑗.

Proof. Consider users 𝑖, 𝑗 ∈ 𝐺2. We have 𝜕𝑄2/𝜕𝑥𝑖 =
𝜕𝑄2/𝜕𝑥𝑗 = 𝜇 + SNRmin∑𝑘∈𝐴

1

𝜆𝑘. So 𝑥𝑖 = 𝑥𝑗 by Lemma 10.

Theorem 12. Except for the case when all the users’ powers at
the receiving end 𝑥𝑖 (𝑖 = 1, 2, . . . , 𝑁) are the same, if there are
users in 𝐺1, then these users should be allocated the maximal
transmit power, that is, 𝑃max.

Proof. Suppose that x∗ = {𝑥∗1 , . . . , 𝑥
∗
𝑖 , . . . , 𝑥

∗
𝑗 , . . . , 𝑥

∗
𝑁} is the

optimum. Consider users 𝑖 ∈ 𝐺1 and 𝑗 ∉ 𝐺1. Assume
𝑃𝑖 < 𝑃max. Then, we have 𝜕𝑄2/𝜕𝑥𝑖 − 𝜕𝑄2/𝜕𝑥𝑗 < 0, and thus
𝑥𝑖 > 𝑥𝑗 by Lemma 10. However, from the monotonicity of
SNR equation shown in (3), we have SNR𝑖 = SNRmin > SNR𝑗
which is a contradiction. Thus, we have 𝑃𝑖 = 𝑃max.

Theorem 13. Except for the case when all the users’ powers at
the receiving end 𝑥𝑖 (𝑖 = 1, 2, . . . , 𝑁) are the same, there can be
at most one user in 𝐺1 and that user is with the worst channel
condition ℎ𝑖. In other words, the number of users in 𝐺1 is at
most 1, and ℎ𝑖 is lowest if 𝑖 ∈ 𝐺1.

Proof. Suppose that x∗ = {𝑥∗1 , . . . , 𝑥
∗
𝑖 , . . . , 𝑥

∗
𝑗 , . . . , 𝑥

∗
𝑁} is the

optimum. Assume that there are two users 𝑖, 𝑗 ∈ 𝐺1 with ℎ𝑖 >
ℎ𝑗. By Theorem 12, 𝑃𝑖 = 𝑃𝑗 = 𝑃max. So we have 𝑥𝑖 > 𝑥𝑗, and
SNR𝑖 > SNR𝑗 from themonotonicity of SNR equation, which
is a contradiction with SNR𝑖 = SNR𝑗 = SNRmin. So there is
at most one user in 𝐺1.

Theorem 14. For an optimum solution, if there exists user 𝑖 in
𝐺3, then 𝑥𝑖 should be less than 𝑥𝑗 for any user 𝑗 ∈ 𝐺2.

Proof. Suppose that x∗ = {𝑥∗1 , . . . , 𝑥
∗
𝑖 , . . . , 𝑥

∗
𝑗 , . . . , 𝑥

∗
𝑁} is the

optimum. Consider users 𝑖 ∈ 𝐺3 and 𝑗 ∈ 𝐺2. One has
𝜕𝑄2/𝜕𝑥

∗
𝑖 − 𝜕𝑄2/𝜕𝑥

∗
𝑗 = 𝜃𝑗/ℎ𝑗 > 0. By Lemma 10, we have

𝑥∗𝑖 < 𝑥
∗
𝑗 .

Remark 15. The optimal solution to the problem with 𝑄2
implies a fair policy: the user 𝑖with worse channel conditions
(a lower ℎ𝑖) is allocated to 𝑃max (in group𝐺1 or𝐺3); the user 𝑖
with better channel conditions (a higher ℎ𝑖) is allocated to the
same level of power at the receiving end 𝑥𝑖, which is higher
than 𝑥𝑗 of user 𝑗, who is with lower priority (a lower ℎ𝑗).

5.3. Algorithms of Solving the Optimization Problem

Theorem 16. For problem of (6), without losing optimality, we
can focus our attention on an optimal power allocation vector
to the following form: P∗ = {𝑃max, . . . , 𝑃max, 𝑃𝑇, 𝑃𝑇+1, . . . , 𝑃𝑁},
where 𝑇 is an integer and 1 ≤ 𝑇 ≤ 𝑁; 0 ≤ 𝑃𝑇 ≤ 𝑃max; SNR𝑖 =
SNRmin for any 𝑇 < 𝑖 ≤ 𝑁.

Proof. Refer to Remark 3 andTheorems 6 to 8.

FromTheorem 16, an optimal solution to problem (6) can
be found as follows. Partition the users into two classes: 𝑇
low-priority users and (𝑁 − 𝑇) high-priority users, based
on their channel conditions ℎ𝑖 (𝑖 = 1, 2, . . . , 𝑁) (a user
in a better channel condition, i.e., a larger value of ℎ𝑖, is
allocated a higher priority). For each of the 𝑁 + 1 possible
ways of partitioning users, allocate the power in the following
way. Allocate 𝑃max to all high-priority users while the power
is allocated to all low-priority users just to meet the QoS
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Ensure: 0 ≤ 𝑃𝑖 ≤ 𝑃max, SNR𝑖 ≥ SNRmin,
∑𝑖 𝑃𝑖ℎ𝑖 ≤ 𝑃𝑆
Initialize P0= {𝑃max, . . . , 𝑃max, 0, 0, . . . , 0}
𝑇 = 1
𝑢 = 𝑃maxℎmin (ℎmin = min𝑖{ℎ𝑖})
𝑄1 = 0
while 1 ≤ 𝑇 ≤ 𝑁 do

whilemin𝑖{SNR𝑖} ≥ SNRmin do
𝑄 = ∑𝑖 SNR𝑖
if 𝑄 > 𝑄1 then
𝑄1 = 𝑄
P𝑇 = 𝑢/ℎ𝑇 and update P

end if
𝑢 = 𝑢 − Δ𝑃

end while
𝑇 = 𝑇 + 1

end while
Output the result of 𝑄1 and P

Algorithm 1: Algorithm of solving optimization problem (6).

requirement, that is, SNRmin. Optimize the objective with
respect to the variable 𝑇, subject to the constraints of (6).
Evaluate the objective and compare the values of objective for
each possible partitioning rule. Pick𝑇 that yield the optimum
by increasing 𝑢 at a step of Δ𝑃. The specific algorithm is
shown in Algorithm 1.

Remark 17. Algorithm 1 solves the problem of (6) within the
running time of 𝑂(𝑁𝐾) where 𝐾 = ⌈𝑃maxℎmin/Δ𝑃⌉ and
ℎmin = min𝑖{ℎ𝑖}.

Remark 18. Exploratory search algorithms solve the problem
of (6) within the running time of 𝑂(𝐾𝑁) where 𝐾 =
⌈𝑃maxℎmin/Δ𝑃⌉.

Theorem 19. For problem of (7), without losing optimality, we
can focus our attention on an optimal power allocation vector
to the following form: P∗ = {𝑃1, . . . , 𝑃𝑇, 𝑃max, . . . , 𝑃max}, where
𝑇 is an integer and 1 ≤ 𝑇 ≤ 𝑁; 0 ≤ 𝑃𝑇 ≤ 𝑃max; 𝑥1 = 𝑥2 = ⋅ ⋅ ⋅ =
𝑥𝑇 ≥ 𝑥𝑇+1 = 𝑃maxℎ𝑇+1.

Proof. Refer to Remark 3 andTheorems 11 to 14.

FromTheorem 19, an optimal solution to problem (7) can
be found as follows. Partition the users into two classes: 𝑇
low-priority users and (𝑁 − 𝑇) high-priority users, based on
their channel conditions ℎ𝑖 𝑖 = 1, 2, . . . , 𝑁. For each of the
𝑁 + 1 possible ways of partitioning users, allocate the power
in the following way. Allocate 𝑃max to all low-priority users
while the power is allocated among high-priority users to
ensure that their 𝑥𝑖 (𝑖 = 𝑇 + 1, . . . , 𝑁) is the same (𝑥𝑖 =
𝑢 (𝑖 = 𝑇 + 1, . . . , 𝑁)) and higher than 𝑃maxℎ𝑗 (𝑗 = 1, . . . , 𝑇).
Optimize the objective with respect to two variables 𝑇 and
𝑢, subject to all the constraints. Evaluate the objective and
compare the values of objective for each possible partitioning
rule. Pick 𝑇 and 𝑢 that yield the optimum by increasing 𝑢 at
a step of Δ𝑃. The specific algorithm is shown in Algorithm 2.

Ensure: 0 ≤ 𝑃𝑖 ≤ 𝑃max, SNR𝑖 ≥ SNRmin,
∑𝑖 𝑃𝑖ℎ𝑖 ≤ 𝑃𝑆
InitializeP = {0, . . . , 0, 𝑃max, . . . , 𝑃max}
𝑇 = 1
𝑢 = 0
𝑄2 = 0
while 1 ≤ 𝑇 ≤ 𝑁 do

while 𝑢 ≤ 𝑃maxℎmin (ℎmin = min𝑖{ℎ𝑖}) do
𝑄 = ∑𝑖 SNR𝑖
if 𝑄 > 𝑄2 then
𝑄2 = 𝑄
P𝑇 = 𝑢/ℎ𝑇 and update P

end if
𝑢 = 𝑢 + Δ𝑃

end while
𝑇 = 𝑇 + 1

end while
Output the result of 𝑄2 and P

Algorithm 2: Algorithm of solving optimization problem (7).

Remark 20. Algorithm 2 solves the problem of (7) within the
running time of 𝑂(𝑁𝐾) where𝐾 = ⌈𝑃maxℎmin/Δ𝑃⌉.

Remark 21. Exploratory search algorithms solve the problem
of (7) within the running time of 𝑂(𝐾𝑁) where 𝐾 =
⌈𝑃maxℎmin/Δ𝑃⌉.

6. Simulation Results

We collect the Internet-of-vehicles data from [26], in which
a transmit-receive pair of mobile users is represented by a
connection of network. In the following simulation, we set 50
nodes in the vehicle network, each node using amobile phone
with a probability of 0.1. Please note that 50 mobile terminals
can produce EMI impact onmedical devices at the same time
in a densely populated city. Also we set the average distance
between mobile users as 8 meters. Each of the users can
move at a speed of 10m/s (36 km/h) in an arbitrary direction.
We clarify the model of channel characteristics in Section 5.1
and perform 100000 Matlab-based runs in the experiment to
address the results. The levels of EMI 𝐸LS or 𝐸NLS (see (1) and
(2)) are normalized to unity in the simulation.

6.1. Characteristics of Channel Models. We firstly select a few
typical empirical channel models for simulation, and these
models are presented in ITU-R recommendation M.1225
[25]. The ITU-R M.1225 model can be applied under the
scenarios of mobile hospitals outside the high-rise core of
urban areas, in which the height of buildings is almost
uniform [25]. Mathematically, the channel characteristics 𝐿
can be addressed as

𝐿 = 40 (1 − 4 × 10−3Δℎ) log𝐷 − 18 logΔℎ + 21 log 𝑐

+ 80,
(16)

where 𝐷[km] refers to the distance between base station
and mobile terminals; 𝑐[MHz] is the frequency of carriers;
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Figure 2: The figure illustrates the change of SNR with various sizes of networks 𝑁 (objective of 𝑄1 versus objective of 𝑄2). (a) Average
level of SNR; (b) standard deviation of SNR. Green line with “I” represents the problem with objective 𝑄1; blue line with “󳵻” represents the
problem with objective 𝑄2.

ℎ[m] refers to the height of antenna at the base station; and
the height is measured from an average roof-top level.

The authors in [25] characterize each terrestrial environ-
ment as a channel impulse response by using tapped-delay
lines. Specifically, the model is composed of quite a few taps:
the time delay is determined by the first tap; the average level
of power is determined by the strongest tap. Table 1 addresses
the propagation model for all of vehicular experiment cases.
In each of these cases, Table 1 lists the strength of signals,
the relative time delay, and Doppler shift. Specifically, the
primary parameters of characterizing propagationmodels are

(i) time delay: the structure of spread, and its probability
distribution;

(ii) multipath fading characteristics: Doppler spectrum
in Rician channels versus in Rayleigh channels.

6.2. QoS in the Network of Mobile Hospital. In this section,
we address the average level of SNR in a network of mobile
hospital as well as the difference among individual SNR
levels with different objectives of optimizing QoS. Also
we investigate how the parameters of network size 𝑁, the
maximal possible transmit power 𝑃max, and the power of
noise 𝐼 can impact the SNR level.

We set 𝑃max = 1 and 𝐼 = 10. It is observed from
Figure 2 that the optimization problem with objective𝑄1 can
achieve a higher level of average SNR than that with objective
𝑄2, while the latter can achieve a much lower level of SNR
difference among users. This is because the optimal solution
to the problem with 𝑄1 implies a greedy policy: the users
in better channel conditions (i.e., the users with a higher
ℎ𝑖) are allocated to 𝑃max while the users in worse channel

Table 1: Parameters of propagationmodels in ITU-R recommenda-
tion M.1225 [25].

Tap Relative
delay (ns)

Average
power (dB)

Doppler
spectrum

1 0 0.0 Rayleigh
2 310 −1.0 Rayleigh
3 710 −9.0 Rayleigh
4 1090 −10.0 Rayleigh
5 1730 −15.0 Rayleigh
6 2510 −20.0 Rayleigh

conditions are allocated to a low level of power which can
only meet the minimal level of QoS. However, the optimal
solution to the problemwith𝑄2 implies a fair policy: the users
inworse channel conditions (i.e., the users with a lower ℎ𝑖) are
allocated to 𝑃max. Thus, the difference of SNR among users
with objective 𝑄2 is much lower than that with objective 𝑄1.

We set 𝑁 = 50. It is observed from Figure 3 that the
optimization solution is influenced by both the parameters of
𝑃max and 𝐼.With the increase of𝑃max, the average level of SNR
increases first and then decreases, suggesting that there is a
threshold of 𝑃max beyond which noise has a more significant
impact on SNR than signal does. Unsurprisingly, with the
increase of 𝐼 (i.e., the decrease of 1/𝐼), the value of SNR also
decreases. However, the impact of high values of 𝐼 (low values
of 1/𝐼) on the SNR decreases significantly as the 𝐼 increases
suggesting that there is a threshold of noise power 𝐼 below
which additional increase of average level of SNR ceases to be
advisable.
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Figure 3: The figure illustrates the change of SNR with parameters of 𝑃max and 𝐼 (objective of 𝑄1 versus objective of 𝑄2). (a) Average level
of SNR versus 𝑃max; (b) average level of SNR versus 𝐼. Green line with “I” represents for the problem with objective 𝑄1; blue line with “󳵻”
represents for the problem with objective 𝑄2.
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Figure 4: The figure illustrates the convergence rate with parameters of network size𝑁 and 𝑃max (objective of 𝑄1 versus objective of 𝑄2). (a)
Convergence rate versus𝑁; (b) convergence rate versus 𝑃max. Green line with “I” represents for the problem with objective𝑄1; blue line with
“󳵻” represents for the problem with objective 𝑄2.

6.3. Convergence of Optimization Algorithms. In this section,
we address the convergence rate of our optimization algo-
rithms by investigating how the parameters of network size
𝑁 and the maximal possible transmit power 𝑃max can impact
the convergence rate.

It is observed from Figure 4 that the algorithm for the
problem with objective 𝑄2 quickly converges to the optimal
solution, while the algorithm for the problem with objective
𝑄1 converges to the optimal solution at a low rate. Indeed, the
former can reach the optimum after 3.4×104 iterations, while
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Figure 5: The figure illustrates the distribution of users in each group with network size 𝑁. (a) Distribution of users with objective 𝑄1;
(b) distribution of users with objective 𝑄2. Green line with “I” represents the percentage of users in 𝐺1; red line with “⬦” represents the
percentage of users in 𝐺2; blue line with “󳵻” represents the percentage of users in 𝐺3.

the latter convergence appears after 2.3×104 iterations under
a network of mobile hospital at a scale of 50.

6.4.Distribution ofUsers amongThreeGroups. In this section,
we present the distribution of users among three groups at the
optimum and investigate the impact of optimization policies
(the objectives of optimization problems) on the distribution.

It is observed from Figure 5 that the distribution of users
in three groups is quite different for the objective of 𝑄1 and
𝑄2. In the optimal solution to the problem with objective𝑄1,
the percentage of users in𝐺1 increases dramatically while the
percentage of users in𝐺3 decreases dramatically with the rise
of𝑁.The percentage of users in𝐺2 is close to 0. In the optimal
solution to the problem with objective 𝑄2, the percentage of
users in 𝐺2 increases dramatically while the percentage of
users in 𝐺3 decreases dramatically with the rise of 𝑁. The
percentage of users in 𝐺1 is close to 0.

In the results for both objectives 𝑄1 and 𝑄2, the per-
centage of users in 𝐺3 decreases with the rise of 𝑁. In other
words, the base station starts to reduce the transmit power
of most users. This is because a large number of users can
lead to a great amount of interference to any user and thus
the base station must decrease the transmit power to reduce
the interference within the whole network.

7. Conclusion

We consider the setting of optimizing QoS in a network of
mobile hospital, in which a user receives both signal from
base station and the noise from the other users.With the QoS

metric (i.e., SNR), we study the optimization of QoS within
the whole network and propose a novel algorithm to allocate
the transmit power for themaximumof SNR. Some of the key
inferences drawn are

(i) the problems with two proposed objectives can yield
to two policies of optimizing QoS: a greedy policy is
optimal to maximize the sum of SNR of each user,
whereas a fair policy is optimal to maximize the
product of SNR of each user;

(ii) proposed SNR optimization algorithm can achieve
the optimum within a running time which linearly
increases with the size of network𝑁;

(iii) the analysis on SNR optimization shows the partition
of users into three groups with certain features and
how the parameters of network impact the distribu-
tion of users among these groups.

Wewould also like to extend our results to a setting which
contains multiple priorities of users, and, in such a setting,
a few users in the higher priority may have more rigorous
QoS requirements than low-priority users. Also we would
like to investigate how to design QoS-optimization policies
under a setting when users are noncooperative and each user
may reject the allocation of transmit power with a certain
probability.
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