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A B S T R A C T

Understanding urban dynamics, such as estimating population, urban development, and several other uses,
necessitates up-to-date large-scale building maps. Since aerial imagery provides enough textural and structural
details, it has been utilized as a critical data source for building detection. However, accurate mapping of
building objects from aerial imagery is a challenging task. This problem is attributed due to presence of
vegetation and shadows in images that present similar spectral values and transparency as a building class.
To deal with the issues mentioned above, we offer a new deep-learning structure named MultiRes-UNet
network, which is an improved version of the original UNet network. In the proposed network, we utilized
the MultiRes block to assimilate the features learned from the data at various scales and comprise some more
spatial details. Also, we suggest the incorporation of several convolutional operations along with the skip
connections to mitigate the differences between the encode–decoder features. Furthermore, we integrated
semantic edge information with semantic polygons to solve the issue of irregular semantic polygons and
enhance the boundary of semantic polygons. We tested our network on aerial images for roof segmentation
dataset, and the experimental results exhibited that the proposed network can improve the quantitative results
of Intersection Over Union to 0.78% after adding semantic edges. We also used state-of-the-art comparative
models such as UNet, DeeplabV3, ResNet, and FractalNet networks to show the competency of the introduced
network, and the results prove the success of the introduced network for building object extraction from aerial
imagery.
. Introduction

Building objects are one of the significant terrestrial features be-
ause they play an essential task in many applications, such as geo-
raphic information systems, real-estate management, population es-
imation, urban planning, and other geospatial related applications
Vakalopoulou, Karantzalos, Komodakis, & Paragios, 2015). An enor-
ous amount of remote sensing data is being accumulated each day
ith the rapid advancement of sensor technologies. Therefore, ex-

racting building objects by leveraging the fast-updated and affordable
emote sensing imagery has been a significant practical interest since
igh-resolution remote sensing data became more available and cost ef-
ective (Sumer & Turker, 2013). Manual delineation of building objects
rom images consumes considerable effort and time. Remote sensing
echnologies and novel data science provide possibilities for automatic
uilding detection to contribute to urban dynamic mapping and lessen
xtensively manual works (Abdollahi, Pradhan, Gite and Alamri, 2020;
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Ji, Wei, & Lu, 2018). However, the automatic detection of building
objects from remote sensing imagery has been a challenge because of
the heterogeneity and complicated appearance of these objects in mixed
backgrounds. Designing features that can best present a building object
is traditionally the principal method for extracting building objects
from remote sensing images. The most common utilized factors, such as
semantic and height (Zhong, Xu, Yang, & Hu, 2015), shape (Dunaeva
& Kornilov, 2017), shadow (Chen, Shang, & Wu, 2014), edge (Li &
Wu, 0000), texture (Zhang, 1999), spectrum (Zhong, Huang, & Xie,
2008), and color (Sirmacek & Unsalan, 2008), can alter under various
conditions of building architecture, scale, atmospheric circumstances,
surroundings, light, and sensor quality. The practical feature design is
far from a common procedure for automatic building extraction, given
that it solves only particular issues with particular data.

In recent years, convolutional neural network (CNN) has been pop-
ularly used in various remote sensing field (Abdollahi, Pradhan, &
Alamri, 2021; Hong, Noh, & Han, 2015). CNN generally maps the main
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input to successive vectors (a regression issue) or to specified multiple
or binary labels (a classification issue) by automatically learning mul-
tilevel representations (Maggiori, Tarabalka, Charpiat, & Alliez, 2016).
The CNN gradually replaces the conservative typical feature hand-
crafting in classification or detection applications using the powerful
‘‘representation learning’’ capability. Notably, the CNN application on
building extraction significantly simplifies the feature design and has
illustrated promising outcomes (Yuan, 2017). The commonly utilized
CNN architectures contain ResNet (He, Zhang, Ren, & Sun, 2016),
AlexNet (Krizhevsky, Sutskever, & Hinton, 2017), GoogleNet (Szegedy
et al., 2015), and VGGNet (Simonyan & Zisserman, 2014), which have
been successfully implemented in image segmentation and classifica-
tion. A single class label is typically the output of these architectures
in image classification and CNN has been contributed extensively to
image semantic segmentation. In 2015, Long, Shelhamer, and Darrell
(2015) developed a pixel-to-pixel fully convolutional network (FCN) by
extending the main CNN structure to enable dense prediction. In a typi-
cal FCN structure, the level of convolutions was utilized to downsample
feature maps; then, the low-resolution features were upsampled to the
original input by transposed convolutions (Zeiler, Krishnan, Taylor,
& Fergus, 2010). Since the development of FCN, different types of
FCN structures, such as UNet (Ronneberger, Fischer, & Brox, 2015),
DeconvNet (Noh, Hong, & Han, 2015), and SegNet (Badrinarayanan,
Kendall, & Cipolla, 2017), have been suggested. The latter approaches
mainly leveraged FCN-based structures for semantic segmentation of
remote sensing imagery because the earlier approaches that used non-
FCN-based structures are computationally and memory extensive (Volpi
& Tuia, 2016).

FCN-based approaches are exclusively used for building detection
from remote sensing data. Wu et al. (2018) performed end-to-end
building segmentation from aerial imagery using multi-constraint FCN
architecture. Abdollahi, Pradhan and Alamri (2020) applied a new FCN
architecture called Seg-UNet, which is a mixture of SegNet and UNet
structures, to extract building objects from a Massachusetts building
dataset. In Yuan (2017), a simple architecture of FCN model that
combines several layers of activation into pixel level prediction was
proposed. In addition, the signed distance function of building bor-
ders, which has an enhanced representation power, was introduced
for presenting output. Maggiori et al. (2016) reduced the tradeoff
between identification and accurate localization by applying an end-
to-end FCN structure for the dense and pixel-wise classification of
Massachusetts building imagery. Yang et al. (2018, 2018) applied
dense-attention structure for building detection from Postdam building
dataset. The suggested model includes DenseNets and spatial atten-
tion fusion mechanism that can efficiently obtain high-level feature
information to overcome noises and strengthen feature distribution.
Xu, Wu, Xie, and Chen (2018) used deep residual networks to detect
building objects from Potsdam and Vaihingen datasets. To optimize the
produced classification map via the prosed model and remove salt-and-
pepper noises, a guided filter was utilized in the post-processing stage.
In Yang, Wu et al. (2018), Yang, Yuan et al. (2018), various types of
FCN structures, such as conditional random field as recurrent neural
network, branch-out FCN, and SegNet, were proposed for building
detection from aerial imagery with a 1 m spatial resolution. Additional
near infra-red information and signed-distance labels were fused into
the building detection architecture to advance the results. Another
work (Chen et al., 2018) implemented various state-of-the-art deep FCN
frameworks, such as pyramid scene parsing network, feature pyramid
network (FPN), and FPN with multi-scale feature fusion for building
roof detection from large-scale benchmark aerial imagery.

Although the abovementioned frameworks have attained progress
in tackling the issue of building detection, they revealed several lim-
itations. Most of these frameworks unveiled poor success in building
detection purposes in heterogeneous areas such as shadows, vegetation
covers, and parking lots where these obstacles enclose buildings. Thus,
we proposed a new deep learning framework named MultiRes-UNet,
2

an improved version of the UNet network, which we believe will
improve the results of other deep learning structures in the building
detection domain. We presumed that the UNet network may be lacking
in specific criteria and then suggested some modifications to it to
identify possible improvement scopes. We added MultiRes block to
the model to assimilate the features learned from the data at var-
ious scales and comprise some more spatial details. Moreover, we
replaced the common skip connection used in the UNet with a new
shortcut path named Res path. In Res path, we utilized a chain of
convolutional operations to pass the features from the encoder to the
decoder instead of merging the feature maps from the encoder part
with those from the decoder part in a straight-forward manner. The
semantic gaps between encoder and decoder features were expected to
decrease using these extra non-linear operations. We tested our network
based on aerial images for roof segmentation (AIRS) dataset, which
included over 220,000 buildings and presented a broad coverage of
aerial images with a spatial resolution of 7.5 cm. We integrated building
semantic edges with semantic polygons to detect buildings accurately.
Specifically, we used semantic edges to: (i) realize the distinction
between adjacent buildings, make semantic polygons more appropriate
for actual building forms, (ii) solve the issue of irregular semantic
polygons, and (iii) enhance the boundary of semantic polygons. The rest
of this manuscript is presented as follows. The second section gives an
overview of the suggested MultiRes-UNet framework. Sections 3 and 4
depict the experiential outcomes and detailed comparison, respectively.
Lastly, Section 5 describes the significant findings of this study.

2. Methodology

The structure of the presented MultiRes-UNet network is detailed
in this section. The initial part explains the framework of MultiRes
block and then discusses the Res path, which is a new shortcut path
for passing the encoder feature maps to the decoder part. Ultimately,
the architecture of the presented MultiRes-UNet network is elucidated.

2.1. MultiRes block

In most cases of remote sensing images originating from different
modalities, building objects are of various scales and are irregular.
Thus, a deep learning framework could serve well to analyze these
objects across multiple context sizes. A sequence of two convolutions
with 3 × 3 kernel size was utilized after every pooling operation and
unsampled convolution in the original UNet (Ronneberger et al., 2015)
structure. This series of two 3 × 3 convolutions matched a 5 × 5
convolution (Szegedy, Vanhoucke, Ioffe, Shlens, & Wojna, 2016). Thus,
the incorporation of 3 × 3 and 7 × 7 convolutions in parallel to
the 5 × 5 convolution (Fig. 1(e)) is the easiest way to augment the
UNet structure with multi-resolution analysis following the method of
inception framework. Thus, the architecture of UNet will be facilitated
to adapt the features learned from the images of various context sizes by
the replacement of convolution operations with inception-like blocks.
Using strided convolution operations (Wang et al., 2018) is another
feasible way. However, the introduction of extra convolutional opera-
tions in parallel extremely proliferates the memory requirement despite
enhancing performance. Thus, we used a sequence of lightweight and
smaller convolutions (3 × 3) to factorize the more expensive and larger
of 5 × 5 and 7 × 7 convolutions which are shown in Fig. 1(f). To
extract the spatial features from various scales, we obtained the three
convolutions’ outputs and concatenated them together. We performed
these steps because the outputs of the 5 × 5 and 7 × 7 convolutional
layers can be approximated by the second and third 3 × 3 convolutional
operations, respectively. This modification is still considerably memory
demanding, although it hugely decreases the memory requirement. The
reason is that if two convolutions are presented in a sequence in a
deep neural structure, the number of filters in the initial convolution
holds a quadratic influence over the memory (Szegedy et al., 2015).
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To hamper the initial layers’ memory requirement from propagating
to the deeper section of the framework, we constantly proliferated the
filters for the three successive convolutional layers (from 1 to 3) rather
than using the equal number of filters in those layers. In addition, to
determine extra spatial information, we added a residual connection for
the introduction of 1 × 1 convolutions (Drozdzal, Vorontsov, Chartrand,
Kadoury, & Pal, 2016). Fig. 1(g) depicts this arrangement, which is
called a ‘‘MultiRes block’’.

2.2. Res path

The introduction of skip connection between the encoder layers
corresponding to the decoder layers is an original contribution of the
UNet network (Ronneberger et al., 2015). This condition can preserve
the disintegrated spatial features that are lost during the pooling op-
eration. However, the skip connection has defects, as described in the
following. A feasible semantic gap exists between two collections of
features being concatenated because the initial layers in the encoder
part of the UNet model compute the low-level features, whereas the
deep layers in the decoder part compute the notable higher-level fea-
tures. Before the initial pooling layer, the encoder was fused with the
decoder after the last unsampled layer using the first skip connection.
Hence, the concatenation of these inconsistent collections of features
can possibly negatively influence the prediction procedure because they
can cause inconsistencies during the learning process. As we moved
toward the subsequent skip connections, the amount of inconsistency
was expected to gently reduce because the encoder features were not
only concatenated with the features from the decoder part of the newer
layers but also moved with further processing.

Thus, we suggested accommodating several convolutional opera-
tions along the skip connections to mitigate the difference between the
encode–decoder features. In addition, we introduced a residual connec-
tion rather than utilize the normal convolutional operation because this
process yields ample deep structures and eases the learning process
(Szegedy, Ioffe, Vanhoucke, & Alemi, 2017). We initially passed the
features through a sequence of convolutions and merged them with the
decoder features instead of simply merging the encoder and decoder
features. The semantic gaps between encoder and decoder features
were expected to decrease using these extra non-linear operations.
Fig. 2 depicts the suggested shortcut called ‘‘Res path’’. In particular,
the 1 × 1 filters accompanied the residual connections, and the 3 × 3
filters were utilized in the convolutions.

2.3. Architecture of MultiRes-UNet

We used the suggested MultiRes block instead of the series of two
convolutions in the proposed MultiRes-UNet structure. To control the
number of filters of the convolutions inside the MultiRes blocks, we
allocated a 𝑊 parameter for every block. The value of 𝑊 is computed
as follows:

𝑊 = 𝛼 × 𝑈 (1)

where the number of filters in the corresponding layer of the UNet
network is defined as 𝑈 and a scaler coefficient is defined as 𝛼. The
parameter 𝑊 preserves an analogous connection between the suggested
MultiRes-UNet network and the main UNet network. After every pool-
ing or transposing of layers, the value of 𝑊 became double, similar
to the original UNet network. To maintain the number of parameters
in our proposed network to a level lesser than that of the UNet, we
assigned 𝛼 = 1.67. We assigned the number of filters in our proposed
network as 𝑈 = [32, 64, 128, 256, 512]. We also allocated filters of [𝑊6 ],
[𝑊3 ], and [𝑊2 ] to the three succeeding convolutions, respectively. This
inding is due to the following. Instead of maintaining the number of
ilters the same, the number of filters in the succeeding convolutions
ithin a MultiRes block must be expanded, as we pointed out in
ection 2.1.
 w

3

On the other hand, we introduced a new shortcut path (Res path)
for combining the encoder and decoder features and replaced it with
the common skip connections used in the original UNet model. In the
suggested Res path, we implemented several convolutional layers on
the feature maps disseminating from the contracting part (encoder) to
the expansive part (decoder). As pointed out in Section 2.2, we assumed
that as we passed through the internal shortcut paths, the intensity of
the semantic gaps between the encoder features maps and decoder ones
were reduced. Thus, the number of convolutional blocks utilized along
the four Res paths also steadily decreased to 4, 3, 2 and 1. Moreover, in
the four Res paths blocks, we utilized filters of 32, 64, 128, and 256 to
consider the number of feature maps in encoder–decoder. The Rectified
Linear Unit activation function (ReLU) (Abdollahi & Pradhan, 2021a,
2021b) was used to activate the entire convolutional layers utilized
in the suggested network except for the output layer. In addition, all
of them were batch normalized (Ioffe & Szegedy, 2015). Table 1 and
Fig. 3 depict the architectural details and a diagram of the suggested
MultiRes-UNet network, respectively. We utilized the binary cross-
entropy (BCE) (Ibtehaz & Rahman, 2020) function as the loss function
of the MultiRes-UNet model to train the model as follows:

𝐵𝐶𝐸(𝑋, 𝑌 , 𝑌 ) =
∑

𝑝𝑥∈𝑋
−(𝑦𝑝𝑥 log(𝑦̂𝑝𝑥) + (1 − 𝑦𝑝𝑥) log(1 − 𝑦̂𝑝𝑥)) (2)

where 𝑋, 𝑌 , and 𝑌 are the input image, corresponding ground truth
mage, and predicted segmentation map, respectively. Meanwhile, for
pixel 𝑝𝑥, 𝑦𝑝𝑥 is the ground truth value, and 𝑦̂𝑝𝑥 is the model prediction.
he loss function 𝐽 for a batch including 𝑛 imagery can be defined as

follows:

𝐽 = 1
𝑛

𝑛
∑

𝑖=1
𝐵𝐶𝐸(𝑋𝑖,𝑌𝑖, 𝑌𝑖) (3)

3. Results

3.1. Dataset preparation

We used AIRS (Chen et al., 2018) dataset, which includes 1047
aerial images with the original spatial dimension of 10 000 × 10 000
and spatial resolution of 7.5 cm. Given computational restraints, we
cut the original images into the size of 1536 × 1536. Consequently,
we utilized 1250 images in our experiment. We divided the dataset
into 1225 images for training and validation and 25 images for the
testing set. We just selected 25 images with different backgrounds and
complexity to test the effectiveness of the proposed model for building
extraction from aerial images. Fig. 4 exhibits several examples of the
used imagery.

3.2. Evaluation metrics

The presented technique’s efficiency was evaluated using three mea-
surement metrics: Matthews Correlation Coefficient (MCC), Intersection
Over Union (IOU), and F1 (Abdollahi & Pradhan, 2021a, 2021b). F1
is a term that refers to a mixture of precision and recall metrics. The
MCC gives a value between −1 and +1 and is defined as a correlation
coefficient between recognized binary classifications and the predicted
ones. The IOU factor is calculated by dividing the total number of
mutual pixels between the real and classified masks by the total number
of present pixels in both masks.

3.3. Experimental setting

We utilized data augmentation to increase the size of our dataset
and avoid over-fitting. We used the rotation technique of 90◦, 180◦,
and 270◦ chased by flipping vertically and horizontally to expand
he dataset. The MultiRes-UNet model’s training to optimize the loss
unction was implemented utilizing the widely used Adam optimizer

ith a learning rate of 1𝑒−4. To avoid overfitting, a dropout probability
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Fig. 1. Design of the proposed MultiRes block operation. (e) Simple inception block that enabled us to adapt spatial features from various scales by utilizing the 3 × 3, 5 × 5, and
7 × 7 convolutions in parallel and merging the produced feature maps. (f) Sequence of lightweight and smaller 3 × 3 convolutions used to factorize the more expensive and larger
× 5 and 7 × 7 convolutions. (g) Arrangement of MultiRes block; we added a 1 × 1 filter to maintain dimensions along with a residual connection and gradually incremented

he number of filters in the series of three layers.
Fig. 2. Suggested Res path structure. We utilized a chain of convolutions to pass the features from the encoder to decoder part instead of directly merging the features maps from
the encoder part with those from the decoder part. In addition, to ease the learning process, we suggested residual connections.
Table 1
Architectural details of the presented MultiRes-UNet network.

MultiRes-UNet

MultiRes blocks Layer Size of filter #Filters Path Layer Size of filter #Filters

Block 1 Convolution 3 × 3 8

Res Path 1

Convolution 3 × 3 64
Convolution 3 × 3 17 Convolution 1 × 1 64

Block 9 Convolution 3 × 3 26 Convolution 3 × 3 64
Convolution 1 × 1 51 Convolution 1 × 1 64

Block 2 Convolution 3 × 3 17 Convolution 3 × 3 64
Convolution 3 × 3 35 Convolution 1 × 1 64

Block 8 Convolution 3 × 3 53 Convolution 3 × 3 64
Convolution 1 × 1 105 Convolution 1 × 1 64

Block 3 Convolution 3 × 3 35

Res Path 2

Convolution 3 × 3 128
Convolution 3 × 3 71 Convolution 1 × 1 128

Block 7 Convolution 3 × 3 106 Convolution 3 × 3 128
Convolution 1 × 1 212 Convolution 1 × 1 128

Block 4 Convolution 3 × 3 71 Convolution 3 × 3 128
Convolution 3 × 3 142 Convolution 1 × 1 128

Block 6 Convolution 3 × 3 213
Res Path 3

Convolution 3 × 3 256
Convolution 1 × 1 426 Convolution 1 × 1 256

Block 5
Convolution 3 × 3 142 Convolution 3 × 3 256
Convolution 3 × 3 284 Convolution 1 × 1 256

Convolution 3 × 3 427 Res Path 4 Convolution 3 × 3 512
Convolution 1 × 1 853 Convolution 1 × 1 512
of 0.5 (Srivastava, Hinton, Krizhevsky, Krizhevsky, & Salakhutdinov,
2014) was used during model training. The suggested network was
trained with batch size 1, and sigmoid function was used at the last
convolutional operation to generate the probability of 0 or 1 (Shi, Liu,
& Li, 2018). The trained network was then implemented to the test data
for building extraction. To evaluate the performance, the segmentation
maps were compared against the ground truth images. In the current
4

work, the whole process of training and testing the presented network

for building detection was executed under TensorFlow backend and

Keras framework with a memory of 24 GB, a GPU Nvidia Quadro RTX

600 and a computation capacity of 7.5.
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Fig. 3. Architecture of the presented MultiRes-Unet network. We proposed MultiRes block instead of using a series of two convolutional blocks in the original UNet network.

oreover, we replaced the common skip connections with the suggested Res path.
Fig. 4. Demonstration of three representative images, their semantic edges, and ground truth maps for AIRS dataset. (a) exhibit the main RGB images; (b) is corresponding
segmentation ground truth maps, and (c) is superposition between semantic edges and segmentation ground truth maps.
5
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Fig. 5. Visualization outcomes of comparative networks, such as DeeplabV3, FractalNet, UNet and ResNet. FPs, FNs, and TPs are exhibited in blue, yellow, and white colors,
respectively. . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
3.4. Results of experiments

We compared the presented MultiRes-UNet network to other state-
of-the-art deep learning techniques such as UNet network (Ronneberger
et al., 2015), DeeplabV3 architecture (Chen, Papandreou, Kokkinos,
Murphy, & Yuille, 2017), ResNet framework (He et al., 2016), and
FractalNet network (Larsson, Maire, & Shakhnarovich, 2016) to val-
idate its results. Fig. 5 exhibits the visual results attained by other
comparative techniques. There are six columns and five rows in this
figure. In the first and second columns, the RGB and reference images
are exhibited, respectively. The third, fourth, fifth, and sixth columns
display the outcomes attained by DeeplabV3, FractalNet, UNet, and
ResNet architectures, respectively. Also, Fig. 6 shows the qualitative
results obtained by the proposed MultiRes-UNet model without and
with augmentation techniques.

Figs. 5 and 6 show that the proposed MultiRes-UNet model and
other comparative techniques can obtain accurate building segmenta-
tion maps in general. However, the proposed MultiRes-UNet network
can produce more accurate building maps than the others. The network
predicted less FPs (exhibited in blue color) and less FNs (exhibited in
yellow color), which led to the preservation of the boundary infor-
mation of building objects and generation of high-resolution building
segmentation maps. Such a finding may be due to the use of MultiRes
block and Res path in the network. In Res path, the semantic gaps
between encoder and decoder features are expected to lessen because a
chain of convolutional operations was used to pass the features from the
encoder to the decoder instead of directly merging the features maps
from encoder part with those from decoder part. MultiRes block was
also used to reconcile spatial features from various context sizes. Thus,
the performance of the MultiRes-UNet network for building detection
was improved using these modifications.

Furthermore, we computed the performance assessment metrics to
determine the efficacy of the introduced network for building ob-
ject detection. Table 2 exhibits the correctness of every particularized
judgment factor for building extraction. The bold and underlined val-

ues depict the best and second-best values, respectively. As the table

6

illustrates, ResNet method achieved the least amount of IOU with
88.84% for building detection. DeeplabV3 and FractalNet methods
ranked the fourth and third methods in building detection, with IOU
of 89.48% and 90.91%, respectively. The UNet network was ranked
the second-best method for building extraction with achieving the IOU
accuracy of 92.40%. The UNet model can improve the values of IOU to
1.49% compared with the FractalNet, which is the third-best method.
By contrast, the proposed MultiRes-UNet network can achieve higher
accuracy of IOU than all the other methods. The network achieved
93.14% accuracy for IOU, which is 0.74% and 2.23% higher than that
of the second- (UNet) and third-best (FractalNet) methods, respectively.
In addition, we compared the quantitative results achieved by the
proposed model without and with data augmentation. The proposed
model could improve the IOU accuracy to 3.1% compared to the
MultiRes-UNet model without data augmentation. In summary, the
results proved the capability of the MultiRes-Unet model for building
semantic segmentation from aerial imagery. Fig. 7 also demonstrates
the proposed model’s performance accuracy on training and validation
datasets over 100 epochs. Depending on the reduction in model loss
and increase in model accuracy over time, the model has learnt efficient
features to classify the images and extract building areas. In fact, the
training and validation accuracy/loss are close together in the learning
curve and the model reduced over-fitting.

4. Discussion

For accurate detection of the building objects from aerial imagery,
we incorporated semantic edges with the semantic polygons. Fig. 8
indicates the visualization results attained by the MultiRes-UNet net-
work before and after adding the semantic edges to the semantic
polygons. The figure is presented in four columns and three rows. In
the first and second columns, the original RGB imagery and corre-
sponding label maps are shown, respectively, while the results of the
building detection before and after integration of the semantic edges

are demonstrated in the third and fourth columns, respectively. As the
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Table 2
Accuracy assessment factors for computing the quantitative results attained by the MultiRes-UNet and other comparative networks. The underlined and bold values show the
second-best and best values, respectively.

Image1 Image2 Image3 Image4 Image5 Average

DeeplabV3
F1 0.9462 0.9359 0.9516 0.9432 0.9455 0.9445
MCC 0.9233 0.9075 0.9327 0.9177 0.9188 0.9200
IOU 0.8978 0.8794 0.9076 0.8925 0.8966 0.8948

FractalNet
F1 0.9541 0.9472 0.9519 0.9529 0.9561 0.9524
MCC 0.9363 0.9263 0.9353 0.9334 0.9368 0.9336
IOU 0.9121 0.8997 0.9081 0.9099 0.9158 0.9091

UNet
F1 0.9631 0.9509 0.9651 0.9635 0.9597 0.9605
MCC 0.9475 0.9294 0.9516 0.9471 0.9403 0.9432
IOU 0.9288 0.9064 0.9326 0.9296 0.9224 0.9240

ResNet
F1 0.9441 0.9294 0.9412 0.9443 0.9456 0.9409
MCC 0.9232 0.9038 0.9221 0.9232 0.9230 0.9191
IOU 0.8940 0.8680 0.8889 0.8944 0.8969 0.8884

MultiRes-UNet without augmentation
F1 0.9501 0.9222 0.9550 0.9583 0.9518 0.9475
MCC 0.9302 0.8913 0.9387 0.9402 0.9297 0.9260
IOU 0.9049 0.8556 0.9138 0.9198 0.9080 0.9004

MultiRes-UNet with augmentation
F1 0.9707 0.9541 0.9681 0.9660 0.9636 0.9645
MCC 0.9585 0.9343 0.9558 0.9509 0.9460 0.9491
IOU 0.9430 0.9122 0.9381 0.9342 0.9297 0.9314
Fig. 6. Visualization outcomes of the proposed model. (i) original images, (ii) ground truth images, (iii) results of MultiRes-UNet without augmentation, and (iv) results of
ultiRes-UNet with augmentation. FPs, FNs, and TPs are exhibited in blue, yellow, and white colors, respectively. . (For interpretation of the references to color in this figure

egend, the reader is referred to the web version of this article.)
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Fig. 7. (a) Model accuracy, and (b) model loss of the proposed MultiRes-UNet Network.
Fig. 8. Visualization outcomes of the proposed MultiRes-UNet network before and after integration of semantic edge information. The FPs, FNs, and TPs are exhibited in blue,
yellow, and white colors, respectively. The yellow boxes show the FP and FN prediction. . (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
figure shows, the proposed network could improve the quantitative
results after integrating semantic edges and generate high-resolution
building segmentation maps. This is because the proposed model could
reduce the number of FP pixels and detect the boundary of buildings
more accurately after using building edges. Thus, by incorporating
semantic edges with semantic buildings, the proposed technique’s per-
formance in building detection was increased. In fact, we solved the
issue of incompleteness and distinctive of semantics edges and real-
ized complete buildings semantic extraction using semantic polygons.
Furthermore, we recognized the distinction between adjacent build-
ings, adapted semantic polygons to the real building’s shape, solved
irregular semantic polygons issues, and strengthened the semantic poly-
gon boundaries using semantic edges, which leads to improving the
8

boundary of semantic polygons and creating high-resolution building
segmentation maps. In addition, we assessed the performance metrics
to realize the effect of adding semantic edges for the proposed model
in building detection. Table 3 indicates the qualitative results attained
by the model before and after the integration of semantic edges. As the
table depicts, the proposed MultiRes-UNet model can achieve 96.56%,
95.16%, and 93.35% accuracy for the F1, MCC, and IOU, respectively,
before adding the semantic edges information. In contrast, the model
can obtain 96.98%, 95.73%, and 94.13% accuracy for the F1, MCC,
and IOU metrics, respectively, after using the edge information. The
proposed network can enhance the results of F1, MCC, and IOU to
0.42%, 0.57%, and 0.78%, respectively, which confirmed the influence
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Table 3
Accuracy assessment factors for assessing the quantitative results attained by the
MultiRes-UNet network before and after integrating the semantic edge information.

Image1 Image2 Image3 Average

MultiRes-UNet
F1 0.9715 0.9600 0.9654 0.9656
MCC 0.9592 0.9447 0.9509 0.9516
IOU 0.9445 0.9230 0.9330 0.9335

MultiRes-UNet + Edge Information
F1 0.9733 0.9659 0.9702 0.9698
MCC 0.9617 0.9525 0.9576 0.9573
IOU 0.9480 0.9339 0.9420 0.9413

*Bold values show the best values.

of edge information in identifying the difference between adjacent
buildings and improving the boundary of semantic polygons.

5. Conclusion

In this research, we executed a new deep learning structure named
MultiRes-UNet model, which is a modified version of the original UNet
network, to detect buildings from aerial imagery. In the proposed
model, we used MutiRes block to adapt spatial features from various
scales and used Res path with a collection of convolutions for passing
the encoder features to the decoder section rather than combining
the features from the encoder with those from the decoder straightly.
We trained our model based on the AIRS dataset containing over
220,000 buildings with a spatial resolution of 7.5 cm and a broad
coverage of aerial images. Moreover, semantic edge information was
integrated with the semantic building to make semantic polygons more
proper for real buildings form and improve the accuracy of buildings
boundaries. After integration, the quantitative results demonstrated
that the proposed network can enhance the results of IOU to 0.78%,
which confirmed the influence of edge information in recognizing the
difference between adjacent buildings and improving the boundary of
semantic polygons. In addition, we used state-of-the-art comparative
models to show the competency of the introduced network in building
semantic segmentation. The experiential consequences declared the
success of the advised network for building object extraction from aerial
imagery.
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