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ABSTRACT

The Coupled Task Scheduling Problem:

Models and Solution Methods

by

Mostafa Khatami

The coupled task scheduling problem (CTSP) is studied in this thesis. The problem

consists of scheduling a set of jobs on one or a set of machines, where each job consists

of at least two tasks. The main characteristic of the problem is a fixed time-lag between

the process of each two consecutive tasks of the same job, where its duration is fixed, i.e.,

the succeeding task cannot be started earlier or later than the time-lag is passed. The

fixed time-lags were introduced to model radar tracking systems, and later extended to

formulate problems in chemistry manufacturing systems and robotic cells. The motivation

for studying the CTSP in this thesis is to model certain problems in healthcare scheduling

with the same characteristics. One example is the scheduling of patients in a chemotherapy

clinic, where each patient must undergo a number of consecutive treatments with time-lags

in between. Meeting the fixed delays between the treatments of a patient is an important

factor in gaining the best outcomes for them. To study the CTSP, a literature review is

first conducted, followed by studying the problem in different scheduling environments,

including the single-machine, parallel-machine, open-shop and flow-shop settings, where

we propose several new complexity results and solution algorithms for different variants

of the problem.

Regarding the single-machine coupled task problem, a new mathematical formula-

tion and two matheuristic algorithms are proposed for the classical problem, as well as

a dynamic programming algorithm for a variant of the problem with time-dependent

processing times.

With regard to the parallel-machine environment, we first explore the complexity of

the problem and propose NP -hardness proofs for certain cases, followed by approximation

bounds for the two-machine problem. The latter result is then extended to the open-shop

scheduling environment.



The problem in the flow-shop environment is then extensively investigated under the

permutation setting, and also under the case of ordered processing times. A set of pub-

licly available hard data set and state-of-the-art algorithms are proposed for the ordered

flow-shops. Then, flow-shop problem with coupled tasks is studied and polynomial-time

algorithms are proposed for various settings of the problem, including the ordered pro-

cessing times.
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School of Mathematical and Physical Sciences
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