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Abstract— Microarray analysis and visualization is very 

helpful for biologists and clinicians to understand gene 
expression in cells and to facilitate diagnosis and treatment of 
patients. However, a typical microarray dataset has thousands of 
features and a very small number of observations. This very high 
dimensional data has a massive amount of information which 
often contains some noise, non-useful information and small 
number of relevant features for disease or genotype. This paper 
proposes a framework for very high dimensional data reduction 
based on three technologies: feature selection, linear 
dimensionality reduction and non-linear dimensionality 
reduction. In this paper, feature selection based on mutual 
information will be proposed for filtering features and selecting 
the most relevant features with the minimum redundancy. A 
kernel linear dimensionality reduction method is also used to 
extract the latent variables from a high dimensional data set. In 
addition, a non-linear dimensionality reduction based on local 
linear embedding is used to reduce the dimension and visualize 
the data. Experimental results are presented to show the outputs 
of each step and the efficiency of this framework.  
Keywords— Feature Selection; Linear dimension Reduction; 

Non-Linear Dimension Reduction. 

I. INTRODUCTION 
Dimensionality reduction, as a significant and important 

tool in bioinformatics, has become an active research area [1, 
2, 3]. The purpose of dimensionality reduction is to reduce, 
understand and visualize the structure of complex data sets. A 
gene expression microarray dataset is characterized by its high 
dimensionality with low numbers of observations. One reason 
for this is because microarray experiments are too expensive 
to produce many replications. With this kind of data set, 
analysis and visualization is difficult in practice and becomes 
an obstacle for the clinicians and biologists in the field of 
diagnosis and treatment of patients such as childhood 
leukaemia sufferers [4]. 

Feature selection and dimensionality reduction are two 
different technologies that will be involved in this study. 
Feature selection is an approach to selecting the most relevant 
features in a data set. The features might be selected based on 
a target class (ranking method) or based on a specific 
classifier (wrapper method). Dimensionality reduction is a 

way to transform a high-dimensional data set into a lower 
dimensional data set which represents the most important 
variables that underlying the original one. Many algorithms 
have been published for feature selection and dimensionality 
reduction. Some of these algorithms are related to feature 
selection algorithms such as f-statistic, t-statistic and mRMR 
[5]. Others are related to Linear Dimensional Reduction (LDR) 
like PCA and Non-Linear Dimensional Reduction (NLDR) 
such as MDS, ISOMAP [1] and Local Linear Embedding 
(LLE) [2]. These different techniques and algorithms might 
not be effective if used alone for a very high dimensional data 
set like microarray data set (thousands of features). For 
example, feature selection is an important tool to apply on 
microarray data in order to select the most important and 
relevant features, but it is not enough on its own to reduce a 
high dimensional data. The same is true for principal 
component analysis (PCA), which is considered as a linear 
method and very simple effective tool but it is also not 
efficient for high dimensional and complex data set. This is 
due to the fact that PCA can‘t retrieve precisely the true latent 
variables of complex and non-linear data sets [6]. With respect 
to the NLDR, it is known that these algorithms have been 
developed for high dimensionality data reduction and 
visualization, yet are not enough on their own for very high 
dimensional data sets [6]. For example, LLE is very efficient 
and powerful for dimensionality reduction among the other 
algorithms [6, 7, 8]. However, these types of algorithms are 
very heavy on the machine in terms of time consumption and 
memory. LLE is a complex calculation and memory 
consumption. For example, the three LLE steps require a 
complex computation which will be as O(dn2), O(dnk3) and 
O(rn2) respectively where d is the input data dimensionality, k 
the number of nearest neighbors, n the number of data points 
and r the output dimensionality [9].  

Moreover, several papers have been published related to 
dimensionality reduction, yet few papers have been found that 
combine different technologies such as feature selection, LDR 
and NLDR. Bowman used Principal Component Analysis 
(PCA) alone for dimensionality reduction for bio-medical 
spectra [3], On the other hand, Quansheng [7] uses Local 
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Linear Embedding (LLE) for dimensionality reduction 
without using any feature selection algorithm in order to clean 
the data and remove noise which might affect the quality of 
LLE [7]. 

The goal of this study concerns a framework for 
dimensionality reduction. This framework is composed of a 
sequence of procedures that involve dimensionality reduction 
techniques for a Leukaemia microarray data set. The purpose 
of these procedures is to achieve the maximum reduction of 
attributes with the minimum noise and redundancy without 
losing any relevant and significant information from the 
original data. The framework applies feature selection 
followed by linear and nonlinear dimensionality reduction. 
The first procedure will be feature selection. The goal of this 
step is to remove the non-useful features and noise and 
ensures that only beneficial information and significant 
features will be delivered to the next step. LDR will be the 
next step because the dimensionality of the data is very high. 
Accordingly, LDR may be very useful to reduce and suppress 
a large number of useless features. The idea of LDR 
represented by PCA is to find the direction of maximum 
variance in the input space. Then, data is transformed into a 
linear combination of the original attributes. The last 
procedure is to apply non-linear dimensionality reduction in 
order to keep the most interesting variables which will 
represent the final data and provide a better understanding of 
the structure of the data. 

The rest of this paper is organized as follows. Section II 
introduces the dimensionality reduction with the linear and 
non-linear dimension reduction. We will discuss feature 
selection and the used techniques in Section III. The structure 
of the framework which focuses on linking and uniting feature 
selection, LDR and NLDR will be discussed in Section IV 
with the used methods. Section V demonstrates the 
experimental results with the similarity measurement. In 
Section VI, we draw conclusions about the results and present 
some of the future work. 

II. DIMENSIONALITY REDUCTION 
Dimensionality reduction is an important tool in the 

proposed framework. It provides a way to reduce, understand 
and visualize the structure of complex data sets with very high 
dimensional data. There are two types of dimension reduction, 
Linear Dimensionality Reduction like Principal Component 
Analysis and Non-Linear Dimensionality Reduction such as 
LLE, ISOMAP and KPCA. 

A. Linear Dimension Reduction  
Principal Component Analysis (PCA) is one of the oldest 

and best known methods in the field of data analysis. It was 
introduced by Pearson [10]. PCA is characterized by its 
simplicity and it is a non-parametric method. It is used to 
extract the latent variables from a high dimensional data set. 
The effectiveness of this method is limited by its global 
linearity and simple matrix multiplication (covariance matrix). 
Nevertheless, it still provides a roadmap for a very high 
dimensional data set (dimension greater than 50) [6]. 

Consequently, PCA will act as a first step for dimensionality 
reduction to reduce the data set into lower number of 
dimensions in order to reveal the latent variables and 
simplified structure that often underlie it [6].  

The idea behind PCA is to find the directions or 
components where the data has maximum variance. This is 
achieved by finding the eigenvalues with the corresponding 
eigenvectors for the covariance matrix of the data sets. 

B. Non-Linear Dimension Reduction  
Non-Linear Dimensionality Reduction methods are often 

more powerful than linear ones, because the connection 
between the latent variables and observed ones may be much 
richer than simple matrix multiplication [6]. The purpose of 
NLDR is to map high dimensional data to a lower dimensional 
space. Lee and Verleysen [6] define a taxonomy for NLDR. 
One method reduces the dimensionality of data by using 
distance preservation technique. Distance preserving is 
achieved by computing spatial distance (Euclidean distance) 
like MDS or by measuring the geodesic distance (graph 
distance) such as ISOMAP. Other methods reduce the 
dimensionality by preserving the topology of the data. Two 
types of topology preservation are identified, the predefined 
lattice (SOM) and model-derived lattice (LLE). 

Some NLDR algorithms share the same basic approach, 
consisting of following three steps; 

• Determining the neighbourhoods points in the input 
space; 

• Constructing a square matrix with as many rows as 
elements in the input data set; 

• Computing spectral embedding using the eigenvectors 
of this matrix. 

III. FEATURE SELECTION  
As previously said microarray data is very high 

dimensional data set and has abundant number of features. 
However, only a small number of these features are relevant 
for disease or genotype [11,12]. It can be implied that 
microarray has a large number of redundant features and noise 
which may affect the results of dimensional reduction 
algorithms especially the NLDR which is a highly sensitive to 
noise [7] and the results might be exposed to the loss of 
accuracy and quality. 

Based on that, feature selection will be applied to the data 
at the first stage of the framework in order to remove the 
redundant and irrelevant features from the data set. Many 
potential benefits can be achieved by feature selection such as 
facilitating data visualization and data understanding, 
reducing training and utilization times, improving 
dimensionality reduction and similarity measurements [13]. 

There are two general approaches for feature selection. The 
first one is concerning feature selection regardless of classifier. 
This method is known as feature ranking or filtering [14]. The 
other approach participates in prediction and how to build a 
good classifier without caring about the features in themselves. 
This method is known as wrapper selection which aims to 



select subsets of features that are useful to build a good 
predictor [15]. 

IV. FEATURE SELECTION, LINEAR DIMENSIONAL REDUCTION 
AND NON-LINEAR DIMENSIONAL REDUCTION FRAMEWORK 

Feature Selection, Linear Dimensional Reduction and Non-
Linear Dimensional Reduction Framework is presented in this 
paper for high dimensional data reduction, time computations 
and better visualization. This framework is composed of three 
steps as illustrated in Fig 1. As previously said, the initial step 
in this framework is feature selection. Maximum Relevance 
Minimum Redundancy feature selection based mutual 
information has been used to rank the features and then select 
the top ranking ones which represent the most significant and 
correlated features. The next step is to apply LKPCA in order 
to find the maximum variance of the data and select the 
principal components with help of factor analysis technique. 
A non-linear dimension reduction algorithm LLE is finally 
used on the obtained data from the output of LKPCA. This 
algorithm is chosen because it is powerful in dimensional 
reduction and visualization. These steps will be presented and 
explained in the following paragraphs. 

 

 
Fig. 1.   Structure of the framework  

 

A. Step 1: Feature Selection 
 Several considerations should be taken in feature selection. 

One of these is the correlation between features. Variables that 
are completely useless by themselves can provide significant 
performance and improvement when taken with others. 
Moreover, two variables that are useless by themselves can be 
useful together. Another consideration is the future feature 
awareness. Features might be useless in a given data set at a 
specific time and become useful with the addition of some 
extra points in the future. 

A recent development of feature ranking is the Minimum 
Redundancy Maximum Relevance (MRMR) feature selection 
[5]. This algorithm will be considered for our data in order to 
achieve better feature selection that will act as a first step in 
the proposed framework. The goal of this algorithm is to 
minimize the redundancy and maximize the relevance of 
features in the subset. The selected algorithm is based on the 
mutual information between variables. This can be calculated 
based on their joint probability distribution p(x,y) and the 
respective marginal probabilities p(x) and p(y): 
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After the mutual information between the variables is 
calculated, the next step is to find the minimum redundancy 
and maximum relevance. 
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where h is a target class. 
Finally, the algorithm produces a ranked list of features. The 
top features represent the most significant and relevant 
features. Moreover, the combination of the top list also 
represents the best result for the target class than the 
combination of the bottom list where  the algorithm  look for 
the correlation between features which is required in our data. 

 

B. Step 2: Linear Kernel Principal Component Analysis 
In this Framework, we have applied a Linear Kernel 

Principal Component Analysis (LKPCA) instead of PCA. The 
goal of using the kernel method is to reduce the cost and time 
of the computations. In normal PCA, the size of covariance 
matrix (Y’*Y) is d*d where d is the number of variables. 
However, in LKPCA, the size of the covariance matrix (Y*Y’) 
is n*n where n is the number of observation or points. 
Consequently, LKPCA is preferable when the dimensionality 
is high and the number of point is low.  

Factor Analysis is a method can be used to precisely select 
the components from the obtained eigenvectors [20]. It aims 
to accumulate the eigenvalues of the kernel matrix until the 
incremented values become constant at one. This means that 
the rest of the eigenvalues have a zero value and can be 
ignored. The first step of factor analysis is to normalize the 
output values between zero and one. Then we start to 
accumulate the values till a predefined value if you do not 
need to take the whole information from data. For example, if 
we have 10 variables of data, and you found the first two 
factors represents 90% of the data, then the remaining eight 
factors represent just 10% of data and may be discarded. 

C. Step 3: Local Linear Embedding 
Local Linear Embedding (LLE) [2] is considered as one of 

most effective algorithms for non-linear dimensionality 
reduction. It has been used to solve various problems in 
information processing, pattern recognition, and data mining 
[16,17,18]. As LLE with topology preservation is more 
powerful than other methods which use distance preservation 
[6], this paper proposes the use of LLE for non-linear 
dimensionality reduction with the addition of factor analysis 
to the original algorithm in order to select the most significant 
low dimensional embedding vector space. The idea of LLE is 
to compute the K-nearest neighbors and then find the 
necessary weights in order to reconstruct each point using a 
linear combination of its neighbours. Finally, a low 
dimensional embedding is found which minimizes the loss of 
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construction. Three major steps are involved in LLE algorithm: 
find the neighbours in X-space, determine the reconstruction 
weights which allow each point to be reconstructed from its 
neighbors and calculate the embedding coordinates using the 
reconstruction weights. 

This algorithm takes an input X (p × n matrix where p is the 
number of attributes and n is the number of points) and 
outputs Y (d × n matrix) where d < p is the dimensionality of 
the embedding input vector X in the low dimensional space 
(Y). The first step is to compute the neighbors for each data 
point. For that, we determine the K-nearest neighbors for each 
data point. The quality of dimensionality reduction is highly 
sensitive to the value of parameter (K) which should be 
carefully chosen; otherwise the result will be exposed to loss 
of quality. If this parameter is tuned with a very high value, 
the algorithm will loose its nonlinear character and act as a 
linear dimensional reduction. On the other hand, if the value is 
too small, the data points will be above each other and the 
mapping will not reflect any global properties [19]. 

The second step is to determine the reconstruction weights. 
This task is done firstly by constructing the weight for Xi only 
from its K nearest neighbours and set zero weights for the 
points which not neighbours Xi. Secondly, we enforce the sum 
of local weights to be equal to one.   

The final step is to calculate the embedding coordinates Y 
using the construction weights and find the spectral 
embedding vector using the eigenvectors of this matrix. 

V. EXPERIMENTS  
A Leukaemia dataset has been used to demonstrate this 

framework. The data is composed of 72 observations with 255 
features. The 72 observations are divided into two clusters 
which separated between the diseased (-1) and healthy (1). 
After applying feature selection on our dataset, 198 features 
out of 255 have been selected from the data set which 
represent the most relevant and correlated variables. The 
images below show the result of the obtained data set from 
feature selection after applying LKPCA and PCA algorithm 
(Fig. 2 and 3). 

 
Fig. 2.  Output of LKPCA algorithm  

 

 
Fig. 3.  Output of PCA algorithm 

As can be seen from the figures (2 and 3), the outputs of the 
two algorithms are similar if we make some rotation for the 
image. However the computation time of the LKPCA is less 
than PCA because the matrix size of Y’*Y is less than Y*Y’ 
in our data. The selected features from the LKPCA are 71 
features. This number is selected based on the factor 
component analysis. 

The next step in our framework is to apply the nonlinear 
dimension reduction to the dataset obtained from LKPCA. 
The data set size now is 72*71 which means that the nonlinear 
dimension reduction will have less time for computations. 
Like LKPCA, we also applied the factor component analysis 
on the LLE algorithm. Forty nine features have been selected 



from the 71 features. These 49 features represent 93% of the 
data which are obtained after applying factor component 
analysis. The results show that the clusters obtained after LLE 
are more separated than LKPCA with some interference 
between the two clusters because we visualize data in just two 
dimensions. The image below shows the output result of the 
LLE algorithm (Fig. 4). 

 

 
Fig. 4.  Output of LLE algorithm 

VI. CONCLUSION 
In this paper we have proposed a framework for high- 

dimensional data reduction based on mRMR, LKPCA and 
LLE. We have discussed the usability of the features selection 
and the usage of LKPCA instead of PCA with respect the time 
calculation saving as the LKPCA and PCA produce the same 
output result. Moreover, we have shown that LLE provides a 
good dimensionality reduction in less time computation with 
the help of feature selection and LKPCA. In this framework, 
LLE operates on 72*49 instead of 72*255 (without doing 
feature selection) or 72 * 149 (without doing linear 
dimensionality reduction). This framework provides a way to 
visualize the data in order to see the position of a patient with 
respect to other patients. Our future work will include linking 
and joining this framework into a Case-Based Reasoning 
system and will apply it on a clinical Leukaemia data set. 
Developing an unsupervised feature selection algorithm will 
be also part of my future work in order to handle the new 
incoming case for the Case-Based Reasoning system 
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