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Abstract

Particle Induced X-Ray Emission (PIXE) is a spectroscopic technique where char-
acteristic X-Rays are generated from a sample by the impact of high energy parti-
cles. PIXE is typically performed with protons in a particle accelerator at energies
in excess of 1MeV and is used for the detection of trace elements due to the lower
background compared to complementary techniques such as Scanning Electron
Microscope (SEM) Energy Dispersive Spectroscopy (EDS). PIXE performed at
energies of less than 1MeV is sometimes used to enhance sensitivity to light el-
ements, however very low energy PIXE (VLE-PIXE) performed at energies avail-
able to a commercial focused ion beam microscope of <30keV was considered
impossible due to the extremely low X-Ray production at these energies.

In this research, VLE-PIXE was made possible by doping a hydrogen focused ion
beam with a small proportion of a heavier ion species such as Ar or Xe. The
characteristic X-Ray signal was shown to increase dramatically, allowing trace el-
ement analysis in the low parts per million range, offering performance compara-
ble to proton only PIXE performed at much higher energies. This thesis outlines
the implementation, characterisation, and application of the doped beam VLE-
PIXE technique in a commercial focused ion beam microscope utilising available
hardware and little to no modification to the instrument.

An investigation into the beam doping technique led to an interpretive model
which considers various physical mechanisms which may be responsible for the
increased performance which includes: the formation of quasi-molecules be-
tween the heavy projectile ion and the target atom, the suppression of non-
radiative transitions, and vacancy lifetime modification due to multiple ionisation.
These mechanisms may arise from the coincident impact of protons and a heavy
ion species upon the same region of the sample.

The ions backscattering from the surface during VLE-PIXE analysis were also
analysed to provide additional information regarding the sample thickness and
composition. This leads to the possibility of several new techniques such as si-
multaneous doped beam VLE-PIXE and backscattered ion spectroscopy for real-
time tomography, or endpointing during Focused lon Beam (FIB) milling.

XXi
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Chapter 1

Introduction and Background

1.1 Introduction

Focused lon Beam (FIB) instruments, are a staple of sample preparation, nanofab-
rication, and materials analysis. They are typically found in the form of dual or
triple beam microscopes in combination with a scanning electron microscope
(SEM) and more recently, femtosecond laser ablation systems [3]. FIB instru-
ments dominate applications in the middle ground between small scale electron
beam processing and large scale bulk processing, where the focused beam al-
lows the mask-free processing of small feature sizes inaccessible to bulk process-
ing such as reactive ion etching (RIE), with a throughput significantly higher than
that offered by processing using an electron beam such as electron beam lithog-
raphy and focused electron beam induced processing (FEBIP) [4, 5]. For this
reason, FIB instruments typically find use in industrial applications such as semi-
conductor failure analysis where cross sectioning, tomography or Transmission
Electron Microscope (TEM) lamella preparation is required on a relatively small
scale, and high throughput is fundamental for cost reasons. FIBs also find their
place in research and development, with such applications as the preparation of
biological samples for cryo-TEM analysis, preparation of samples for atom probe
tomography, or fabrication of optical components such as solid immersion lenses.
As such, the FIB instrument is ubiquitous and can be found in a large number of
factories and labs across the world [6, 7, 8, 4].

A FIB can also be considered a small, relatively low energy particle accelera-
tor, given that the primary purpose of both a FIB and a particle accelerator is
to generate and accelerate ions for the purpose of imaging, processing and ion
beam analysis. With the advent of the ion microprobe, a module fitted to par-
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ticle accelerator beamlines to produce a focused beam capable of micrometer
level resolution, the line between a FIB and a particle accelerator is even further
blurred [9]. In comparison to FIB instruments however, particle accelerators are
somewhat rarer with only over 30,000 accelerators in operation as of 2014, rang-
ing from small tabletop particle accelerators to the large hadron collider, which
vary significantly in their intended use and application and can reach costs of
several billions of dollars [10, 11].

One of the primary functions of many particle accelerator facilities is lon Beam
Analysis (IBA), a suite of techniques which involve the interaction of high energy
particles with a sample and the analysis of signals generated as a result of these
interactions. These techniques include: [12]

e Rutherford backscattering spectroscopy (RBS), the analysis of kinetically
scattered primary ions from a sample

e lon beam induced charge (IBIC), which involves the production of electron-
hole pairs by a primary ion beam and the subsequent analysis of charge
transport within the sample

¢ Nuclear reaction analysis (NRA), the analysis of charged particles emitted
as a result of nuclear reactions following the interaction of a primary ion and
the target nucleus

e Particle induced Gamma ray emission (PIGE), the analysis of Gamma rays
emitted following the interaction of a primary ion and the target nucleus

e Particle induced X-Ray emission (PIXE), the analysis of characteristic X-
Rays emitted as a result of ionisation of the target atom by a primary ion

Of particular interest to this thesis is the technique of particle induced X-Ray emis-
sion (PIXE). This technique is ideal for trace-element analysis, where a sample
composition can be determined with a sensitivity at or below 1 part per million
[13, 14]. The PIXE technique is often compared to a similar X-Ray spectroscopic
technique; energy dispersive spectroscopy performed in a scanning electron mi-
croscope (SEM-EDS). EDS can offer better spatial resolution than PIXE due to a
smaller electron probe size, allowing the potential for atomic resolution composi-
tional mapping [15], and higher throughput at lower energies due to the increased
X-Ray production cross section of electrons (see section 1.3.4.3, however sensi-
tivity of EDS is typically between 100-500 ppm [16], several orders of magnitude
worse than what can be achieved by PIXE.

PIXE is typically performed at energies of several MeV, predominantly due to the
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significantly increased X-Ray production cross sections at higher energies [17] as
well as the reduced damage caused by incident ions [18]. These high primary ion
energies however restrict this technique to particle accelerator facilities, which
as discussed previously are limited in terms of availability, cost and the large
size of these facilities. The result is that the PIXE technique can be somewhat
inaccessible to general lab users and specialised facilities must be accessed in
order to perform PIXE. Similarly, techniques such as Scanning Transmission X-
Ray Microscopy (STXM) whereby an X-Ray beam is focused onto a sample for the
purpose of trace element analysis, also suffers from similar accessibility issues
due to the need to perform this technique in a synchrotron facility [19].

Low energy PIXE (LE-PIXE), is carried out at energies <1MeV and offers sev-
eral advantages over PIXE such as increased sensitivity to light elements and
reduced background, particularly in the low energy X-Ray region. This technique
however is still typically carried out using decelerated accelerator beamlines or
modified ion implanters and as such, carries many of the same issues as PIXE in
terms of cost and availability [20, 21]. The ability to perform PIXE on a FIB instru-
ment would signify a large step in the progression of this technique, opening the
availability of PIXE to a range of additional facilities and providing a complemen-
tary technique to SEM-EDS, affording significantly improved sensitivity to trace
elements.

In this thesis, the term Very Low Energy PIXE (VLE-PIXE) is introduced which
describes PIXE performed in the energy range available to a standard commer-
cial FIB instrument of < 30keV. Performing PIXE at such low energy range comes
at the expense of significantly reduced X-Ray production due to the mechanism
responsible for ionisation of the target atoms. PIXE performed at such low ener-
gies with protons alone was deemed to be impossible, [22] which warranted the
introduction of a method for enhancement of X-Ray production at low energies.
This came in the form of the beam doping mechanism discussed throughout this
thesis, where the addition of a small amount of a heavy ion species such as Ar or
Xe to a hydrogen beam demonstrated a drastic enhancement in X-Ray production
in the energy range <30keV.

This thesis will focus on the implementation, characterisation, and application
of doped beam VLE-PIXE in a FIB instrument, demonstrating performance ap-
proaching PIXE performed at energies of 1MeV.
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1.2 Description of Chapters

Chapter 1 includes an introduction to the thesis and background information re-
quired to understand the doped beam VLE-PIXE technique. A comparison be-
tween the various FIB types is presented, introducing the multi species plasma
FIB, and its importance to the implementation of doped beam VLE-PIXE. A brief
outline of ion-solid interactions are given, with an emphasis on the ionisation of
a target atom by the impact of protons and heavier ions. Practical aspects of the
PIXE technique are outlined, as well as some complementary techniques such
as EDS, backscattering spectroscopy, and secondary ion mass spectroscopy.

Chapter 2 describes the implementation and characterisation of an H, and doped
Ha> FIB source on the Thermo Scientific Helios Hydra FIB microscope, a key step
for the implementation of doped beam VLE-PIXE. This chapter outlines some
of the challenges faced during the characterisation of the H, source and their
potential influence on the doped beam VLE-PIXE technique.

Chapter 3 outlines the validity and viability of implementing doped beam VLE-
PIXE on a FIB instrument. Additional signal contributions such as charging re-
lated effects, neutral molecules, and electrons are characterised. Methods to
eliminate these contributions are discussed and a range of optimal operating pa-
rameters for the VLE-PIXE technique are outlined.

Chapter 4 describes application of the doped beam VLE-PIXE technique for trace
element analysis of a number of standard samples. A comparison between doped
beam VLE-PIXE and a complementary technique, SEM-EDS is carried out. The
performance of these techniques in terms of the signal to noise ratio and limits
of detection are compared. The X-Ray production cross sections for the doped
beam VLE-PIXE technique are determined and compared to theoretical values
for proton only cross sections at similar energies.

Chapter 5 describes an investigation into the performance of the beam doping
mechanism. The influence of dopant species, proportion of dopant and acceler-
ating voltage are determined and optimal beam doping conditions are outlined.

Chapter 6 outlines an interpretive physical model for the increase in X-Ray pro-
duction through the introduction of beam dopants, based on the concept of the
quasi-molecular interactions between the slow, heavy projectile and the target
atom, and the suppression of non-radiative transitions. Kinetic calculations and
Monte-Carlo simulation of the projectile-target system are performed.
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Chapter 7 demonstrates the analysis of Backscattered lons (BSI) produced during
VLE-PIXE measurements. These BSls can be used to provide additional infor-
mation about the sample surface composition. This technique is used to measure
the thickness of a number of Cu films deposited on an Si substrate with an ac-
curacy of less than 1nm over an area of several micrometres, in good agreement
with simulated values.

Chapter 8 provides a summary of the thesis and the conclusions drawn from the
research. This chapter includes possible future experiments to continue this line
of investigation and potential industrial applications of this technique.

1.3 Background Information

In this section, the recent technological advancements in FIB source technology
are discussed which has allowed the implementation of the VLE-PIXE technique
on a dual-beam FIB/SEM platform. The background knowledge required to un-
derstand the VLE-PIXE technique is outlined, starting from the interaction of a
incident ions with a sample and the resulting processes culminating in the emis-
sion of characteristic X-Rays from the sample. Some practical aspects of the
VLE-PIXE technique are then discussed such as detector instrumentation, and
interpretation of results as well as a brief description of some other complemen-
tary IBA techniques.

1.3.1 lon Sources

The primary distinguishing factor between focused ion beam (FIB) microscope
types is the source of ions. This underpins the form and function of the micro-
scope and its intended use in processing and analysis. In this section the most
common ion sources are briefly discussed, and their use cases in FIB microscopy
are outlined with an emphasis on the Plasma Focused lon Beam (PFIB) used in
the VLE-PIXE experiments.

1.3.1.1 Field lonisation Sources

Field ionisation is a quantum phenomenon which occurs when a very high elec-
trical potential is applied to a sharp tip in a vacuum. When the electric field is
sufficient, the potential barrier for the removal of an electron from a surface atom
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to the bulk is reduced such that the electron is able to tunnel into the bulk. When
the surface atom has been ionised, the resultant positive ion is driven away from
the surface by the large negative potential and the ion is emitted into vacuum [23].
An example potential diagram outlining this procedure is shown in figure 1.1

Figure 1.1: Potential diagram of a Hydrogen (H) atom adsorbed to a tungsten
surface (W). Solid lines: potential at field strength of 2VA—!, Dashed lines: zero
field potential. Py, and Py, image potential of W and H distorted by the field
respectively. X denotes the work function, and p denotes the Fermi level. (From
[23]).

Liquid Metal lon Sources:

The most common ion source type in focused ion beam microscopes is a Liquid
Metal lon Source (LMIS) which utilises the field ionisation technique described
above. The most commonly used metal for these applications is Gallium (Ga),
primarily due to its low melting point (T,,, = 29.8 °C), and high mass and therefore
sputter yield [5]. A typical LMIS needle with and without the Ga metal is shown in
figure 1.2.

When a large negative potential is then applied between the needle tip and an
extraction electrode, the extraction bias is balanced by the surface tension of the
Ga liquid, pinching the liquid to a fine point known as a Taylor cone, with a cusp
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Figure 1.2: Image of a typical wetted needle type LMIS which can hold up to 15
mg of Ga (a) before loading the reservoir, (b) after loading the reservoir with Ga
(From [24]).

forming at the tip of the Taylor cone a tip radius of approximately 5 nm [6]. In
a high vacuum, this potential is sufficient to generate field emission of Ga™* ions
from the cusp [25, 26, 23]. Modern LMIS based FIB instruments have a beam
spot size on the order of ~10nm [8].

Issues with the extraction of Ga ions begin to arise at high extraction biases and
currents where instability at the cusp increases the probability of emitting charged
clusters, droplets, singly or doubly charged monomer ions, and neutral atoms.
These effects limit the emission current of an LMIS to several tens of nA [5].
Most importantly, as an LMIS can only be operated with a liquid metal source, the
LMIS is incapable of producing light ions such as protons which are required for
generating X-Rays through the VLE-PIXE technique.
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Gaseous Field lonisation Sources:

The Gaseous Field lonisation Source (GFIS) utilises a metallic needle with a final
radius of just 3 atoms [27]. A very low partial pressure of gas is introduced to the
needle where the gas molecules will rapidly adsorb to the tip surface. A strong
electric field is then applied to the tip, such that field emission will only occur from
the three gas atoms adsorbed to the final radius of the tip [28]. A cartoon of the
atomically sharp tip and a source image of the GFIS is shown in figure 1.3.

Figure 1.3: The atomically sharp pyramidal tip of the helium GFIS source and a
source image of the helium ion emission from the tip (From [27]).

While typically operated with Helium gas, these sources are also capable of pro-
ducing heavier ions such as Neon with a higher sputter yield for faster FIB pro-
cessing [28]. As for lighter ions such as protons, Moritani et. al. and Matsubara
et al. demonstrated the production of H* ions in a GFIS source, however in very
small percentages relative to Hy, and HJ ions [29, 30, 31].

Where a typical FIB operates with a fixed current and alters the size of the aper-
tures to modify the beam current, the current of the GFIS source is altered by
changing the pressure of the gas surrounding the tip. A greater pressure allows
faster replenishment of the gas atoms on the tip, resulting in a faster extraction
rate and a higher current. As the gas pressure increases however, the potential
barrier for field ionisation also increases which results in a maximum working cur-
rent of approximately 100pA [32, 33]. The small number of protons produced by
this source, combined with the very small currents available to the GFIS makes
this source unsuitable for VLE-PIXE analysis. Additionally, the GFIS is only capa-
ble of hosting one source species at a time, making it incapable of being utilised
for doped beam VLE-PIXE.
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1.3.1.2 Plasma lon Sources

A plasma is defined as a fully or partially ionised gas consisting of electrons and
ions and has been identified as a readily available source of ions for use in a FIB
system. Plasmas come in one of several types and are named for the technique
used to generate the plasma. One major benefit of plasma ion sources is that
they are capable of hosting multiple ion species, a requirement for doped beam
VLE-PIXE.

Plasma Types:

DC discharges are formed when a sufficiently high voltage bias between two
parallel plates is placed across across a body of gas. When a primary electron is
emitted from the cathode and is accelerated in the electric field, a collision with
a gas molecule provides sufficient energy to ionise the gas molecule creating an
ion and one or more free electrons. These electrons are then accelerated towards
more gas molecules and the process continues, forming a cascade of ionisation
events. When ions collide with the cathode, secondary electrons are emitted
from the surface and the process continues. This self sustaining discharge is
known as a Townsend cascade and is shown in figure 1.4. DC discharges are
not typically used in plasma processing or ion source production due to their low
current density [34].

Cathode Glow

Figure 1.4: Operating principle of a Townsend DC discharge plasma (From [34]).

Capacitatively coupled plasmas are formed when an Radio Frequency (RF) wave
is driven between two parallel plates with a body of gas contained between. The
RF field is also accompanied by a potential difference between the power supply
and the ground which is sufficient to ionise the gas molecules, similar to that of a
DC discharge.
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Figure 1.5: Operating principle of a capacitatively coupled plasma (a) schematic
of the electrode configuration (b) the equivalent electronic circuit of the sheath
regions and the bulk plasma. R; and R, denote a resistor representing the ion
current in the upper and lower sheath respectively and C; and C, denote the
upper and lower sheath capacity respectively. Z, denotes the impedence of the
bulk plasma. (From [34]).

Due to the significant difference in mobility between the electrons and ions in the
plasma, the electrons are free to follow the instantaneous RF field, however the
ions are not and can be considered almost stationary. This higher mobility al-
lows the electrons to collide with surfaces and rapidly build up a negative charge.
This in turn attracts the positive ions which creates a region of high positive ion
density known as a plasma "sheath”. A schematic of the electrode configuration
and the equivalent electronic circuit of the CCP is shown in figure 1.5. CCPs
are favoured for plasma processing due to greater homogeneity of the plasma,
however are typically not used for plasma ion sources due to a relatively low ion
density and low efficiency. [34] Additionally, the possibility of beam contamination
due to sputtering of the electrode materials may be of some concern.

An Inductively Coupled Plasma (ICP) is unique compared to DC and CCP plas-
mas in that the plasma can be generated by use of an antenna which is external
to the plasma chamber. The primary benefit of this is that the plasma itself does
not come into contact with the antenna, significantly increasing the lifetime of the
antenna and expanding the range of possible plasmas to those which include ox-
idising gases. An ICP is formed by applying an RF wave to a helical or coiled
conductive antenna, separated from the gas by use of a dielectric insulator, typ-
ically high quality quartz which has low dielectric losses and good resistance to
high coil temperatures.

At relatively low RF power, the RF field from the antenna penetrates through the
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Figure 1.6: Operating principle of inductively coupled plasma (a) operating in low
power E mode (b) operating in high power H mode. (From [34]).

dielectric providing an electric field which is sufficient to ionise the gas. This is
known as E mode due to the primary excitation mechanism being the electric
field of the RF coil, similar to that of a DC discharge. At higher RF power, the
energy is sufficient to accelerate the electrons in the sheath near the edge of
the dielectric, also known as the skin layer. This is known as H mode, as a true
inductive coupling is formed between the antenna and the plasma generating a
very high density plasma. An ideal ICP acts like a transformer with the primary
winding being the antenna, and the induction field in the plasma forming a single-
turn secondary coil. The E and H mode ICP operation is shown schematically in
figure 1.6 [34]. ICP is used in applications where a very high density plasma is
required, making it suitable for use as a high brightness ion source, and ideal for
use as an ion source for VLE-PIXE.

ICP lon Sources:

ICP lon sources take advantage of the benefits of an ICP plasma such as the high
plasma density, efficient and contact-free operation to create a high-brightness,
source with essentially infinite lifetime [35]. Another benefit of the ICP ion source
is the ability to rapidly switch between source types. This is achieved by simply
pumping out the previous source gas and introducing a new gas [36]. Xe is typ-
ically used ion in ICP ion sources due its high mass and therefore high sputter
yield however Ar, O, and N, are also commonly available. In this study, a hydro-
gen gas source was introduced to generate the protons required for VLE-PIXE.
This hydrogen beam is also doped with a number of heavier ion species which is
possible due to the multi source implementation of the FIB instrument.
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Figure 1.7: Schematic of a typical ICP source. (From [37]).

The ICP ion source used for the applications in this thesis is shown in figure
1.7 and is described as such: the desired gaseous species is fed into a quartz
source tube (item 102), from an external gas supply system. The plasma is then
generated using an RF coil-type antenna (item 114) wrapped around the quartz
source tube. The RF wave is provided by a high-power RF supply (item 113).
Once the plasma ions have been generated, they are then extracted from the
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source chamber by an extraction electrode (item 120) through a source electrode
aperture (item 116) and through a first lens where the beam is collimated (item
136). The collimated beam then encounters an optional mass filter such as the
one pictured in figure 1.7, item 202 before it is directed towards the sample [37].

Alternative Plasma lon Sources:

While ICP ion sources are ideal as high brightness sources, they lack the flexibility
often required for particle accelerators which may need to fit a number of use-
cases. Particularly, ICP ion sources are limited to gaseous plasmas and are very
inefficient at producing negative ions [38, 39] which may be required for some
experiments. For this reason, ICP plasma sources are not commonly used in
particle accelerators [40]. Some alternative plasma sources which are typically
used for PIXE in particle accelerator systems are discussed.

Intermediate
Electrode
(~100 V)

Magnet coils
e Anode

+70-150V

Extraction electrode
(+10 — +50 kV)

Hairpin
Filament Magnet TGas feed
40V, 30 — 50 A yoke

Figure 1.8: Schematic of a Duoplasmatron ion source. (From [41]).

Some alternative ion sources utilise a technique known as electron impact ionisa-
tion, where a cathode filament is heated and following extraction by an intermedi-
ate electrode, emits electrons into a small partial pressure of gas. The electrons
are accelerated by the intermediate electrode such that their energy is sufficient
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to ionise the gas molecules. The ions are then extracted and can be focused
to form a beam. A benefit of electron impact ionisation is that sources are also
capable of forming negative ion beams via electron capture [41].

One of the more popular electron impact sources is the Duoplasmatron, which
utilises a series of electromagnets to focus the electron beam into a tight spot,
also condensing the plasma and significantly increasing the density of the plasma
formed [42, 43]. A variation on the duoplasmatron is a Freeman ion source
which also incorporates an oven, extending the range of possible ion sources
from gases, to vapours of solid precursors [44]. A schematic of a Duoplasmatron
source is shown in figure 1.8.

Cathode Cathode

Cathode

(a) lsometric view of magnetron (b) Isometric view of Penning

{c) Section views of magnetron with (d) Section view of Penning with
electron trajectories electran trajectories

Figure 1.9: Schematic of (a) magnetron and (b) Penning ion sources. (From [45]).

The Penning and Magnetron ion sources are similar to a Duoplasmatron source
in that they use a magnetic field to direct and confine the electrons generated as
a result of a DC discharge of gas within the source. In the case of the magnetron,
this causes the electrons to circulate around the cathode and in the penning,
the electrons will bounce between the two cathodes. This significantly increases
the mean free path of the electrons and results in a much higher plasma den-
sity. At low pressures, the gas itself can be used as the ion source and extracted
through a hollow cathode. At higher pressures however, sputtering of the cathode
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becomes significant and the cathode material itself can be used as a source of
ions. Due to the destructive nature of the sputtering process however, the lifetime
of the penning and magnetron sources are limited and require frequent main-
tenance, making them suitable for research environments however unsuitable for
commercial applications where instrument down-time can result in significant loss
of income [45, 46]. A schematic of these two sources is shown in figure 1.9.

Electron impact sources are used extensively in a wide range of applications such
as mass spectrometry, ion implantation and accelerator physics due to their rel-
atively low cost, simplicity, wide range of available gas sources, and high bright-
ness [41, 43, 42, 47]. These sources however have several disadvantages such
as high energy consumption [41], wide ion energy spread due to a thermionic
electron source [48] and the consumable nature of the filament, whose lifetime is
further reduced by operation in reactive gases [49].

Laser plasma ion sources (LPIS) utilise the plasma generated by a very high
power pulsed laser directed towards a solid target. The energy deposited into the
target material by the laser is sufficient to both athermally ablate and ionise the
target surface atoms, generating a localised plasma plume. The electrons ejected
from the surface are again heated by the intense laser radiation, reaching ener-
gies of several hundred electron volts. These electrons are in turn free to ionise
any neutral atoms or molecules ejected from the surface or create secondary ion-
isation of ions ejected from the surface. They do so by a process known as the
inverse Bremsstrahlung mechanism where kinetic energy from the electrons is
absorbed by the atoms and ions.

Laser beam
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Figure 1.10: Schematic of a laser plasma ion source instrument. (From [41]).
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The ions generated in by the laser plasma can then be extracted by a voltage bias
and directed towards a series of optics to form an ion beam [50, 51]. A Schematic
of a LPIS system is shown in figure 1.10. LPIS systems are used in accelerator
facilities where very intense beams of multiply charged (up to 50+) ions of heavy
elements may be desirable [51].

1.3.2 Ilon Beam Characterisation

Once the ions have been generated at the source, a beam is formed by a series
of electrostatic potentials, apertures, and lenses. The ability to form a focused
beam is what distinguishes FIBs and ion microprobes from other more diffuse ion
sources such as those typically found in particle accelerators or ion implanters
which require the use of hard masks in order to direct ions towards specific re-
gions on a sample. The focused beam also allows the formation of an image
through the correlated scanning and detection of secondary particles such as
ions or electrons. In turn, this also allows the delivery of ions to a specific region
on the sample [52].

The characteristics of the beam are defined by several features which dictate
the primary use case of the FIB system. This results in a FIB microscope being
tailored towards either high resolution, low current operation, or low resolution,
high current operation, with the latter being optimum for VLE-PIXE operation due
to the requirement for high currents at such low accelerating voltages.

It is important to note that many of the beam characteristics are typically only es-
tablished for a single ion species operation unlike what is expected during mixed
beam operation. Further investigation is required to determine the interaction
of multiple species in a FIB and the potential impacts on performance such as
resolution.

1.3.2.1 Beam Characteristics

Virtual Source Size:

In an ideal source, the emission point such as the tip of an LMIS Taylor cone
or the output aperture of a plasma source would be considered the origin of all
particles emitted from the source. In reality however, localised electric fields,
the statistical nature of emission, and source instability may result in emission
from a region some distance from the idealised point source, and from an area
larger than an idealised point source. By tracing back the trajectory of the emitted
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particles, a virtual source size can be determined based on the geometric origin
of all particles emitted from a source. As shown in figure 1.11, this is typically
somewhat different to an idealised source location and size [53, 35, 54].
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Figure 1.11: Diagram of a virtual source determination for (a) a point source such
as an LMIS (b) a plane source such as an ICP plasma source (not to scale).

For point-like sources such as the LMIS and GFIS, Coulombic interactions be-
tween particles in the high density region near the tip can cause deviation from
their ideal paths, and is known as the Boersch effect, which worsens with increas-
ing extraction current. This results in a loss of resolution at higher currents. [55]
This problem is reduced for more diffuse plasma ion sources, thus allowing much
better resolution at the higher currents required for VLE-PIXE. [35]

Angular Intensity and Source Brightness:
The angular intensity, (I’) of the source is calculated as the number of ions emitted
per unit time () into a cone shape of solid angle (£2):

I'=1/Q (1.1)

The brightness (5) of the source is then calculated as the current density (J)
emitted into the same cone [56]:

1 J

Q. Q (1.2)

b=

where r is the beam semi-angle. This brightness value, is typically measured
in A/m? sr' and represents the amount of current delivered to any axial plane
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immediately following the source. This however does not accurately represent the
amount of current which can be delivered to the sample as it does not consider
the effect of the optical system on brightness [53, 35, 57]. For highly divergent
point sources which are susceptible to extreme Boersch effects such as the LMIS
and GFIS, a significant amount of the beam is lost at the first aperture and thus
the source brightness is not a meaningful value.

It is therefore most relevant to consider the practical current delivered to the image
plane which in most cases is the plane of the sample. If we consider the practical
current as the sum of the current density over the beam spot on the sample [57]:

I,=9Q, B(r)dr (1.3)

sample

where I, is the practical current , is the solid angle at the sample plane, V, is
the beam energy at the sample and 7 is the radial position in the plane [57].

Resolution:

Resolution is a measure of the smallest feature size which can differentiated by
an imaging system [58]. In the case of a FIB system, this resolution can be
approximated by the spot size of the ion beam, due to the limited interaction
volume of the beam in the sample [5].

In a FIB system, the beam spot size is determined by a convolution of the Gaus-
sian image of the virtual source with the first order chromatic and third order
spherical aberration contributions from the FIB optics. Chromatic aberration is
caused by source particles of varying energy passing through a lens. Spherical
aberration is caused by the varying field strength of a lens across its radius.

The final beam diameter containing 50% of the beam (d5,) can be calculated as
[35]:

dso = ((dE? + 4y + @2, )0 (1.4)

Where d¢, is the broadening contribution from spherical aberration of the lenses
and is calculated as [35]:

de, = 0.5>5Ca (1.5)
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where C; is the spherical aberration coefficient and «; is the semi-angle of the
beam as it converges onto the sample. dc, is the broadening contribution from
chromatic aberration of the lenses and is calculated as [35]:

@%zoma<UﬁﬁM)% (1.6)

i

where C. is the chromatic aberration coefficient, Ury s is the FWHM of the
beam energy distribution, and U; is the energy of the beam as it converges on
the sample. d, is the linear magnification or demagnification of the virtual source
diameter d, and is calculated as [35]:

dy = d,M (1.7)

where M is the linear magnification of the optical system as is calculated using
the Helmholtz relationship [35]:

a, U,
=22 1.
M N T (1.8)
where «, is the semi-angle of the beam divergence from the source and U, is the
energy of the beam at the source [35, 59].
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Figure 1.12: Simplified schematic of a FIB optical setup for a point ion source and
bulk ion source. The contributions to the spot size equations are labelled.

Figure 1.12 shows a simplified schematic of a FIB optical setup for a point ion
source and diffuse ion source, with the contributions to the equations above la-
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belled. As the extraction current increases, the divergence semi-angle for planar
source increases slowly as shown in figure 1.13 which results in far smaller spot
sizes at higher currents for plasma sources compared to point sources [35], a
critical factor for the high current operation during VLE-PIXE.
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Figure 1.13: Spot size vs. current for a variety of ion sources showing the slower
increase in spot for plasma sources compared to point sources. (from [35])

Energy Spread:

As seen in equation 1.6, energy spread of the source is a contributor to chromatic
aberration. For a Ga LMIS, values in the range of 5-10eV are shown depending on
the emitted current of the source [54, 57, 60]. In the case of a plasma ion source,
the energy distribution is a result of differential ion acceleration across the sheath
potential surrounding the exit aperture of the plasma source. [61] A measured
value of 7eV is given for the ICP source used in the VLE-PIXE experiments. [35]
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1.3.2.2 Source Comparison

21

Table 1.1 shows a selection of measured ion beam source metrics from literature
for the most common FIB sources, the LMIS, the GFIS, and the PFIB. The bold
species dictates the source used for the listed metrics.

Source Type LMIS GFIS PFIB

Source Species Ga, Al, Au, Al- | He, Ne, Ar, Kr | Xe, Ar, O,, N,
loys [62] [63] Ne, H, [37]

Virtual Source Size | 30-50nm [57] 3A [64] 7.2 um [35]

Min. Spot Size 5nm [57] 0.25nm [64] 25nm [35]

Angular Intensity 20 pA/sr [57] 2.5 uA/sr [64] 7.4mA/sr [35]

Source Brightness | 2x10%A/cm?sr | 4x10°A/cm?sr | 1x10*A/cm?sr
[62] [64] [35]

Max. Current 20nA [7] 100pA [32] >1uA [7]

Energy Spread 4.5eV [57] 2x107%eV [64] | 7eV [35]

Protons X v v

Mixed Species X X v

Table 1.1: Comparison of ion beam metrics for an LMIS, GFIS and PFIB. Bold
lettering dictates the source species used for listed metrics

Based on this table, it can be seen that generally instruments which are capable
of high resolution are limited in terms of deliverable current and vice versa. For
VLE-PIXE, due to the low efficiency of the technique at such low energies, the
PFIB is an essential development due to the very high effective current delivery
to the sample due to the ICP ion source. The capability of producing protons by
utilising a Hydrogen precursor is also an essential development which is required
for VLE-PIXE in a FIB microscope and the ability to host multiple source species
simultaneously is critical for doped beam VLE-PIXE experiments.

1.3.3 lon Solid Interactions

When an energetic ion impacts a solid sample, a number of different processes
occur as a result of energy transfer from the projectile to the sample through
elastic and inelastic scattering interactions. This section will focus primarily on
the interactions at energies <30keV as this is the range typically available in FIB
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instruments. This energy range is considered very low compared to the energies
at which PIXE are typically performed of >1MeV.

1.3.3.1 Nuclear and Electronic Stopping

Perhaps the most fundamental factors which govern how energetic ions interact
with an atomic target are; nuclear stopping (5,,) which is the energy lost from the
primary ion due to interaction with the target atomic nuclei and electronic stop-
ping (S.) which is the energy lost to the target electrons [65]. Nuclear stopping
governs reactions involving target nuclei such as sputtering, backscattering and
recoiling, whereas electronic stopping governs reactions involving electrons such
as excitation, and ionisation.

Stopping power is defined as the kinetic energy (E) lost per unit distance (z) in a
specific material to either target nuclei or electrons. Total stopping power is the
sum of both the nuclear and electronic stopping power:

dE dE
Stotal = Sn + Se - (_) + (_) (1 9)
dx nuclear dx electronic

The nuclear stopping can be calculated as [66]:

s 1 m2e2aq AV my

= 1.10
drey 27183 " (733 4 Z2/3y1/2 (ma + mo) 110

where m,, Z; and msy, Z, are the masses and atomic numbers of the incident
ion and target atom respectively, p is the target density in atoms/cm?, ¢ is the
fundamental charge of an electron, ¢, is the permittivity of free space, and ay is
the hydrogenic Bohr radius.

The electronic stopping can be calculated as:

1 87T2a0 (leg)’U

Se =
dmeg o P (Z12/3—|—Z22/3)3/2

(1.11)

where v is the velocity of the projectile, v, is the Bohr velocity and &, is an experi-
mentally derived dimensionless value [67].
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The ratio of nuclear to electronic stopping is highly dependent on ion mass. As
shown in figure 1.14, for basically all proton energies, electronic stopping dom-
inates over nuclear stopping. For Ga ions however, as the incident ion energy
decreases, nuclear stopping dominates over electronic stopping. This may occur
as the Ga ion loses energy as it passes through the material. This is why protons
are highly efficient at ionisation, especially at lower energies yet have a very low
sputter yield, and heavy ions have a much higher sputter yield yet do not effi-
ciently ionise until much higher energies. For this reason, PIXE with heavy ions
is typically performed at energies significantly greater than protons to maximise
electronic stopping [68, 69, 70].
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Figure 1.14: Nuclear and Electronic stopping power of protons and Ga ions, cal-
culated using SRIM.

1.3.3.2 lon Backscattering or Reflection

When a low energy ion approaches a surface, it will initially interact with the ions
at or near the surface. If it does not possess enough energy to penetrate the
surface, some of the kinetic energy of the incident ion will be transferred to a
target atomic nucleus residing on the surface. Following this interaction, there is
a probability that it will be reflected or backscattered from the surface with energy
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equal to the initial kinetic energy, minus the energy lost through the scattering
interaction. The amount of energy transferred from the projectile to the target can
be derived from the conservation of momentum during the collision between the
incident ion and the atomic nucleus:

mlvg = myv} + movs (1.12)

where m; and my are the ion and target masses respectively, v, is the initial ion
velocity, v, is the ion velocity following the collision, and v, is the velocity of the
target atom following the collision.
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Figure 1.15: Backscattered ion energy vs. angle for a 30keV proton on a range
of target masses.

The final kinetic energy of the incident ion (£;) following the collision, where an
ion with initial energy (F,) is scattered through some angle (¢), the angle with
respect to the normal of the surface, is determined by a kinematic factor (k) such
that [71]:
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2
0+ (u® — sin®0)?

By = kB, — | S0 im0 s (1.13)
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E, =kE, = cos 0 (u+1szn9)2 Ey forsinf<u<1 (1.14)
W

where p is the mass factor © = my/m,. When this kinematic factor is calculated
for a 30keV incident proton, the energy loss distribution as a function of scattering
angle is shown in figure 1.15.

At normal incidence, a scattering angle of 180°, or complete reflection results in
the maximum energy transferred to the target atom and equation 1.13 can then
be simplified to [71]:

-1 (1.15)

The cross section for backscattering (o), known as the Rutherford cross section
in mb/sr is given as [72]:

Z1Z2)2 [(m2 — m?2sin? 6)Y/2 + my cos 6)? (1.16)

B 2

=5.18 x 10°
R ( my sin® (m3 — m?sin? §)1/2

1.3.3.3 lon Sticking

While some proportion of low energy ions colliding with a surface may be re-
flected, the remainder of collisions result in the trapping of ions on or inside the
target surface. The process where ions remain on the target surface is known as
ion sticking. In the very low energy range where the thermal equivalent kinetic
energy of the ion following collision is below the adsorption energy of a surface,
the ions tend to condense on the surface. Figure 1.16 gives a representation of
the sticking probability vs. energy for the case where a light ion is incident on a
heavy atomic target.

As the ion energy increases such that £7" ~0.025eV at room temperature, the
sticking probability begins to decrease and the ions must lose a significant amount
of energy through scattering processes before they are able to remain on the sur-
face. In the region between 0.025eV and 100eV, the scattering probability is the
highest and sticking probability is the lowest as ions contain sufficient energy to
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Figure 1.16: Sticking probability vs. ion kinetic energy and the respective thermal
temperature. The dashed line represents room temperature, (From [73]).

overcome any surface binding yet do not possess enough energy to be efficiently
implanted into the sample [73].

1.3.3.4 lon Neutralisation

As an ion approaches a sample, there is some probability that it may either gain
or lose an electron, or remain ionised as it is scattered away from the surface. The
neutralisation or ionisation can proceed by a number of processes as outlined in
figure 1.17, and shown schematically in figure 1.18.

These processes are:

¢ Resonance neutralisation (RN): Figure 1.18A describes a process where
an electron resonantly tunnels from the the solid into the ion, neutralising
the ion due to alignment of hole energy level of the ion and the electron
energy level of the solid. If the energy of the remaining hole with respect to
the vacuum level (VL) is larger than twice the work function, ¢, the energy
emitted by a de-exciting electron filling the hole can be transferred to another
electron, resulting in the emission of this electron. This process is known as
Auger electron emission.

e Resonance lonisation (RIl): Figure 1.18B describes the opposite process
of RN, where an electron can tunnel from an ion close to the surface to
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Figure 1.17: Inter-relation of neutralisation and ionisation processes. ¢,, denotes
an electron originating from the bulk, e~ denotes a free electron. (From [74])

an unfilled level in the solid if the energy levels of the solid and the ion are
aligned.

¢ Resonance Neutralisation (Core) (RN): Figure 1.18D describes third res-
onance process similar to RN where the electron comes from a core level of
the surface atom. The resulting hole in the core level of the surface atom can
once again decay by an Auger process resulting in Auger electron emission
or the emission of an X-Ray.

e Auger Neutralisation (AN): Figure 1.18C indicates a process where an
electron from the filled band of the solid tunnels to the ground state of the
nearby ion. The energy released during this process can be taken by an-
other valence electron resulting in Auger electron emission.

¢ Radiative Electron Capture (REC): Figure 1.18D indicates a process simi-
lar to AN whereby the energy emitted from the electron resonantly tunnelling
to the ion is not captured by another valence electron. This results in the
emission of a photon. This process however is so slow that AN will be
greatly dominant.

e Auger De-excitation: Figure 1.18F indicates a process whereby an elec-
tron from the surface resonantly tunnels to the hole created by an excited,
neutral ion. The resultant release of energy is sufficient to eject an Auger
electron from the ion if the excitation energy (E,,) exceeds the work function,
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Figure 1.18: Energy diagrams of possible neutralisation or ionisation processes:
(a) Resonant Neutralisation (RN), (b) Resonant lonisation (Rl), (c) Core Resonant
Neutralisation (RN), (d) Auger Neutralisation (AN), (e) Radiant Electron Capture
(REC), and (f) Auger De-excitation (AD). (From [74]).

¢ of the solid.

1.3.3.5 lon Implantation

As the energy of the incident ion increases, at some point it will overcome the
surface potential of the material and enter the material surface. From here, the
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incident ion may then backscatter from a subsurface atom in the same process
described in 1.3.3.2 or it may continue into the bulk of the material. As the incident
ion continues to lose energy through nuclear and electronic stopping, it will reach
a point where its kinetic energy becomes zero and will come to rest within the
material, a process known as ion implantation. [75] The final resting place of
the ion may be a vacancy created through the displacement of target atoms,
known as a substitution, or in between lattice sites, known as an interstitial. lon
implantation has the ability to significantly alter the properties of a target material
such as the electronic, [76] optical [77], or chemical properties of the original
material [78].

The average distance an ion penetrates into a material before it comes to rest is
defined as the ion range and can be determined from the nuclear and electronic
stopping powers [79]:

1 [Fo dE
R:N/o S.(E) + E.(E) 1.17)

where N is the concentration of implanted ions.

When the trajectory of an ion is aligned to a crystal plane, ions can travel along the
void between rows of atoms and experience minimal interaction with the atomic
potentials, thus reducing the effect of the nuclear and electronic stopping. As
such, the ion range can be significantly longer than what is calculated by equation
1.17. This process is known as ion channelling and can either be a hindrance
in situations where a precise implantation depth is required [80] or beneficial in
situations where this technique can used to determine the crystal orientation of a
material, a process known as channelling contrast [81].

1.3.3.6 Target Excitation and lonisation

During a projectile’s transit through a material, some of the kinetic energy from
the projectile is lost to the electrons surrounding target atoms, which is governed
by the electronic stopping in the material as described in section 1.3.3.1. The
energy transferred to the target electrons can be used to excite an electron from
a lower energy level into a higher energy level within the target atom or form an
exciton within the material. This is known as excitation, where the electron may
then de-excite to a lower energy level, resulting in the emission of a photon. This
process is known as ionoluminescence and can be used to analyse the electronic
structure of the target material [82].
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Figure 1.19: lon-target excitation and ionisation processes.

If the energy transferred is greater than the binding energy of a particular electron
in an atomic shell, an electron can be ejected from the atom, a process known
as ionisation. The ejected electron is known as a secondary electron (SE). If
this electron escapes from the material and is collected by a secondary electron
detector (SED), this SE forms the primary signal used for imaging with a FIB [5].

The electron may be ejected either from an outer-shell or an inner shell of the tar-
get atom, with the latter requiring significantly more energy due to the increased
binding energy of the negative electrons orbiting closer to the positive atomic
nucleus. Following an inner-shell ionisation event, an outer-shell electron may
de-excite to fill the inner-shell vacancy, ejecting a photon in the process with an
energy equal to the difference in energy between the outer and inner shell. This
process is known as particle induced X-Ray emission (PIXE) and is discussed
in greater detail in section 1.3.4. The ionisation and excitation processes are
outlined diagrammatically in figure 1.19.

1.3.3.7 Displacement and Damage

As the incident ion interacts with the target atoms within a material, a propor-
tion of the initial kinetic energy is transferred to the atomic nuclei as dictated by
the nuclear stopping power. The maximum kinetic energy transferred in a single
scattering event at angle ¢ can be approximated using a method similar to that
described in section 1.3.3.2 [83]:
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Tz%sirﬂ(@ﬂ) (1.18)
If the energy transferred to the target atom is greater than the displacement en-
ergy of the atom, it may be displaced from its lattice site. These displaced atoms
are typically referred to as recoil atoms and can then carry on to act as a primary
particle for further collisions, resulting in additional recoil atoms. The result is a
cascade of displaced atoms emanating from the point of the initial collision be-
tween the primary ion and its first target atom, to the final resting place of the
projectile ion and is known as the collision cascade. The collision cascade re-
sults in a region of damaged material which can significantly limit the usability of
ion beam processing techniques for sensitive optical and electronic applications.
These damage layers often require additional processing such as post-annealing
or etching which adds additional time and cost [84, 85, 86].

1.3.3.8 Sputtering

The collision cascade can extend along the direction of travel of the ion but also in
the reverse direction towards the material surface. At the surface of the material,
a collision with a surface atom can result in the ejection of this surface atom if its
kinetic energy following the collision is greater than the energy binding it to the
surface. This process is known as physical sputtering and results in the gradual
removal of material from the surface. This is the primary mechanism responsible
for FIB milling, the process of using the FIB to systematically remove matter from
a material for the purpose of nanofabrication or sample preparation [5].

The sputter yield of a material (Y) is defined as the number of atoms sputtered,
Ng per incident ion, N;:

Y = Ng/N; (1.19)

Due to the very low sputter yield of protons, PIXE is considered a non-destructive
analysis technique and is often used to analyse sensitive historical artefacts [87,
88, 89]. When performing LE and VLE-PIXE however, the greater nuclear stop-
ping of ions at lower energies means that target damage is inevitable and must
be considered when performing analysis of sensitive materials [21]. This is par-
ticularly prevalent when utilising doped beam conditions where the addition of
heavy ions results in significant sample damage. This can however be utilised in
situations such as simultaneous VLE-PIXE and FIB milling, which can combine
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the consecutive steps of sample analysis and layer removal in serial tomography
down to one simultaneous process.

1.3.4 Particle Induced X-Ray Emission

As described in section 1.3.3.6, if sufficient energy is transferred from a projectile
particle to the electrons of a target atom, an inner shell electron may be ejected.
An outer shell electron can then de-excite to fill the hole left by the ejected elec-
tron and an X-Ray photon may be emitted with energy equal to the difference in
energy between the two levels. As the electronic energy levels in an atom are
specific to the atomic species being analysed, the X-Rays are considered to be
characteristic and as such, analysis of the emitted X-Ray energies can be used
to identify the target atomic species. When this ionisation process is initiated by
an incident electron, this technique is usually referred to as energy dispersive
spectroscopy (EDS) [90], or wavelength dispersive spectroscopy (WDS) [91] de-
pending on the method used by the spectrometer to analyse the characteristic
X-Rays. When the ionisation process is initiated by a heavier particle such as a
proton, alpha particle or heavy ion, it is known as particle induced X-Ray emission
(PIXE) [92].

1.3.4.1 X-Ray Transition Notation

When discussing the characteristic X-Rays generated in PIXE, the X-Ray peaks
are identified in terms of the electronic shell vacancy involved in the transition
forming the X-Ray. Figure 1.20 displays the inter-shell transition and the corre-
sponding transition notation. As typical in spectroscopy, the shells are labelled
with the spectroscopic shell names K, L, M, N, corresponding to the electronic
shell with a principal quantum number of n =1, 2, 3, 4. The transitions are named
such that the letter (eg. K) corresponds to the terminating shell of the electron
transition and the following greek letter (eg. «) corresponds to the number of
shells the electron has crossed with « being one, 5 being two etc. The subscript
number corresponds to the originating sub-shell of the electron. This notation,
known as the Siegbahn notation is most commonly used in literature.

The Siegbahn notation however is confusing and inconsistent and as such, the
IUPAC has recommended a new notation method which simply states the final
and initial shell and subshell in the transition, for example a Siegbahn Ka; would
simply be a K-L; in IUPAC notation [93]. As the Siegbahn notation is predomi-
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Figure 1.20: Siegbahn notation convention for X-Ray transitions

nantly used in X-Ray literature and analysis software, it will be used throughout
this thesis.

1.3.4.2 lonisation Cross Section

The X-Ray emission process must first be initiated by the ionisation of an inner-
shell electron. The ionisation cross section is the probability of removing an elec-
tron upon impact, expressed in terms of an area and can be thought of as the size
of the target the proton must hit in order to remove an electron. A larger ionisa-
tion cross section corresponds to a greater probability of ionisation by an incident
particle and is often expressed in units of barns, with one barn equal to 10~2*m?,
the approximate cross-sectional area of a uranium nucleus. The theoretical de-
scription of the ionisation process is incredibly complex, with many developments
made over a number of decades to better account for effects at very high, and
very low energies, and heavy projectiles.

Outlined in this section is a summary of the current understanding of the ion-
isation cross sections by ion impact. Understanding the processes influencing
these cross sections is crucial for the analysis of VLE-PIXE, particularly as op-
eration under the extreme conditions of VLE-PIXE is at the edge of the current
understanding of the ionisation processes. The effect of simultaneous impact of
multiple ion species on the ionisation of target atoms is currently unknown and in-
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terpretation of the doped beam results defies what is currently understood about
the ionisation processes resulting in the emission of X-Rays.

lon Velocity:

When a charged particle is accelerated through an electrostatic potential, it ac-
quires a kinetic energy (E;) equal to the charge of the particle (¢) multiplied by
the potential difference (V):

B, =qV (1.20)

and are expressed in units of electron volts (eV) or kilo electron volts (keV). Typical
accelerating voltages for a FIB microscope are on the order of 2-30 keV, that
is a singly charged particle accelerated through a potential of 2kV - 30kV. For
two ions with identical energy however, the velocity of these particles can differ
by several orders of magnitude due to the different mass of the particles. The
particle velocity (v) is a crucial factor in the calculation of ionisation cross sections,
predominantly due to the fact that the electrons surrounding the atomic nuclei can
also be considered to have some velocity as determined by the Bohr model of the
atom. The velocity of a particle with kinetic energy can be determined using
Newton’s equations:

Ey, =1/2 mv? (1.21)
e (1.22)
m

v =421 (1.23)

This equation holds for a non-relativistic particle, which is the case for the en-
ergies considered in VLE-PIXE, where the relativistic effects are negligible and
have no influence on the ionisation behaviour [94].

Momentum Transfer Limits:

In order to ionise an inner-shell electron, the energy and corresponding momen-
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tum transferred from the projectile to the target electrons must be considered.
For a projectile of atomic number Z;, mass m;, and velocity v, colliding with a
stationary target atom of atomic number Z,, and mass m,, the projectile loses
energy:

E; — Ef = (m1/2)(v] = v}) = (1/2m1)(p; — p}) (1.24)

where E;, v;, and p; are the initial projectile energy, velocity and momentum re-
spectively and Ey, v;, and p; are the final projectile energy, velocity and momen-
tum respectively. An important consideration is the range of momenta available in
this collision process which is utilised in the ionisation process. Using the notation
g = Ap, the minimum momentum change (¢,.;»,) in this collision is given by [95]:

Gmin = pi — Py = 2 qo[1 + (1 — A)V 7! (1.25)

and the maximum momentum change (¢mnqz):

Gmaz = Pi + D5 = 2 qo[1 + (1 4+ AV (1.26)

where A = (E; — Ef)/E; and ¢ = (E; — E¢) /1. These two values, (¢, and gmaz)
form the limits over which the ionisation cross section is determined.

Plane Wave Born Approximation:

The predominant theory which is used to describe the process of ionisation is
known as the Plane Wave Born Approximation (PWBA), where the initial and final
states of the atom can be described in terms of a transition from the electron in an
initial bound state to a state described by a continuum wave function. Utilising the
PWBA method, the total ionisation cross section for the s shell, (¢7"54) can be
expressed as a differential in terms of momentum transferred (¢) into a final state
(¢¢). When the momentum transfer limits, outlined in equations 1.25 and 1.26 are
considered and the definite integral is taken over these momentum limits, this is
known as the the “exact” cross section (o¢”"WE4) in reference to the exact energy
transfer limits. For a generalised transition from i to j, this cross section is given
by [96]:



36 CHAPTER 1. INTRODUCTION AND BACKGROUND
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where z is the projectile charge, v is its velocity, ¢ is the momentum transferred
from the initial (¢;) into final state (¢¢), and r the coordinates of the electron rel-
ative to the atomic nucleus. The ionisation cross-section of a specific shell (for
example the s shell), is given by a solution to equation 1.27 [96]:

Os = (SWZQOéz/Zst)fs(@sa M) (1.28)

where ag is the Bohr radius of the s shell, and Z; is the effective charge of the
shell. The effective charge is defined as the difference of the nuclear charge
(Z) and a screening constant (S) such that: Z — S = Z.;; and is induced by the
screening of the net nuclear charge by the orbital electrons, leading to a reduction
in binding energy [97, 98]. f, is the result of the integration in equation 1.27 for
the s shell and introduces two important dimensionless parameters, the first being
the dimensionless binding energy:

2 Us

(Z2 — S5)* Ry .

0, =n
where n is the quantum number of the s shell, U, is the binding energy of the s
shell, and S is the Slater screening parameter where S, = 0.3 for the s-shell and
S, = 4.15 for the p-shell. Ry is the Rydberg energy = 13.6 eV, the ground state of
a hydrogen electron.

The second dimensionless parameter, the ratio between the projectile velocity
and the velocity of the s-shell electron is given by:

2
1 Me E
JRPSY (¢ S L (N 1.30
L ((22 — 58)y0> M, (Zs — S.)? Ry (1.30)

where v is the Bohr velocity, the velocity of an electron in the ground state of a
hydrogen atom, and m. is the mass of the electron [99].

Based on these two parameters, the PWBA theory starts to break down at very
high and very low energies. As such, additional factors must be considered which
account for the change in ionisation cross section at these extremes. These fac-
tors are particularly important when considering the very low energy range utilised
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by VLE-PIXE and the use of heavy ions such as the beam doping method, where
the velocity of the projectile is significantly lower than the velocity of the orbital
electrons.

Diabatic vs. Adiabatic Interactions:

When a fast, light, structureless ion such as a proton, positron or alpha particle
interacts with a solid material, the mechanism by which ionisation occurs is often
referred to as Coulomb ionisation. When the orbital electrons of the target atom
possess a significantly lower velocity than the projectile ie. where 7, is large, the
orbital electrons are incapable of reacting to the presence of the projectile on a
time scale relative to the transit of the projectile through the orbitals of the target
atom. This is known as a diabatic interaction in that the projectile-electron system
is not in a state of equilibrium. The result is a Coulombic interaction between the
projectile and the orbital electrons, and a corresponding transfer of energy from
the projectile to the target electrons. If the energy transferred is greater than
the binding energy of the electron, it may be liberated from the target atom and
ionisation will occur [96].

When the velocity of the projectile is much less than that velocity of the orbital
electron, ie. when 7, is small, the electrons are now capable of rearranging them-
selves to counter the Coulombic field of the incoming projectile. This slow inter-
action is known as an adiabatic interaction in that the system of the projectile and
target electrons are considered to be in equilibrium at all times [100]. This signif-
icantly decreases the likelihood of ionisation when a light structureless projectile
such as a proton interacts with a target atom. This is the primary reason for the
rapid decrease in the ionisation cross section of a proton at energy ranges where
the projectile velocity is similar to or less than that of the electron orbital velocity
[101, 102].

Additionally, the presence of a slowly moving, structureless charged particle in
the vicinity of the atomic electron cloud results in a rearrangement of the elec-
tronic orbital structure of the target atom. This can lead to modification of the
energy levels of the atom and can result in an increase in the binding energy of
the electrons [103]. The case of more complex, heavier ions with a number of
electronic orbitals will be covered in more detail in a following section. At high
energies, relativistic effects must be considered which also alter the probability of
ionisation [104].
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Relativistic Correction:

The projectile velocity variable ¢ is introduced which distinguishes fast ((>1) in-
teractions from slow (£<1) interactions, those which occur in times comparable to
or slower than the orbital period for a particular shell. For the s shell:

&= 5V (1.31)

where 0, and 7, are as described in equations 1.29 and 1.30 respectively. As
the projectile reaches relativistic velocities, the particle mass begins to increase,
which in turn increases the ionisation cross section. The relativistic projectile
mass can be calculated using the relativistic mass correction (m®(r)):

mE(r) = [1 + (Zos/2r )2 + Zog )21 (1.32)

s

where r is the distance from the target nucleus and c is the speed of light.

A relativistic correction can also be applied to the projectile velocity variable (¢£)
due to time dilation and length contraction:

55 = [mf(§S/CS)]1/2§S (1.33)

where ( is the PSS factor which will be introduced in the next section. Additionally,
a relativistic correction can be applied to the dimensionless variable 7, based on
the modified mass:

775 = mfns (1.34)

The relativistic correction (R) to the PWBA total ionisation cross section (o7 BAR)
becomes [105]:

o WEAR = g VB ([m I ()]7€s. s (1.35)

S S

Perturbed-Stationary-State Correction:

The perturbed stationary state approximation considers a state where the pres-
ence of a moving charged particle in the vicinity of the electron cloud of an atom
causes a modification of the electronic energy levels of the atom. This causes
a modification of the binding energy of the electrons which results in a decrease
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in the probability of ionisation for the case of Coulombic ionisation by light, struc-
tureless ions. At high energies, the PSS factor (¢) for the s shell given as [103]:

Cs =1 + (221/22398)[98(58) - hs(és)] (1 36)

where ¢,(&s) accounts for the increase in binding energy with decreasing velocity
and h,(&,) accounts for the decrease in binding energy at intermediate velocities.

The PSS correction to the PWBA cross section becomes [105]:

ol % = aTVEA(E s, C05) (1.37)

Coulomb Deflection Factor:

When the projectile approaches the vicinity of the target nucleus, it encounters
a Coloumbic field induced between the positive nucleus of the target atom and
the positive nucleus of the projectile which causes it to deflect away from the nu-
cleus. This Coulombic field pushes the projectile away from the target, causing a
decrease in incident velocity and effectively reduces the ionisation cross section.

The PWBA theory assumes that the projectile will follow a straight line (sl) tra-
jectory which provides an accurate cross section at higher relative energies. The
differential ionisation cross section for this straight path is determined as [102]:

(dos/des)™ (1.38)
where ¢/ is the final kinetic energy of the ejected electron. When the deflection in

the Coulombic field is considered, the projectile moves in a hyperbolic (hyp) path
which produces the differential cross section:

(dog/deg)"P (1.39)

The Coulomb deflection factor (C) is defined as the ratio of the hyperbolic to
straight line differential cross sections and considers the change in cross section
caused by the deflection of the particle in the Coulombic field of the nucleus:

C = (dog/des)™? /(dog/des)™ (1.40)
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The Coulomb deflection factor can be calculated explicitly as:

C(1dqos) = exp(—mTdqps) (1.41)

where 7 is the time variable 7 = 1 + € /w,s Where w,, is the electron harmonic
oscillator frequency, d is the half-distance of closest approach d = Z,7,/M,v?
and ¢, is as described in section 1.3.4.2. For the s shell, in the slow-collision limit
(¢<1) relevant for Coulomb deflection, the Coulomb deflection factor becomes
[105]:

C(dgos) = /1 = Clrdaos) (1.42)

7—10+2l2

where [, = 0 for the K and L, subshells and I, = 1 for the L, and L3 subshells.

The Coulomb corrected PWBA theory becomes:

O_SC’PWBA — Os

(quS)JPWBA (1.43)

S

Combined eECPSSR Theory:
When all the factors discussed above are taken into account:

e The exact energy integration limits (e)
e Energy correction (E)

e The effect of deflection and velocity change of the projectile in the Coulomb
field (C) of the target nucleus on the ionisation cross section

e The modification of the electron orbitals in the target atom under the influ-
ence of the projectile as perturbed stationary states (PSS)

¢ Relativistic (R) effects [95]

gives the combined eECPSSR theory. The CPSSR corrected PWBA cross sec-
tion becomes:

o PEM = Oy (dgosCs)al ™ PA(ER /¢, Co5) (1.44)

The momentum limits given in equations 1.25 and 1.26 must also be modified to
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include the factors described above. Smit and Lapicki outlined a reformulation to
the limits [99]:

22 202 —2
Gmin = 5" (1 +4/1— %) (1.45)
and
202 mCQQQ —2
maz =~ (1= [1— =7 1.4
E n? ( M, ) (1.46)

Applying the exact integral energy correction gives the final eEECPSSR cross sec-
tion:

eECPSSR __ dqosCs PWBA/¢R
Os - CS(Z2<1 +ZQ)>fS(ZZ>O-s (55 /CS7<808> (147)

Accuracy of the eECPSSR Theory:

A significant amount of work has been performed by Lapicki et al. to deter-
mine the experimental accuracy of the eECPSSR theory. For higher impact en-
ergies such as those above 1MeV, a large body of experimental data on the X-
Ray production cross sections exists, particularly for the K shell transitions. The
eECPSSR theory matches very well with experimental data in this energy range
and can be used to accurately fit and estimate experimental data to within less
than 10% using software such as GUPIX [106] and GeoPIXE [107] which can
calculate theoretical cross-sections based on the eECPSSR theory.

For lower impact energies however, the eECPSSR theory can deviate significantly
from experimental values. This deviation can be partially attributed to the effect
of multiple ionisation by low energy ion impact. The additional vacancies gener-
ated in an atom can cause significant changes in the fluorescence yield due to
suppression of non-radiative transitions, resulting in over-estimation of the X-Ray
production cross sections [108, 109, 110]. These non-radiative transitions will be
discussed in the next section.

Another cause of deviation at very low energies is attributed to the shift in the
electronic energy levels of the target atom due to the presence of the projectile.
This is an extension of the PSS theory to account for the very slow adiabatic in-
teractions where the electronic structure of the target atom has sufficient time to
respond and reshape to the presence of the projectile as previously discussed.
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This creates a situation where the ionisation cross section is different when the
target and the projectile are close together, known as the united atom limit, as
compared to when they are far apart, which known as the separated atom limit.
The original PSS theory as outlined in section 1.3.4.2 was defined for the sep-
arated atom and does not account for the change in binding energy at very low
velocities. This led to the development of the usPSS theory where the (us) corre-
sponds to the united/separated atom treatment which compensates for the very
low velocity limit.

At very low velocities, where hy(&;) = 0 and g,(&s) — 1, the PSS factor is referred
to as the united atom (UA) PSS correction [111]:

VA =14 (22,/2,,)%074 /8, (1.48)

which replaces the original PSS factor (¢,) when (V4 < (..

The initial PWBA calculations such as those discussed above are typically per-
formed using non-relativistic, hydrogenic wavefunctions, a simple model for the
calculation of the transition of an electron from a bound to free state which as-
sume a hydrogen-like system consisting of a single electron orbiting a positive
nucleus. This model does not accurately describe multi-shell systems which are
susceptible to screening by outer electrons. For this reason, the more realis-
tic relativistic Hartree-Slater (hs) wavefunctions are often used at low velocities
where the disparity between the hydrogenic and hs wave functions is shown to
be significant [112].

The relativistic Hartree-Slater (hsR) correction to the eECPSS cross section model
for the K shell can be calculated as [108]:

O_eE'CPSSth _ hSR[f/Cs, Z]O_eECPSS (1 49)

S S

where z = Z,/137 and

hsR[¢, 2] = exp[0.1624 — 1.8732 + 4.642z, — 2.2562°
+1.4802* /¢ — (0.2316 — 2.288z + 5.52627

—5.8292" + 2.6702") /&* + (0.05952 — 0.58092
+1.5402% — 1.7452° + 0.76442*) /&

—(0.003702 — 0.03698z + 0.101522 — 0.11572°
+0.04902%) /&4]
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Lapicki states that both the us and hsR factor can result in an enhancement of
K-shell ionization cross sections by as much as 60% for light elements, although
he does not state what he considers to be a light element, deeming Neodymium
(Z=60) to be a ’relatively light target.” He also states that these factors are only
significant in the low velocity regime that is below the typical PIXE range of ¢
<0.2, however considering that £ = 0.2 corresponds to an accelerating voltage
of ~140keV, this becomes highly significant for the energy range utilised in VLE-
PIXE of <30keV [108]. Altogether, the theoretical total ionisation cross section
can be calculated using the eECusPSShsR model:

O_eECusPSSth _ hSR[f/CUA Z2/137] Cs dqosgsUA
s s 2s(1+ 25)

folzs) a7V EAER /G, 00,

(1.50)

It is also important to note that the eECPSSR cross sections are only valid for the
impact of protons on a target. Attempts have been made to apply the eECPSSR
treatment to heavier projectile ions, however the results are often inaccurate and
inconsistent, and do not provide an accurate description of ionisation under these
conditions. Unlike protons, no unified theory currently exists to accurately de-
scribe ionisation by the impact of heavy ions upon a sample [113, 114, 115, 116].

1.3.4.3 X-Ray Production Cross Section

To determine the X-Ray Production Cross Section (XRPCS), the fate of all va-
cancies in a target atom must be considered. These vacancies may result in the
emission of an X-Ray (radiative transitions), or de-excitation through a pathway
which does not result in an X-Ray being emitted (non-radiative transitions).

X-Ray Fluorescence Yield:
The X-Ray fluorescence yield for a specific shell (w;) accounts for the radiative
transitions and is defined as the number of X-Rays generated per vacancy [117]:

Wy = - (1.51)

where I; is the average number of characteristic X-Rays emitted as a result of V;
vacancies created in the i shell or subshell of an element. Fluorescence yields
for the K, L and M shells as a function of target Z can be approximated by:
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w; = Z%Zn (1.52)

n=0

where a,, are the fitting coefficients given by Hubbell et. al. in table 7 of [117].

Non-Radiative Transitions:

Non-radiative transitions arise when the energy of an electron de-exciting into an
inner-shell vacancy is instead dissipated through a pathway which does not result
in an X-Ray being emitted. The primary non-radiative transition is known as the
Auger process, where the energy is transferred to a neighbouring electron. If the
energy transferred exceeds the binding energy of the electron, it can then be emit-
ted from the target atom as an Auger electron if the recipient electron is located
in the same shell as the donor electron. If the energy is transferred to an electron
in a higher shell, this is known as a Coster-Kronig (C-K) transition. In the case
where an intra-shell Auger transition results in the ejection of an electron from
the same shell as the primary vacancy, a double vacancy can be formed in the
same shell and is known as a super Coster-Kronig transition. These transitions
are shown diagrammatically in figure 1.21.
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Figure 1.21: Auger, Coster-Kronig and Super Coster-Kronig transitions

It was considered that these Auger processes are carried out by first the emission
of an X-Ray, followed by the absorption of the same X-Ray by an outer shell elec-
tron, however it has been shown that there is no intermediate step and that the
energy is transferred from the de-exciting electron to the Auger electron instanta-
neously via a virtual photon [118, 117].
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X-Ray Production Cross Section:
Based on the radiative and non-radiative yields, the fate of all vacancies can be
accounted for by satisfying the following relationship:

k

j=i+1

where w; is the X-Ray fluorescence yield, a; is the Auger yield and f;; is the
sum of all Coster-Kronig yields from ¢ to j. These yields are typically derived
experimentally and are considered to be fixed for a particular atomic system.

The X-Ray production cross section (o) for a specific shell of an element can
then by found by multiplying the total ionisation cross section by the X-Ray fluo-
rescence yield (w;) [96]:

Op = W; 0; (1.54)

Experimental Determination of X-Ray Production Cross Section:

An empirical formula is used to convert the intensity of X-Ray peaks under known
beam and detector conditions to an X-Ray production cross section. This formula
assumes a material of infinite thickness and as such, accounts for the so called
matrix effects such as the energy loss of the primary ion due to the stopping
power of protons in the material and self-absorption of X-Rays by the material as
they escape to the surface [119]:

B 4T dY \ (dE oSy
o2 (B, Ex) = N, AQT,(Ex)n(Ex) [(dE) (da:) + MEX)YcosgoQ (1.55)

Ex is the energy of the X-Ray, 47 considers the isotropic emission of X-Rays into
a spherical section, of which, some portion is collected by (2, the solid angle of
the detector, where ¢, and ¢, are the angles of the incident beam and detector
respectively.

Once the X-Rays reach the detector, the detector window transmission coefficient
T, will attenuate some of the signal and n accounts for any losses due to the
efficiency of the detector, both of which are functions of X-Ray energy. Y is the
radiation intensity as observed in the final X-Ray spectrum. The cross sections
are normalised to the total number of protons incident on the sample, N,. A is
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Figure 1.22: Factors contributing to the experimental X-Ray cross section calcu-
lation

the material number density, and (4£) is the total stopping power of the material,
which accounts for the loss of energy of the projectile on its way to the collision
site. 1 is the mean X-Ray absorption coefficient of the target material for a specific
transition which accounts for the attenuation of the X-Ray signal on its way out of
the material. (%) accounts for the variation in intensity with respect to energy
and can be calculated by fitting slope of X-Ray peak intensity vs energy. The
factors contributing to the calculation of the XRPCS are shown diagrammatically
in figure 1.22. From this experimental calculation of the XRPCS, the ionisation
cross section can also be calculated using equation 1.54 and tabulated values of

the fluorescence yield from Hubbell et al [117].

An important consideration for the use of this technique is that it can only be
considered for a single ion species at a time. This is due to the differing stop-
ping power of various ion species resulting in a reducing penetration range with
increasing ion mass. Difficulty therefore arises when considering the XRPCS
of doped beams such as those utilised throughout this thesis as the method for
combining the XRPCS of multiple species is as yet unknown. Therefore it is im-
possible to separate the XRPCS contributions from the proton and dopant ion
species. The XRPCS for protons are therefore used throughout this thesis as a
reference only due to the overwhelming amount of literature data for these mea-
surements, compared to the relatively sparse XRPCS data for heavier ion species
and the fact that the proton XRPCS represent the most conservative estimate for
the XRPCS, with heavier ion species resulting in an increased XRPCS due to
reduced ion range and therefore lower X-Ray mass absorption in the material.
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1.3.4.4 Analytical Cross Sections

Analytical fits to ionisation cross sections offer a simple approximation which can
be used to rapidly determine concentrations of elements in a sample. Analytical
fits offer a far simpler method than calculation of the full eECPSSR cross sections
for each individual element. Such analytical cross sections are often used in PIXE
analysis software where near real-time analysis of data is required [107].

K Shell Analytical Cross Sections:

Based on some 117 references, Paul [120] developed an analytical fit to the
experimental K shell X-Ray production cross sections for elements from 4< Z, <
92. This analytical fit can be used as an approximation for the cross sections by:

0, = 5. x 107 /22 (1.56)

To calculate s., n is established which is the velocity ratio between the projectile
and the velocity of the K-shell electron and is described in equation 1.30, then 6
the dimensionless binding energy as described in equation 1.29, and the scaled
velocity, £ as described in equation 1.31.

s. can then be determined using:

s. = —2.17171 — 10.8883y — 9.45875y

(—0.86 <y < —0.582)

se = 0.975316 — 0.0165458 cos[13.6(y + 0.393)]
(—0.582 <y < —0.037)

5. = 1.00859 4 0.0474606 cos[6.23(y — 0.33)]
(—0.037 <y < 0.83)

)

where y = log,,&. f can then be calculated from:

f =01 +by(e — b3)* + by Ps() + by Py(z) + be Ps(z) + by Ps() (1.57)
where P; — P, are the Legendre polynomials as a function of x = ¢/1.15 + 2.22
where e = log,((E1/Z3).

Fori=1-3:
by = (c1 + coZo + 375 + ¢4 73) [ (1 + c5Za + c623) (1.58)



48 CHAPTER 1. INTRODUCTION AND BACKGROUND

Fori=4and5:
bz‘ = C1 + CQZQ —f- 03222 —I— C4Z§) —f- C5Z§L (1 59)

For:=6and 7:
bi =+ CQZQ -+ 03222 + C4Z§ (1 60)

where ¢, is given by the coefficients in table 3 of Paul [120]. The error for this
analytical fit is as low as 2.5% for Z; 21-30, increasing to 10% for Z, 31-90 and
as high as 21% for Z; 11-20.

L Shell Analytical Cross Sections:
Sow et al. determined an analytical fit to the L1, L2, and L3 subshell ionisation
cross sections as determined by a fifth degree polynomial fit [121]:

1n(0LiUZ'2> = AO + All’ + Agl’2 + A3£L’3 + A4ZE4 + A5l‘5 (1 61)

where o, is the Li subshell ionisation cross section in barn, U; is the L: subshell
electron binding energy in keV, and x = In(E/A\U;), where E is the proton energy
and \ = 1836.109, is the ratio of the proton mass to the electron mass. The
coefficients A,_5 are given in table 1 of [121] and are separated by Z; range,
given from Z, = 14-92. The uncertainty of this analytical fit is within a few percent.

M Shell Analytical Cross Sections:

Pajek et al. determined an analytical fit to the most intense M shell X-Ray tran-
sitions as observed in PIXE, the MafB(M,5Ns7), My(MsN,5), and Ms;O, 5 transi-
tions, for select elements from Ta to Th [122]:

oy, =Y k=>5a,(Inéy)* (1.62)

where a,_; are fitting coefficients given in table 1 of [122], and ¢ is the scaled
velocity as discussed previously. The accuracy of this analytical fit is determined
to be within 5% for proton energies 0.1-4.0 MeV.

1.3.4.5 Slow, Heavy lon PIXE

As discussed previously, PIXE is typically performed with very light ions such as
protons due to their high velocity and therefore high XRPCS. PIXE however is
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not restricted to protons and can also be performed using heavier ions. Heavier
ions have been shown to possess a greater ionisation cross section than protons
for a similar velocity [116, 115]. Due to their increased mass however, in order to
match the proton velocity, a much higher accelerating voltage must be used [123].
When the accelerating voltages available to the VLE-PIXE technique are applied
to heavy ions, these ions are travelling extremely slowly relative to a proton at a
similar energy. Velocities can differ by over an order of magnitude depending on
the ion mass.

Several studies outlined in the literature have demonstrated that the interaction of
slow, heavy ions with a solid can produce ionisation cross sections on the order of
103-10° times greater than what is expected by Coulomb ionisation by protons at
the same energy, despite the much greater velocity of the protons [124, 101, 100,
96, 125]. This is counter intuitive given the extremely low velocity ratio between
the projectile and the target electrons as discussed in section 1.3.4.2. The key to
this phenomenon lies in the adiabatic approach of a heavy ion towards a target
atom.

As described in sections 1.3.4.2 and 1.3.4.2, the rearrangement of the target
electrons in the presence of the electrostatic field of the projectile can result in a
shift in the electronic energy levels of both the target and the projectile. This is
a condition which is typically experienced during the formation of molecules from
two or more separated atoms, and can be described using Molecular Orbital (MO)
theory. An understanding of molecular orbital theory is a crucial part of many of
the results in this thesis and as such a brief introduction to molecular orbital theory
is given

Molecular Orbital Theory:

In molecular orbital theory, the electrons surrounding an isolated atom are ar-
ranged into atomic orbitals based on their principal quantum number n =1, 2, 3...
and their angular momentum quantum number [ = 0, 1, 2, 3... which for clarity is
usually labelled s, p, d, f... Each atomic orbital is capable of hosting up to 2 elec-
trons which are allowed to occupy the same orbital because of their difference in
spin states, with one one spin up and one spin down.

These atomic orbitals can be described by a corresponding quantum wave func-
tion. The linear combination of the wave functions of the two electrons in each
orbital results in the atomic orbital structures shown in figure 1.23 on the left,
starting with two electrons occupying the oxygen 2s or lowest energy atomic or-
bital, then two electrons occupying the oxygen 2p atomic orbitals oriented in the
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X, y and z directions respectively (2p.., 2p,, 2p.).

EA S 2b, &

a,
O .,b H2
Figure 1.23: Molecular orbital diagram of water. (From [126])

As a result of this linear combination, these orbitals have associated with them a
phase which is represented in this diagram as the shaded lobes of the orbitals.
Similarly for the H atoms on the right, each H atom has an occupied 1s atomic
orbital and is shaded due to the possible phase combinations.

When two or more atoms are brought together, the atomic orbitals of the cor-
responding atoms overlap and combine to form molecular orbitals. Due to the
combined phase of the orbital wave functions, the molecular orbitals can either
combine in phase or out of phase, with the in-phase combination being more en-
ergetically favourable or lower energy than the out of phase combination. The
change in energy between the atomic and molecular orbitals is represented by
the dashed lines. The in-phase combination is known as a bonding orbital and
serves to stabilise the molecule, whereas the out of phase combination is known
as an non-bonding or anti-bonding orbital and serves to destabilise the molecule.

The resultant molecular orbitals are a combination of all wave functions of all
atoms involved, which form the electronic structure of the combined molecule.
End-to-end combinations of atomic orbitals result in ¢ molecular orbitals and
side-by-side combinations of atomic orbitals result in 7 molecular orbitals. The
antibonding combinations of these two atomic orbitals are known as ¢* and 7*
molecular orbitals. This is demonstrated diagrammatically in figure 1.24. § and §*
molecular orbitals are the combination of all 4 lobes of a d orbital.

Electrons will fill the molecular orbitals from the lowest energy orbital to the high-
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Figure 1.24: Combination of in-phase and out of phase atomic orbitals to form
bonding and anti-bonding molecular orbitals. (From [127])

est energy orbital, spreading across degenerate orbitals before pairing (for ex-
ample, one electron will be placed in each 2p,, 2p,, 2p. before pairing) until all
electrons have been placed. This is known as Hund’s rule. If there are an equal
number of electrons in a bonding and anti-bonding orbitals, the molecule will be
unstable and the atoms will repel. This is known as the bond order of the molecule
and is defined as:

bonding electrons — anti-bonding electrons

bond order = 5

(1.63)

This is the reason why noble gases are incapable of forming diatomic molecules
as their combination will result in an equal number of electrons in bonding and
anti-bonding orbitals and an unstable molecule [127].

Of most interest to the VLE-PIXE measurements is the change in electronic en-
ergy levels as atomic orbitals transition into molecular orbitals. This results in a
change in binding energies of the electrons in the target and the projectile atoms
which is particularly relevant for the purpose of X-Ray emission.

Quasi-molecular Model:

Due to the high kinetic energy of the projectile, the bonding condition between the
projectile and the target is only short-lived and the close, adiabatic approach of
the projectile to the target results in the formation of a temporary "quasi-molecule”
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between the target and the projectile. As with the molecular orbital theory dis-
cussed above, the formation of a quasi-molecule results in a rearrangement of
the corresponding atomic orbitals to form a unique energy level structure [100].
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Figure 1.25: Ar-Ar molecular orbital diagram as a function of internuclear dis-
tance. Energy level crossings induced by the 4fc molecular orbital are shown
with red circles. (From [100])

The dashed lines given in figure 1.23 represent the simple yet unrealistic change
in the electronic energy levels between the partner atoms as they approach each
other. A more realistic depiction is given in figure 1.25 for two Ar atoms as a
function of distance between the nuclei of the pair, or inter-nuclear distance. As
can be seen, the shift in energy levels is continuous over the separation distance
due to the non-linear combination of the atomic orbitals of both the target and the
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projectile. Due to the formation of anti-bonding orbitals, which as previously men-
tioned are higher energy than bonding orbitals, this results in a situation where
electronic energy levels can cross over and a previously inner-shell electron be-
comes higher in energy than an outer-shell electron. For example in figure 1.25,
the rapid increase in energy of a 2p electron as it enters the 4fo orbital results in
several energy level crossings which are shown as red circles in figure 1.25.

The inversion of the energy levels can allow the electron to transfer to the tran-
siently lower energy orbital if a vacancy in this orbital exists. Upon atomic separa-
tion, this then results in an inner-shell vacancy which is produced at a primary ion
energy much lower than is possible by Coulombic ionisation alone, and an X-Ray
is emitted [128, 129]. These crossing events, especially the 4fo orbital crossings
are well known to cause relatively low energy ionisation events and subsequent
X-Ray emission [129, 130, 131, 132]. This process is known as electron promo-
tion [128], and can result in an apparent increase in XRPCS when compared to
the typical Coulomb derived XRPCS.
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Figure 1.26: (a) K-shell ionisation cross sections of various targets as excited
by the ions indicated in the figure. (b) K-shell ionisation cross sections oy for
projectiles Z; and targets Z, as a function of Z,/Z,. (From [101])

An interesting result of this phenomenon is that the the ionisation cross section
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increases with decreasing velocity for heavy ions as demonstrated in figure 1.26a,
the opposite behaviour of what is observed with Coulombic excitation by protons
as shown by the solid line in figure 1.26a [101]. The reason for this increase is
the greater probability of electron promotion due to the extended lifetime of the
quasi-molecule at lower velocities.

An additional consequence of the vacancy sharing model is the change in XRPCS
with the ratio of the atomic numbers of the projectile and target. With the projectile
atomic number expressed as Z; and the target as 7,, as Z,/Z, approaches 1
the ionisation cross section for the K shell of Z,, jumps by four to five orders
of magnitude, and is shown to plateau above a value of 1 [101]. This effect is
summarised in figure 1.26b.

Double-Scattering:

The opposite behaviour is also possible, whereby a projectile enters the collision
with an inner-shell vacancy, which can then be transferred to the target, a process
known as vacancy sharing which has the similar result of increasing the XRPCS.
An important condition of vacancy sharing is that the projectile must possess an
inner-shell vacancy. Due to the relatively low electron energy in an ICP plasma
source, for example an Ar source [133], the probability of a projectile leaving
the plasma FIB source with an inner-shell vacancy is essentially zero. These
ions instead possess outer-shell vacancies which allow them to be accelerated in
the electrostatic potential of the source. As these ions are in the lowest atomic
energy state, these outer-shell vacancies can last indefinitely in a high vacuum
before they undergo a collision and de-excite [34].

Even if an inner-shell vacancy was produced in the source, the lifetime of such a
vacancy is incredibly short. The excited state lifetime can be calculated from the
radiative rate of the vacancy in a particular shell which for example, gives an Ar
2p shell vacancy lifetime of 5x10~15s [134]. This would give the ion insufficient
time to exit the plasma chamber much less travel the roughly 1m from the plasma
source to the sample, thus no inner-shell vacancies would survive until impact on
the sample.

Macek et al. however observed the formation of Si K X-Rays when irradiating with
Artt ions, a phenomenon which should be impossible as it relies on the fully filled
2s and 2p levels of the Art* ion for vacancy transfer to the Si K shell based on
the MO model [135]. They attributed this observation to a mechanism whereby
an initial collision of the Ar** ion with a target atom forms an inner-shell vacancy
which is then transferred to the Si K shell in a secondary collision partner. This
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mechanism, called the double-scattering mechanism was further confirmed by
Feldman et al. [136] and Heitz et al. [137]. Saris et al. estimated that 10% of the
incident Ar ions should possess a required L shell vacancy [138].

Double scattering effectively reduces the required distance travelled during the Ar
2p shell vacancy lifetime from on the order of 1m between the plasma source and
the sample, down to the distance between collision partners in the sample. The
minimum distance between collision partners will be equal to the lattice constant
of the material as outlined by Heiland et al. [139], which for most elements is on
the order of 0.2-1.1x10-?m [140], well within the maximum distance travelled by
the Art ion in its 2p shell vacancy lifetime of 1.90x10-?m at 30keV.

In asymmetric collisions, where either the projectile or the target is heavier than
the other, the probability that a projectile inner-shell vacancy is transferred to the
target is given by W = 1 — w or simply w if the projectile is lighter than the target.
This K vacancy sharing probability (w) is given by:

w = [1 + exp(2z)]~! (1.64)

where

[(Uku)'? = (Ugp)"?]

20 =T (%mev2)l/2

(1.65)

where Uiy and Uk, are the K-shell binding energies of the heavier and lighter
collision partners and m. is the electron mass [141]. As the electronic binding
energies for a specific shell tend to increase with increasing Z, this leads to a
condition where in a collision between a projectile with an inner-shell vacancy
and a target atom, the collision partner with the lower atomic number has a much
larger probability of leaving the collision with a hole in its K shell and hence to
produce an X-Ray.

Molecular Orbital Emission:

Upon impact of Art ions on a C and Si sample, Saris et al. observed a broad, in-
tense X-Ray peak which could not be attributed to any characteristic peaks [138].
This same experiment was later performed by MacDonald et al. who observed
the same results on Cu, C, Si, and Al, as well as a solid Ar target [142]. Most
importantly, both Saris and MacDonald observed that this peak shifted with ac-
celerating voltage, a phenomenon which is impossible if the X-Ray originates from
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characteristic inter-shell transitions as these energy levels are fixed to the atomic
orbital energies for a particular elemental species.
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Figure 1.27: Representation of the shift in MO X-Ray energy with changing inter-
nuclear distance for the C-C system. (From [143])

Saris initially attributed this emission to interaction between incident Ar ions and
Ar atoms implanted in the sample, however MacDonald et al. determined that
they were in fact due to interactions between incident Ar ions and the atoms in
the sample. He did this by comparing the change in peak position for the Cu, C,
Si, and Al targets as compared to a solid Ar target.

MacDonald concluded that this peak originated from a projectile approaching the
target atom with an inner-shell vacancy. The projectile will acquire an electron
from the sample, which when filling the inner-shell vacancy of the projectile, re-
sults in the emission of an X-Ray. The vacancy in the target atom will then result
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in the emission of a characteristic X-Ray from the sample [143]. The peak shift-
ing corresponded to the changing binding energy of the electrons through the
formation of molecular orbitals, which differ as a function of the distance of clos-
est approach which is dependent on the projectile energy. This phenomenon is
shown diagramattically in figure 1.27, with a greater incident energy correspond-
ing to a shift towards the left of the graph. This effect, dubbed as Molecular Orbital
(MO) emission is direct evidence of both the double scattering mechanism, due
to the presence of the projectile vacancy, and the quasi-molecular model, due
to the shift in peak energy with formation of MOs between the projectile and tar-
get [138, 142, 143]. This phenomenon is indeed observed during doped beam
VLE-PIXE and is demonstrated in section 5.4.

An important distinction is therefore made between the characteristic emission
from the sample and the MO emission which arises from vacancies within the pro-
jectile incident upon the sample. Due to vacancy sharing however, MO emission
will be accompanied by characteristic emission from the sample which may occur
at energies lower than what would be expected by Coulomb ionisation alone.

Chemical Effects:

When an atom in a target material is bonded to surrounding atoms, the result is
the formation of molecular orbitals between the target atom and the surrounding
atoms. The nature of these molecular orbitals will be unique to the bonding situ-
ation between the target and the surrounding atoms, for example, if an iron atom
is bonded to an oxygen atom, the resultant molecular orbitals will be different to
an iron atom bonded to another iron atom. This may result in the emission of a
characteristic X-Ray with an energy shifted with respect to an element’s expected
peak energy [144]. The resultant shift in energy is referred to as a chemical
shift or chemical effect. This is the working principle behind X-Ray photoelectron
spectroscopy (XPS) where the bonding structure of an atom can be probed by
excitation of secondary electrons by X-Ray irradiation [145].

Chemical shifts can also be probed using PIXE [144] when some knowledge of
the sample is understood. This effect is indeed quite similar to that of the quasi-
molecule formation discussed above, however the peak shifts observed in those
collisions can be much greater due to the closer distance of approach with a high
energy projectile. For stationary atoms in a sample, the equilibrium internuclear
distance is much greater than the distance of closest approach in a collision and
the peak shifts are therefore very small. These shifts can only be resolved with a
wavelength dispersive spectrometer (WDS), [144], or an X-Ray microcalorimeter
[146, 147], which will be discussed in greater detail in a later section.
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1.3.4.6 Low Energy and Very Low Energy PIXE

PIXE is typically carried out at energies greater than 1MeV, predominantly due to
the significantly increased Coulomb ionisation cross section at these higher ener-
gies as discussed in section 1.3.4.3. The optimal energy range for PIXE is 3MeV
where the X-Ray production cross sections are maximised and the background
contributions remain sufficiently low [148]. Performing PIXE at lower energies
however does come with several advantages. Low energy PIXE (LE-PIXE) offers
greater sensitivity to light elements compared to higher energy PIXE. This is pre-
dominantly due to two primary factors: the much lower Bremsstrahlung signal and
low secondary fluorescence yield at low energies [20]. Moriya et al. demonstrated
a significantly greater sensitivity to lighter elements by excitation with 180keV pro-
tons as compared to 2MeV protons and described a signal to noise ratio for the P
Ka line of 50 for 180keV protons and 0.9 for 2MeV protons. They concluded that
the sensitivity for all elements with Z<18 are superior for an excitation energy of
150keV compared to 2MeV and attribute this to the lower background radiation
for 150keV protons compared to 2MeV protons [149].

Light elements which only have a single X-Ray transition at lower energies such

as Be, B, C, N, and O are often obscured by background signals such as Bremsstrahlung.
Higher energy PIXE also requires thick Mylar windows to block backcattered ions

which may possess energies up to the primary beam energy. The transmission of

low energy X-Rays through such thick windows is poor due to X-Ray absorption

by the window and as such, the measurement of X-Ray signals generated by light
elements is impossible. As such, PIXE is often limited to elements with a mass
greater than Al [150, 21].

Despite the benefits listed above, limited research has been carried out into LE-
PIXE and almost none into VLE-PIXE, as the disadvantages of LE-PIXE often
outweigh the advantages, such as the significantly reduced X-Ray signal at such
low energies, lower sensitivity, and the inability to effectively detect characteristic
peaks above ~1keV [21]. As such, alternate characterisation methods such as
SEM-EDS are typically used, or researchers resort to PIXE at energies above
1MeV. Only a handful of LE-PIXE systems have been developed utilising deceler-
ated accelerator beamlines or ion implantation systems as mentioned in literature
[151, 152, 150, 153, 154]. This results in a lack of experimental data below the
£<0.2 or <140keV range which makes analysis of the ionisation mechanisms
at this energy quite difficult. Lapicki called for an expanded experimental data
at these energies to help clarify existing models, particularly quoting the use of
LE-PIXE as one of the motivating factors for the expansion of these models [108].
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As mentioned previously, the application of PIXE in the very low energy range
available to a FIB microscope (<30keV) was considered to be impossible [22]
and no real efforts have been taken to develop PIXE at such low energies due
to the expected extremely low XRPCS. Being able to perform VLE-PIXE on a
FIB microscope with the sensitivity available to PIXE performed at much higher
energies would therefore signify a significant breakthrough in PIXE analysis. This
was the primary motivation for the development of the doped beam VLE-PIXE
method described throughout this thesis, where MeV level PIXE performance
can be achieved with a FIB microscope.

1.3.4.7 Bremsstrahlung

Bremsstrahlung radiation is one of the most prevalent forms of background ex-
perienced during PIXE and SEM-EDS analysis. Bremsstrahlung is caused by a
change in direction and velocity of a charged particle when it interacts with the
Coulombic field of an atomic nucleus. This process results in the emission of a
continuum of X-Rays [155]. Due to the light mass of the electron, deviation in the
nuclear Coloumbic field is significant and results in a significant Bremsstrahlung
background [155]. When a primary ion is used however, Bremsstrahlung radiation
originates from a combination of four mechanisms [156]:

1. Quasi Free Electron Bremsstrahlung (QFEB): When the projectile veloc-
ity is significantly greater than the velocity of the electrons in the target atom,
the atomic electrons can be considered free electrons in the projectile frame
and produce Bremsstrahlung radiation in the Coulomb field of the projectile.

2. Secondary Electron Bremsstrahlung (SEB): When a secondary electron
is emitted from a target atom following ion bombardment, the secondary
electron can travel through the material where it can generate Bremsstrahlung
through the same mechanism as a primary electron.

3. Nuclear Bremsstrahlung (NB): The interaction of a projectile nucleus with
a target nucleus can cause a deflection of the projectile and a corresponding
change of direction and loss of energy of the projectile. This lost energy is
emitted in the form of continuum X-Rays.

4. Atomic Bremsstrahlung (AB): When an electron is ejected from an atom,
this electron or another electron may de-excite to fill the previously bound
electron state. In this process, the electron may emit the excess energy it
gained in the process in the form of continuum radiation.
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Figure 1.28: Bremsstrahlung contributions to a PIXE spectrum. From [148]

At lower projectile energies, AB and NB processes dominate significantly over
SEB and QFEB processes. Both AB and NB processes however also scale in-
versely proportional to the projectile velocity squared (see [156], equations 6 and
7) such that at very low energies, the total Bremsstrahlung contribution to a PIXE
spectra is negligible. The various Bremsstrahlung contributions to a spectrum are
shown in figure 1.28.

Due to the significantly increased mass of primary ions over electrons, the de-
flection of primary ions in a nuclear Coulombic field is much lower than primary
electrons and the Bremsstrahlung intensity decreases proportionally. For this
reason, the sensitivity of PIXE is enhanced by a factor of about 100 compared
to EDS and can detect trace elements on the order of parts per million (ppm) or
less for most elements as these low intensity peaks would typically fall below the
Bremsstrahlung background [79]. An example of the sensitivity difference due to
the Bremsstrahlung contribution between SEM-EDS and PIXE is shown in figure
1.29 where several trace elements are observed using PIXE which are obscured
by the Bremsstrahlung background in SEM-EDS.

1.3.4.8 PIXE Detectors

The detectors typically used for X-Ray analysis are solid state detectors such
as lithium doped silicon (Si(Li)), lithium doped germanium (Ge(Li)) detectors, or
recently, Silicon Drift Detector (SDD). Solid state detectors fall in the category
of energy dispersive spectrometers (EDS) due to the analysis method used to
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Figure 1.29: A comparison between the characteristic X-Ray spectra of a bronze
sample taken using EDS and PIXE. From [79]

distinguish between X-Rays. SDDs are highly sensitive, large area detectors,
with moderate resolution compared to wavelength dispersive detectors and mi-
crocalorimeters. They are capable of processing millions of X-Rays per second
and do so at a temperature achievable by a simple peltier cooler, as opposed to
Si(Li) or Ge(Li) detectors which require cooling using liquid nitrogen [157].

Wavelength dispersive spectrometers (WDS) are also sometimes used in PIXE
analysis due to significantly increased resolution. WDS utilise a monochromator
crystal to separate the X-Ray wavelengths and as such have a much lower effi-
ciency compared to EDS due to absorption by the crystal, and are much slower
than EDS due to the fact that the entire spectral range is not recorded simulta-
neously but scanned sequentially [158]. For these reasons, EDS spectrometers
are favoured for commercial applications where resolution is less important than
speed.

Microcalorimeters are another detector which is sometimes used for PIXE due
to very high resolution [159]. These spectrometers work on the principle of a
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superconducting junction, cooled to the point just below the superconducting-
normal transition temperature. An incident X-Ray raises the temperature of the
junction proportional to the energy of the X-Ray which results in a change in cur-
rent across the junction [146]. Microcalorimeters are highly sensitive, capable of
detecting single X-Rays, however are quite large, complex, and expensive instru-
ments due to the need for millikelvin cooling and sensitive current measurement,
and are therefore not commonly used.

SDD Operation:

In an SDD, if the radiation incident on the semiconductor surface is sufficient to
penetrate the thin oxide dead-layer on the surface, it will generate a number of
electron-hole pairs proportional to the energy of the incident particle. The elec-
trons will then drift towards an anode ring, shown in figure 1.30. This accumulates
electrons at the anode ring which is directly connected to the gate of the central
Field Effect Transistor (FET), shown as (G) in figure 1.30 and results in a nega-
tive bias on the gate. This creates a reverse bias across the junction of the FET,
resulting in a current drop through the FET proportional to the voltage applied to
the gate. This change of current can be precisely measured using a low-noise
amplifier [157].

Guard
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Figure 1.30: Schematic of a Silicon Drift Detector (SDD) showing the junction
configuration and the path of electrons. From [160].
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At a specific reverse bias of the FET, a weak avalanche breakdown of the junc-
tion is produced between the gate and drain, shown as (D) in figure 1.30. The
holes generated as a result are collected at the gate and compensate for the sig-
nal electrons which previously collected at the gate. This effectively resets the
junction and completes a pulse cycle [161].

Following amplification, this pulse is then sorted into a specific “channel” based
on its measured current which, as mentioned before is proportional to the energy
of the incident particle. After a given time period, the number of pulses sorted into
each channel are counted and a histogram is produced, resulting in a spectrum
of detector counts vs energy. Such a spectrum is shown in figure 1.31.
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Figure 1.31: An example of a pulse-counting histogram spectrum.

Recent developments in the field of SDD detectors have focused on creating large
area, high sensitivity detectors with a high throughput, capable of reducing anal-
ysis times from what was previously hours down to several minutes. It is this
sensitivity which is fundamental to VLE-PIXE, where the very low X-Ray count
rates generated by this technique are still capable of being detected by a modern
EDS detector.

These detectors however are not only sensitive to X-Rays and may respond to any
energetic particle hitting the surface which is capable of producing electron-hole
pairs. This includes electrons, backscattered neutral atoms, or backscattered
ions. The detection of these non-X-Ray particles however is considered to be dis-
advantageous when performing X-Ray spectroscopy and devices such as X-Ray
collimators, and electron traps are utilised to prevent these particles from hitting
the detector surface. A standard SDD detector may also be used to analyse the
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energy of these backscattered ions in a technique known as backscattering spec-
troscopy, although loss of energy during transmission of heavy particles through
the detector window must be considered. This method was used in chapter 7 for
analysis of the BSls produced during VLE-PIXE measurements. The pulse height
scaling for these heavy particles may also be quite different to X-Rays due to the
number of electron-hole pairs generated per keV of particle kinetic energy and
some conversion must be considered.

Detector Windows:

The primary purpose of an X-Ray detector window is to protect the cryogenically
cooled detector from contamination upon venting the vacuum chamber. As any
energetic particle incident upon a solid state detector can generate a signal, the
window also plays a role in protecting the surface of the detector from high energy
particle impact, however this is typically undesirable and magnetic particle traps
or detector retraction is preferred to prevent this from occurring.

In PIXE and LE-PIXE, a thin mylar or boron window is typically used to filter out
high intensity backscattered ion signals which may saturate the detector or ob-
scure the desired X-Ray signal. This window however limits the minimum X-Ray
energy which can be detected due to X-Ray absorption by the window. Mod-
ern EDS detectors utilise incredibly thin polymer windows which can allow the
transmission of very low energy X-Rays down to around 100eV. The super atmo-
spheric thin window (SATW), a polymer window found on the Oxford Instruments
UltimMax used in majority of the VLE-PIXE experiments is sufficient to block the
vast majority of backscattered ions whilst still allowing the detection of very low
energy X-Rays, making this detector optimal for VLE-PIXE measurements.

Another consideration is the support grid which is used to hold the X-Ray detector
window, as the window itself is often not strong enough to withstand the pressure
differential during chamber venting. Figure 1.32 shows a polymer and silicon
nitride window with their corresponding support grids. For typical operation with
electrons, an electron trap is used to prevent the primary particles from hitting
the window and grid, which comprises a magnet located just before the window.
For the case of heavier particles which will be less affected by the magnet, or
particles which have been neutralised such as backscattered atoms, there is a
possibility that they may hit the window support and generate an X-Ray as was
demonstrated in a later chapter. In addition, the support grid will also reduce the
available detector area as it prevents the transmission of some percentage of X-
Rays. This results in a reported 23% loss for the window shown in figure 1.32a
and 18% in figure 1.32b [162].
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Figure 1.32: X-Ray window and support support grids for (a) a polymer window
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Windowless Detectors:

As discussed above, the thin windows protecting the detector surface do still re-
sult in the absorption of some X-Rays at low energy. The solution was the inven-
tion of windowless X-Ray detectors which eliminate the protective window cover-
ing the exposed detector. This allows detection of extremely low energy X-Rays
such as the Lithium Ko X-Rays at an energy of 55eV, a feat previously impossible
with the use of a detector window. The detection of Lithium is extremely impor-
tant for the development of Lithium lon battery technology and furthermore allows
X-Ray analysis of the entire periodic table, with the exception of H and He which
cannot produce X-Ray transitions [163].

An example of a windowless EDS detector is the Oxford Instruments Ultim Ex-
treme detector used in some of the measurements covered in this thesis. Pre-
dominantly the analysis of the BSIs in chapter 7 which as discussed may be
blocked or modified during transmission through a detector window. In this case
however, the backscattered ions are incident directly on the detector surface and
there is a high probability of damage to the detector over an extended period of
time. For this reason, the BSI spectroscopy measurements in this thesis were
quite limited and just considered a proof of concept. Great care must be taken
with windowless detectors to prevent coating or contaminating the detector with
resputtered material or damage during chamber venting. This requires cooling
the detector following chamber pump-down and warming the detector prior to
chamber venting.
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Detector Performance:

While modern detectors typically operate in an automated fashion, requiring min-
imal user input, there are a few input parameters which can influence the per-
formance of an SDD detector. Processing time is perhaps the most important
performance factor and relates to the amount of time which the detector software
and hardware can spend processing incoming pulses. If the detector is busy pro-
cessing a pulse, it cannot accept the next incoming pulse and this pulse is then
thrown out. The percentage of pulses which are thrown out due to the process-
ing overhead is known as dead time. For very high input counts, when the time
between subsequent pulses is very short, the dead time can be reduced by de-
creasing the processing time, allowing the detector software to process a greater
number of pulses in a short period of time at the expense of reduced spectral
resolution [162]. As the input counts with VLE-PIXE are typically very low, the
processing time is often set to maximum in order to achieve the greatest spec-
tral resolution. In addition, the number of X-Ray channels can be selected which
has a similar effect to reducing the processing time due to a smaller number of
channels which the software can sort into, however at such low input counts with
VLE-PIXE, this value is usually left on the highest setting of 4096 channels.

Another result of very high input count rates is a phenomenon known as pulse
pile-up, where two incoming X-Rays strike the detector within a very short period
of time and instead of being distinguished as two separate pulses, are counted
as a single pulse with twice the pulse height ie. twice the energy. This can result
in the appearance of spectral peaks at twice the energy of intense X-Ray peaks
in a spectrum and are referred to as sum peaks. Modern EDS software usually
automatically subtract such peaks but awareness of these peaks will prevent mis-
identification of characteristic X-Ray peaks during analysis.

Detector Noise:

An intrinsic feature of all SDD detectors is the presence of a noise peak at a region
of ~0eV, sometimes referred to as a zero-strobe peak or the zero peak, and is
shown in figure 1.31. This peak arises as a result of noise in the pulse counting
electronics of a detector and can typically be ignored due to the majority of X-Ray
peaks being located at some distance from the noise peak. The detection of the
very low energy peaks may require subtraction of the noise peak for accurate
measurement, a method used in section 3.3 of this thesis.

Additional detector specific electronic noise factors include: voltage noise across
the SDD detector anode, leakage current caused by the application of a bias to
the SDD FET, and 1/F noise caused by internal contacts and dielectric materials
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in the SDD. These factors are also referred to as shot noise and scale with the
number of input counts. For N number of counts, the uncertainty or standard
deviation of the signal, o scales such that o = v/N. The signal to noise ratio
(SNR) is then defined as the ratio of the signal to the standard deviation of the
noise:

SNR:ﬁ:i (1.66)
o VN
Another factor contributing to noise is known as incomplete charge collection.
As low energy X-Rays have a very shallow penetration into the detector surface,
many of the electrons generated may not make it to the FET junction. This can
result in a broadening of peaks at very low energy and can be a limiting factor for
spectral resolution at low energies. [164]

1.3.4.9 X-Ray Peak Shape

X-Ray emission peaks have been established to be intrinsically Lorentzian in
shape, being accurately described by the function:

a

Y

where y is the peak intensity as a function of x which can be wavelength or energy,
b is the half width at half maximum of the peak, and a is the maximum intensity of
the peak. [165]

The process of measuring these X-Ray peaks however results in some energy
deviation due to the formation of electron-hole pairs. The energy required to
form an electron-hole pair is statistical in nature and specific to the material from
which the detector is made. This is known as the Fano factor (F') and results in a
broadening of the intrinsic Lorentzian peak shape. This broadening is Gaussian
in nature, being calculated as [166]:

AEpwan = (F)Y?[8(In 2)eE]Y? = 2.355(FeE)Y/? (1.68)

where E is the mean X-Ray energy, F' is the Fano factor, and ¢ is the average
energy required to produce an electron-hole pair. The resultant spectral shape is
a convolution of a Lorentzian and a Gaussian, known as a Voigt function [167].
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As this Voigt function is computationally intensive, a linear combination of a Lorentzian
and a Gaussian are often used instead of the convolution. This approximation is
known as a pseudo-Voigt function and is given as:

Volz, f) =n- L(z, f) + (1 —n) - G(z, f) (1.69)

where L(z, f) and G(z, f) are the Lorentzian and Gaussian functions as a func-
tion of position (x) and FWHM (f) respectively. n is the Lorentzian fraction or the
proportion of Lorentzian contribution to the total function [168]. An example of
such a combination is shown in figure 1.33.
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Figure 1.33: Example of a convolution of a Lorentzian and Gaussian function to
achieve a Voigt function. From ([1])

1.3.4.10 Limit of Detection

A measure of sensitivity of an analytical technique is the Limit of Detection (LOD),
which quantifies the lowest concentration of a specific element which can be de-
tected within some margin of error above the signal generated by a blank sample
[169]. LOD can be determined by the presence of an analyte signal peak with
respect to the intrinsic noise of the system, for example the electronic noise pre-
viously discussed or the presence of background signals intrinsic to the system
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such as Bremsstrahlung radiation. This value can be used to characterise the
technique as a whole and takes into account factors such as production cross
sections, detection limitations, signal processing, and the total noise related to a
specific system.

The limit of detection is equal to the concentration of an analyte that produces a
signal that is three times the noise of the system (3N). Stated another way, the
LOD is equal to an analyte concentration which produces a signal 3¢ times the
signal to noise ratio. The factor of 3 used originates from a determination by the
American Chemical Society that the LOD is the lowest concentration of an analyte
that can be determined to be statistically different from a blank [169].

Experimentally, the LOD can be determined using the following technique:

e Acquire a sample with a well known composition such as a standard refer-
ence material

e Measure sample using the given analytical technique

e Determine Signal To Noise Ratio (SNR) as the ratio of the analyte signal
peak prominence to the standard deviation of the noise close to the peak

SNR = Lpeat (1.70)

o

¢ Using the known element concentration (C), calculate LOD using the for-
mula:
LOD = 3C/SNR (1.71)

given in units of concentration.

An example of the determination of signal to noise ratio from a spectral peak is
shown in figure 1.34.

1.3.5 Backscattering Spectroscopy

As discussed in section 1.3.3.2, some proportion of incident ions can be backscat-
tered from or close to the target surface. Due to the nature of the scattering
process, information can be gathered about the composition and structure of the
scattering surface, making backscattering analysis a highly valuable analytical
technique. Rutherford backscattering spectroscopy (RBS), medium energy ion
scattering (MEIS), and low energy ion scattering (LEIS) are essentially the same
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Figure 1.34: Experimental calculation of signal to noise ratio.

technique performed at an energy of >300keV, 30keV-300keV, and <30keV re-
spectively. Analysis of the backscattered ions produced during VLE-PIXE can
therefore be considered LEIS. Backscattered ions and neutrals atoms are pro-
duced during VLE-PIXE analysis, creating to potential for simultaneous analysis
of both X-Rays and BSIs however several technical challenges will need to be
overcome for this to be a reality.

1.3.5.1 Backscattered lon and Neutral Detection

BSI and neutral energy following sample impact can be analysed using a win-
dowless EDS detector such as that described in section 1.3.4.8. Windowless
detectors are required so that no loss of signal or loss of energy occurs due to
transmission through the thin window of a standard EDS detector. The backscat-
tered particles will impact the detector surface directly where they will generate a
number of electron-hole pairs proportional to the energy of the incident particle.

Time-of-flight detectors such as those used for BSI analysis in the He ion mi-
croscope and electrostatic analysers rely on the particles remaining charged as
they escape the surface. For energies below 10keV, this can be less than 1%
and for energies above 30keV, the percentage of charged particles leaving the
surface remains below 10% [170]. The detection of both charged and neutral
particles can therefore significantly increase the measured signal. As previously
discussed, SDDs are capable of detecting both backscattered ions and neutral
atoms as they do not rely on particle charge for separation or detection, and in-
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stead rely on the generation of electron-hole pairs which can be achieved by any
energetic particle. The number of electron-hole pairs will need to be determined
for accurate energy analysis, so a sample with a known backscattering peak en-
ergy can therefore be used to calibrate the peak position and a calibration factor
can be applied. [171]

1.3.5.2 Elemental Analysis

When considering the kinematic scattering process described in section 1.3.3.2,
if the kinetic energy of the ions backscattering from the surface are analysed, the
mass of the target atom can be determined based on the loss of kinetic energy
of the primary ion during the scattering process. Using the case at a scattering
angle of 180°, where the energy loss is maximised, the target mass (m,) can be
determined by rearranging equation 1.15:

. 4E0 my
- Ey—- E,

(1.72)

mso

where m; is the mass of the incident ion, FEj is the initial ion energy, and E; is
the final ion energy. At low incident ion energies, the scattering is predominantly
from the top few nanometres of the target surface. This technique can therefore
be used to determine the composition of a target surface [71]. For compound
materials such as metal oxides, a separate scattering event can be distinguished
for both the metal target atom and the oxygen target atom resulting in two distinct
energy peaks. This technique can be used to analyse surface adsorbates [172].

1.3.5.3 Layer Thickness Analysis

The backscattering described above is for the case of a single collision between
an incident ion and a target atom, typically residing on or near the surface of a
material. As the incident ion energy increases, the ion may penetrates beneath
the surface and backscatter from a target atom below the surface. As it enters
the material, it will lose some energy due to nuclear and electronic stopping in
the material and will also do the same as it exits the material. Backscattering
spectroscopy can therefore provide depth or thickness information relating to the
material in addition to the elemental composition [173]. This principle is shown
in figure 1.35, where the ion energy loss peak from scattering at the surface (1’
and 3’) and the energy loss from scattering at some depth ¢ (2’ and 4’) can be
identified. The resultant spectrum will be a sum of all scattering peaks through the
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thickness ¢ which manifests as a broadening of the surface scattering peak and
a shift towards lower energies. This is shown in figure 1.35b where the dashed
lines represent the peaks resulting from scattering at the front and rear of the film
and the solid lines represent the sum of the peaks through the thickness of the
film which will be captured by the detector.
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Figure 1.35: (a) lon backscattering from a heavy atom at the surface (1), and at
depth ¢ (2), ion backscattering from a light atom at the surface (3), and at depth
t (4). b. The resultant backscattered ion energy peaks from the conditions in (a).
(From [79])

The expected energy loss can be calculated for an ion scattering in a material
at a specific depth. Firstly the ion energy lost on its way into the material to the
backscattering location can be calculated as:

T (dE 1 dE
cos a Jy in cos a dw |,

where E, is the ion kinetic energy at depth =, AE;,(x) is the energy lost on at
depth z, % is the total stopping power of the material and « is the incident angle
of the ion. Next, the ion kinetic energy following kinematic backscattering (Fs) at
depth z is calculated based on the energy immediately prior to scattering (£.):

BEs(z) =k . E, (1.74)

where k is the kinematic factor discussed previously. The energy lost on the
transit out of the material resulting in the final kinetic energy of the ion (£7) which
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has scattered at some depth « :

T 0 /dE , 1 dE
E1<I> - Es(x)_AEOUt(x) N ES<I>_COS 5 /x (%>outdx b ES(x)_COS 6% out '

where [ is the scattering angle. Combining these equations, the final kinetic
energy of an ion scattering at depth = can be approximated by [79]:

1 dFE
cos B dx

b
cos a  dx

Ei(z)=k.Ey— ( m) Lz (1.76)

1.3.5.4 Crystalline Analysis

The scattering events described above assume a homogeneous, smooth, amor-
phous surface where there is no preferential scattering direction. When an or-
dered crystalline material is considered, the crystal structure begins to influence
the backscattering behaviour, particularly the angle of emission.
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Figure 1.36: Example of a (a) shadow cone with cones marked with red dashed
lines, and (b) blocking cones caused by BSls originating from the lower centre
atom, marked in green. (From [172])

As an incident ion approaches a target atom, due to the Coulombic interaction
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between the incident ion and the target atom, a "shadow” cone begins to form
behind the target atom. In this region, the probability of scattering is significantly
reduced, leading to a focusing effect where scattered ions are concentrated to-
wards the edge of the shadow cone. This can result in an increased flux of ions to
atoms in the second row of a crystal lattice. This effect is shown in figure 1.36a.
Upon backscattering from the second or third atomic row, a similar effect hap-
pens in the reverse direction. This leads to a "blocking” cone as the ions exit the
material. As shown in figure 1.36b, when an ordered crystal lattice is present,
this leads to regions of depleted backscattered ion intensity when the blocking
cone aligns with a crystal orientation. When this effect is averaged over the entire
crystalline surface, preferential scattering angles are formed which correlate the
underlying crystalline material. If the angular dependence of the backscatter sig-
nal is measured by rotating either the sample or the detector, the crystal structure
can be reconstructed based on the varying intensity across the range of angles.
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Figure 1.37: Experimental reconstruction of a Pt(110) surface using angle depen-
dent ion backscattering. (From [172])

When an amorphous or highly polycrystalline material is considered, the number
of potential scattering angles cancel each other out and there is no preferential
scattering angle. In this situation, the backscattering is considered to be isotropic
and the ion energy can be measured from any angle relative to the sample. A
measurement angle close to 180° is preferred however as this is the scattering
angle where the energy loss is maximised. Figure 1.37 shows the experimental
reconstruction of a Pt(110) surface using angular resolved backscattering, where
the minima of the angular intensity plot corresponds to the crystal orientations
shown in the figure, where maximum blocking occurs along crystal rows [172].



Chapter 2

Implementation and
Characterisation of an H, and
Doped H5 FIB Source

The advent of the switchable gaseous plasma ion source has allowed the appli-
cation of up to 4 parallel source species, typically Xe, Ar, O, and N,. Xe and
Ar are chosen for their high masses, making them ideal for rapid processing due
to their high sputter yields, and nonreactive nature resulting in reduced influence
over the chemical and electronic properties of the sample. O, and N, are cho-
sen due to their availability and the possibility of interesting applications due to
the chemically active nature of these species. While the sputter yields of these
species are much lower than Xe and Ar, they are still not negligible and can be
used for the processing and preparation of materials through FIB milling. One
example is the use of the O, beam for the processing of organic materials, as the
chemical nature of the oxygen species allows volatilisation of sputtered species,
preventing redeposition of carbon based materials [174].

Hydrogen, with its very light mass and therefore very low sputter yield is not suit-
able for the preparation and processing of materials. The potential for a hydrogen
beam lies instead in the analysis of materials, with a number of possible appli-
cations highlighted in chapter 1 such as PIXE, and LEIS. Some attempts have
been previously made to incorporate a hydrogen source into a FIB as outlined in
section 1.3.1.1, however the very low currents available, particularly of protons
make materials analysis with such instruments difficult.

The VLE-PIXE technique outlined in this thesis relies on the production of light
species such as protons, with the most ready source of protons being a hydrogen

75
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plasma. A significant current of protons is also required as the low XRPCS at
such low energies can be compensated to some degree by increasing the number
of protons incident on the same in a given time frame. In addition, for doped
beam VLE-PIXE, the capability of supporting multiple species simultaneously is
fundamental for the application of this technique.

This section outlines the implementation and characterisation of a hydrogen source
and a doped hydrogen source on a plasma FIB instrument, in particular the
Thermo Fisher Helios G4 Hydra plasma FIB, referred to herein as “the PFIB”.

2.1 Beam Implementation

2.1.1 Gas Delivery System

The gas delivery system on the PFIB is responsible for the supply and distribution
of a gaseous precursor to the plasma chamber. Inside this plasma chamber
is where ions are produced, which are then extracted and accelerated for the
purpose of generating a focused ion beam. In order to generate a hydrogen
beam, the standard supplied oxygen bottle was simply replaced with a bottle of
high purity hydrogen. The removal of the oxygen bottle was for the purpose of
safety as well, with the combination of oxygen and hydrogen on the same system
creating the potential for an explosion.

The position of this hydrogen bottle is circled in red in figure 2.1 however the po-
sition is still listed as Oxygen in the user interface. From this bottle, the Hydrogen
is supplied via a series of shut-off valves ((2) in figure 2.1), and the gas delivery
manifold ((3) in figure 2.1) to the inlet of the plasma chamber ((4) in figure 2.1)
where the plasma is ignited.

The hydrogen gas is provided to the plasma chamber via a metered orifice, cir-
cled in blue in figure 2.1 item (4), which ultimately controls the pressure within
the plasma chamber. The back-pressure upon this orifice, provided by the gas
delivery system dictates the flow rate through the orifice and was found to be
optimal in the 2-4x10% mbar range as measured directly before the orifice, on
the Pirani Pressure Gauge (PPG) shown in figure 2.1. The evacuation rate of
the plasma chamber is fixed by the pumping speed of the turbo molecular pump
(TMP) shown in item (6) of figure 2.1, resulting in a drop of pressure between the
metered orifice and the exit aperture of the plasma chamber. The precise pres-
sure in the plasma chamber is not known, however a pressure measured on the
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cold cathode gauge (CCGp) after the plasma chamber, shown in item (6) of fig-
ure 2.1, of 6-7x10~% mbar was demonstrated to be optimal for hydrogen plasma
ignition.

Source State Automation
[ Switch to manual mode ] Plasma on | Abways on top
Henon DVip GDVip U Plasma ¢
( 3 ) [ Plasma off
Pagon OVp GEVp
P
2 _U_ Power Controls
O Plasma detected
Mtrogen DV3p (4) M lgniter
U XTE"-"D L | | FFpower 200 ~ VI set |
5] [0 RF Generstor
5 Tanget power 2000W
@ DVép Foward power  202.3W
TMPp I C0Gp H Pl Reflected power  10.8W
( 1 ) Gas Controls
6) |
TEVD ( Actual gas:  Owygen
State: Mot Switching
IGP3 | Cooli
B Antenna flow 0.62 L/'min
[ Cohumn Vacuum OK FVFp }
frri mle==s 2=
[ RF Enable — — '
Last Interdock Enor: IGP Sensor Emor oLV} | o ssuwes and Turbo RFM
Ermor Snapshot ( 5 ) PPGp 2 38E+3mbar
COGp 6.82E-6 mbar
| 52 || TMPp 100.00%
& Copacitors| = IGP3 5.26E-8 mbar
Canacion ) Pascal ) Tow @ mBar
Te CCGp Sparse Sampling
15004 2] (et | 0 B [Ereile Spams Sl
- CCGp State /A
15.004 State Change 00:00
Load [ Show Log | I Capaciors ]
52100 |2 [eet | () | Show Lifetime | | Gauges Log |
52,100 [—]
11:34:05 AM Interdock Emor: IGF Sensor Emor =
11:24:08 AM State changed: enMdPlasmaState(8
11:34:09 AM State changed: enMdIPlasmaStatelg -[Jnu
11:35:24 AM State charhped enldlPlasmatate ) - —

Figure 2.1: Diagnostic page for the plasma system of the PFIB with a Hydrogen
plasma ignited. (1) Gas supply bottles with the Hydrogen bottle position circled in
red, (2) Gas delivery shut-off valves, (3) Gas supply manifold, (4) Plasma cham-
ber with the metered orifice circled in blue, (5) FIB column, and (6) Vacuum and
bypass system
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Figure 2.2: Images of the Helios Hydra PFIB hardware. (1) Gas supply bot-
tles with the Hydrogen bottle (red) installed in the lowest position, (2) Gas deliv-
ery shut-off valves, (3) Gas supply manifold, (4) Plasma chamber with hydrogen
plasma, (5) FIB column (not shown), and (6) Vacuum and bypass system

Photographs of the approximate positions of the: (1) Gas supply bottles with the
Hydrogen bottle (red) installed in the lowest position, (2) Gas delivery shut-off
valves, (3) Gas supply manifold, (4) Plasma chamber with hydrogen plasma, (5)
FIB column (not shown), (6) Vacuum and bypass system are shown in figure 2.2.
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2.1.2 Plasma Source

Once a stable pressure of gas in the plasma chamber has been established, the
plasma is then ignited. This ignition process is typically performed automatically
following gas species switching and proceeds as such:

¢ Radio Frequency (RF) impedence matching capacitors are set to pre-ignition
values.

e RF generator provides an RF wave at a desired power.
e Plasma igniter is discharged which ignites the plasma in the chamber.

e Plasma detection logic is applied which relies on an increase in the reflected
RF power upon plasma ignition.

e RF impedence matching capacitors move to post-ignition values and auto-
matically tune to minimise reflected power.

Once ignited, the plasma is allowed to stabilise for a period of between 15-30
minutes before use to achieve the most stable beam. A photograph of the plasma
chamber displaying an ignited Hydrogen plasma (item (4)) is shown in figure 2.2.

Operation of the plasma source during beam doping typically involved extinguish-
ing the plasma, establishing the new precursor gas mixture and re-ignition of the
plasma source. Some amount of manual RF capacitor tuning was also required
as the optimum tuning values for the plasma system are established for a single
gaseous species.

It was observed throughout the beam doping experiments that the addition of
dopant species to the source plasma could have unexpected effects on the plasma
composition and therefore the beam composition. As described in section 5.3, the
changing partial pressure of Ar in the plasma source resulted in the proportion of
the hydrogen molecular species in the beam differing somewhat from what was
expected based on a pure hydrogen beam. This is fairly typical of multi-gas plas-
mas, as Bai et al. described that the plasma parameters can change significantly
with the mixing ratio in inductively coupled plasmas [175]. A significant amount
of modelling would need to be performed to fully understand the behaviour of the
multi-species plasma in a doped beam situation.
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2.2 Beam Characterisation

Understanding the molecular and isotopic composition of the FIB is fundamental
to understanding the interactions of the beam with the sample and the resulting
physical processes. In particular for the doped beam VLE-PIXE experiments, the
plasma will generate H* (protons), Hi and Hi ions, as well as some proportion
of dopant species, the ratio of which is dependent on a number of factors such as
plasma power, pressure, and partial pressure of the gaseous precursors. Char-
acterisation of the beam as it is incident upon the sample is the best way to deter-
mine the experimental conditions. This section will highlight the techniques used
to characterise the beam composition, techniques which are used throughout all
the experiments outlined in this thesis.

2.2.1 Beam Splitting

The magnetic immersion lens (MIL) of the electron column utilises a strong mag-
netic field to both act as the final lens for the electron beam and to help guide
electrons to be collected by detectors located in the column [176, 177]. This
magnetic field is known to cause deflection of ions as they travel from the FIB
column to the sample as a result of the Lorentz force applied to the positively
charged ions. A detailed explanation of the Lorentz force is provided in appendix
section A.1. Importantly, this Lorentz force is dependent on the mass to charge
ratio of the ion, with a greater force applied to lighter ions than heavy ions.

Detector

Magnetic
Immersion Field

Figure 2.3: Schematic of the FIB interaction with the magnetic immersion field.
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The strength of the magnetic field generated by the MIL can be adjusted by in-
creasing or decreasing the current travelling through the MIL and can be applied
with both a positive and negative polarity. This is typically used to adjust the focal
point of the electron beam upon the sample. The magnetic immersion lens how-
ever contains a ferromagnetic core which serves to enhance the magnetic field
generated by the coil. As a result, when the current applied to the lens coil is re-
moved, a remanant magnetic field is still present. As such, a current is applied to
the lens coil which acts to compensate for the remanant magnetic field, resulting

in an effective field free condition. This is typically applied during FIB operation
such that the ion heam ie fraa tn traval tn tha camnla withniit daflartinn
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Figure 2.4: (a) Measured lateral deviation of the primary H} species as a function
of relative magnetic field strength. (b) Predicted trajectories of common mass
components vs relative magnetic field strength.

Changing the current of the MIL however creates the possibility of intentionally
inducing a deflection to the ions in the beam. The magnetic field is aligned such
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that the deflection is only in the X-direction relative to the beam scanning field of
view. This results in the separation of the ion beam components by mass/charge
ratio with the heaviest component falling closest to the beam axis and the lightest
components falling some distance away. The degree of deflection can be de-
scribed using the Lorentz equations in appendix section A.1 and can therefore be
used to identify the species. A cartoon of this system is shown in figure 2.3.

The lateral deflection of the H; ion from its field-free location is shown in figure
2.4a. From these values, the strength of the magnetic field can be determined
by solving the Lorentz equation. From here, the lateral deflection of some com-
mon mass components could be predicted for a specific relative magnetic field
strength as shown in figure 2.4b, and was found to be very accurate when com-
pared to spot-burn images of separated beams such as those shown in figure
2.5. Inversely the mass of the species can be calculated based on their lateral
deflection, identified using a spot-burn image of a separated beam. The method
for this will be covered in the next section.

Figure 2.5 shows a representative spot-burn image of the individual beam compo-
nents of a hydrogen beam. Labelled are the most likely molecular species based
on the mass identification method used in the following section and comparison
with a molecular mass reference database [178].
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Figure 2.5: 90 second spot-burn irradiation of 1.22nA, 30keV separated hydrogen
ion beam, with likely species labelled.

2.2.2 Beamlet Identification
In order to identify the mass of the each beam component, referred to as “beam-

lets”, a custom MATLAB script was developed which takes an image of a spot-
burn irradiation of the separated beam and calculates the mass to charge ratio
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in Atomic Mass Unit or Dalton (amu) of each beamlet spot using the following
method:

1. The image to be analysed is imported.

2. The spots of two known masses are marked and their pixel coordinates
recorded, for example Xe* (132 amu) and the primary beam spot, being
either Hi (3 amu), N+ (28 amu), O,+ (30 amu), Ar™ (40 amu).

3. The pixel coordinate values are converted to X-deflection distances using
the horizontal field width (HFW) of the image.

4. The X-deflection distances and masses of the two identified spots are used
to solve equation A.9 as a set of two simultaneous equations for W/E, and
W/B,. This essentially calibrates the image in terms of the magnetic field
strength, working distance and accelerating voltage.

5. Using the calculated values for W/E, and W/B,, equation A.9 is solved for
the remaining beam spots and the component masses are calculated.

6. The species were then identified using the NIST Standards Reference Database
[178].

An example of this script in operation on the spot-burn image given in figure 2.5
is shown in figure 2.6a. The result of this analysis has been added to figure 2.5
where mass components of a hydrogen beam have been matched with their most
likely species identification. The Xe spot is marked against the Xe!*? spot as this
is the highest naturally abundant isotope of Xe at 26.9% [179]. Xe however has 7
naturally occurring stable isotopes, all of which could be identified under certain
conditions.

Identification Considerations

In order to identify the species following their mass calculation, several consid-
erations must be taken in order to isolate the most likely molecular or isotopic
candidate. One consideration is whether the vast majority of ions generated in
the plasma from the source gases are singly ionised. This is important as the
mass identification is based on the mass to charge ratio (m/z), not simply the
ion mass and doubly charged ions could be misidentified as an ion with half its
mass. Previously reported performance of an early version of the Helios Hydra
PFIB source demonstrated a doubly ionised percentage of just 0.75% for the ICP
source operating with Xe at an RF power of 300W [35]. This power is significantly
higher than the 37W typically used with Xe on the commercial version of this ICP
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Figure 2.6: (a) The image input of a spot-burn irradiation of the separated ion
beam shown in figure 2.5, (b) marking of the individual beam spots for mass
identification, (c) output results table of the calculated beam component masses.

source and therefore the percentage of doubly ionised Xe would be expected to
be even lower. Xe?* with an average m/z of 66 amu based on its most abundant
isotope could also be clearly distinguished from any other likely beam species
given that the other candidate species would be transition metals such as Cu®,
Zn", and Ga* which should not be present in the beam.

It was shown that Ar could produce doubly ionised species at the typical operating
power of 200W. The Ar?* spot at an m/z of 20 amu could also be attributed to Ne™
however given that no Ne is utilised in the PFIB system, this peak can be clearly
identified as Ar**. Studies on a nitrogen ICP source at powers of up to 400W
have demonstrated that the production of N2+ species is undetectable, with the
dissociated N* species being far more likely [180]. N3™ would also overlap with
the N* and distinction would be impossible. Studies on Oxygen ICP sources at
powers of up to 300W have also been unable to detect doubly ionised O%", once
again demonstrating the dissociation to O and O species to be far more likely
[181]. It is impossible to doubly ionise an H, molecule as there would be no
electrons remaining to facilitate bonding, and this would be the equivalent of two
free H* ions.

Another consideration is the possibility of chemical reactions occurring in the
plasma source. Ar, while typically considered a non-reactive noble gas, is ca-
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pable of forming molecules with various other species in the plasma. These
molecules are referred to as polyatomic interferences and are particularly preva-
lent in ICP mass spectrometry where the Ar carrier gas can form molecules with
analyte species. These interference molecules can lead to incorrect identification
of species such as, “°Ar'2C, “°Arl®Q, Ar*Cl, and “°Ar*°Ar, mistakenly identified
as %2Cr, 5°Fe, "As, and 3°Se [182]. These polyatoms fall between the primary m/z
peaks of Ar at 40 amu and Xe at 132 amu. With no other ions being expected
between these two masses, this makes identification of Ar polyatomics simple.

Hydrogen Molecules

Understanding the formation of the various hydrogen molecules in an ICP is fun-
damental to the performance of the VLE-PIXE technique. The reaction path-
ways taking place in the plasma leading to the formation of the primary hydrogen
molecules H, Hf and H3 are [183]:

Hy +e — Hy + 2e
Hy+e—2H+e
Hf+e— H "+ H+e
Hf +Hy, — Hf + H
H+e— H' +2e

Hf +e— H+ H,y

Hf +e— H"4+2H +e

The ratio of these species however is highly dependent on the plasma conditions
such as pressure, power, electron density, chamber size, and electron temper-
ature. Fukumasa et al. demonstrated that changing the source pressure from
1x10~*mbar to 1x10-3mbar can drastically shift the molecular ratios of H*, H;
and H; from 70%/15%/15% to 10%/30%/60% with all other parameters remaining
constant [183]. For this reason, determination of the ratio of hydrogen molecular
species can only be carried out by accurate characterisation of the currents of
each individual hydrogen species at the sample using the methods described in
this chapter.

2.2.3 Beam Component Currents

Once the beam components have been identified, quantification of each beamlet
species can be carried out. For these measurements, a standard Faraday cup
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design will not work as all charged particles hitting the top surface of the cup will
register a current and only the total beam current will be measured. A special
Faraday cup must be used such that any particles striking the top surface of
the cup are rejected and only those which enter through the aperture will be
measured. The development and characterisation of this special Faraday cup,
dubbed the “isolating” Faraday cup is outlined in appendix section A.2.
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Figure 2.7: Beamlet current scan of a 650pA, H, beam from a 200W plasma with
peaks labelled.

Figure 2.7 shows the result for a 200W hydrogen plasma where the current of
each beamlet can be expressed as a percentage of the total beam composition.
In this scan, the species H*, H;, and H; can be identified as well as contributions
from the N5, OF, Art and the Xe* species. The percentage composition of this
beam is shown in table 2.1.

Species | Percentage Composition
H* 6%
Hy 14%
Hi 78%
NS, OF <1%
Art <1%
Xet <1%

Table 2.1: Percentage composition of a 650pA, Hy, beam from a 200W plasma.
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Influence of Plasma RF Power on Beam Composition
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Figure 2.8: (a) Beamlet current scans vs. plasma source RF power, (b) Percent-
age change of beamlet current intensities vs. RF power. The dashed lines are a
guide to the eye. (c) Integrated current change vs. plasma power.
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The RF power used to generate the source plasma can alter the composition of
the hydrogen ion beam due to changes in plasma density and electron tempera-
ture affecting reaction pathways in the source plasma [183]. The beam compo-
sition was measured as a function of plasma source RF power to establish the
optimum RF power for proton production. As shown in figure 2.8b, increasing the
plasma RF power results in an increase in the percentage of H* ions in the beam
as well as a corresponding increase in the total beam current as shown in figure
2.8c. Operating the plasma source at the highest possible RF power will therefore
achieve both the greatest beam current and the highest proportion of protons in
the hydrogen beam. Increasing plasma power however also leads to an increase
in the temperature of the plasma chamber which may result in permanent dam-
age to the plasma source. For this reason, a power of 200W was deemed to be
the maximum safe working RF power.

Influence of Total Beam Current on Beam Composition
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Figure 2.9: (a) Beam composition spectra vs. beam current. (b) Quantified beam
composition vs. beam current. Dashed lines are a guide to the eye.
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During VLE-PIXE measurements, due to the relatively low percentage of H* ions
(protons) within the beam, high currents must be used to generate a sufficient X-
Ray signal for analysis. Compositional current measurements were carried out to
determine whether increasing the beam current would have any influence on the
proportion of species in the beam. Figure 2.9b demonstrates only a small change
in beam composition over several orders of magnitude change in beam current.
For this reason, beamlet characterisation can be effectively performed at lower
currents where the beam spot size is smaller, giving better separation between
beamlets, as well as reduced damage to the isolating Faraday cup, particularly
when characterising doped beams with a greater sputter yield due to the presence
of heavy ion species.

2.2.4 Pure and Doped Hydrogen Beams

Due to the residual contamination remaining in the FIB source during source
species switching, achieving a high purity hydrogen beam posed a significant
challenge. Several contaminant species were commonly observed in the beam
such as N3, and O likely from atmospheric contamination, and Ar and Xe™
which are due to residual contamination from previous ion source species and
previous beam doping experiments.

While the gas delivery system and the plasma source are pumped using the PFIB
vacuum system during gas source switching, the effectiveness of this pumping in
reducing contamination is dependent on the pumping time prior to introducing
the next gaseous source species. The pumping speed in this situation is limited
not by the pump but by the gas flow rate, dictated by the conductance of the
system [184]. Several factors such as the long, thin tubing used in the gas delivery
lines, the metered orifice at the entrance of the plasma chamber, and apertures
separating the differential pumping zones in the FIB column limit the conductance
of the vacuum system and result in contaminant gas molecules remaining in the
system if a sufficiently long pump cycle is not used.

In applications where a high purity hydrogen beam is required, the gas delivery
system and plasma source chamber were manually pumped for an extended pe-
riod of time, typically overnight. Figure 2.10 demonstrates the difference in beam-
let current spectra when the FIB source is pumped overnight between switching
from an Ar to H beam, compared to when the source gas is switched from Ar to H
with a shorter pumping cycle. The overnight pumping cycle reduces the Ar value
to less than 1% of the beam composition.
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Figure 2.10: Beam compositional current measurement of Hydrogen beam after
overnight pumping, and using shorter pumping cycle designed to achieve a lightly
doped hydrogen beam.

To reduce the contaminant species even further, additional efforts are required
such as multiple purge cycles, where the desired gas species is introduced and
pumped out several times to enable scrubbing of residual gases from the system.
Multiple purge cycles however waste a significant amount of high purity source
gas which can be costly and require frequent changing of the source gas bottle.
To perform critical experiments where no influence of other beam species is de-
sired, the splitting technique described in section 2.2.1 is used to separate the
beam components which can be directed towards different regions on a sample.
This technique was used for example to isolate the X-Ray signals generated upon
a sample region by a specific ion species as is described in section 3.1.1.

Utilising a shorter pump cycle allowed a small amount of Ar to remain in the beam,
which is typically undesirable when a high purity hydrogen beam is required, how-
ever presented a simple way to achieve a lightly doped hydrogen beam without
requiring additional gas mixing in the source gas delivery system. A lightly doped
(< 10%) beam could be simply achieved by starting with a source comprised
of the desired dopant species and switching to the hydrogen beam with a mod-
ified pumping cycle such that a significant proportion of the dopant species re-
mained in the plasma source and gas delivery lines. While this method did not
give a significant amount of control over the proportion of dopant species, post-
characterisation of the beam composition was typically performed, and the the
measured beam composition could be accounted for in any experimental data.
Achieving a more heavily doped beam required gas mixing in the plasma cham-
ber, a method for which is described in section 5.3.
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2.3 Beam Scattering

As the ions travel from the source plasma, through the FIB column, through the
microscope chamber and eventually to the sample, they encounter several re-
gions of varying pressure due to the construction of the FIB source. Scatter-
ing between the primary beam and the gas molecules can lead to neutralisation
of the primary ion species [185, 186], loss of energy of the primary ions, [185]
generation of secondary electrons through collision events [187], generation of
secondary ions of the gaseous species [188], and loss of resolution of the beam
through deflection of the primary ions [189, 190, 191, 192]. Of most relevance to
VLE-PIXE is the generation of secondary electrons, ions and neutral molecules,
as these secondary particles may be capable of producing X-Ray signals of their
own which can confound the results of proton impact induced X-Ray emission.
Higher pressures lead to a greater number of scattering events due to collisions
between the primary beam species and the higher number of gas molecules con-
tained within this region and as such, knowledge of the scattering behaviour of
the column is essential to repeatable and reproducible VLE-PIXE experiments.

2.3.0.1 FIB Column Scattering

In a typical LMIS FIB column, the source is kept at high or ultra-high vacuum
(~1x10~8 mbar) which is required for field ionisation to take place. This vacuum
is maintained by a combination of a Turbo Molecular Pump (TMP), and an lon
Getter Pump (IGP) which is also capable of measuring pressure. The pressure
gradually increases down the FIB column towards the microscope chamber until
it reaches its highest pressure in the microscope chamber, which is kept at pres-
sures of ~1x107% mbar. The plasma FIB differs significantly from the LMIS in
that the FIB source is no longer maintained at high vacuum and in fact, is the
highest pressure region in the entire microscope, operating at pressures close to
atmospheric pressure.

The FIB columns are separated into several pressure zones referred to as dif-
ferential pumping (DP) zones, where the pressure can vary significantly. These
DP zones are separated by pressure limiting apertures (PLA) which allow the
beam to pass through while limiting the flow of gas between the zones [5]. Ad-
ditionally, column isolation valves allow the microscope chamber to be vented
to atmosphere whilst maintaining the vacuum conditions in the column. These
valves are opened once the chamber has reached a sufficient vacuum level. A
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rough schematic of the LMIS FIB and PFIB vacuum systems including DP zones
are shown in figure 2.11.
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Figure 2.11: A rough schematic of the vacuum systems of (a) an LMIS FIB, and
(b) a plasma FIB. Approximate pressure gradients in each configuration are dis-
played as orange arrows. The lower FIB column scattering region is marked with
a red rectangle and the chamber scattering region with a green circle.

In the PFIB, part of the lower column region below the isolation valve is exposed
to atmosphere upon microscope chamber venting. When the chamber is pumped
down, this section of the column is pumped out through the microscope chamber,
however due to the PLA at the base of the column, the pumping is slow and
higher pressures than typical can persist in this region for several hours following
chamber pump-down. Several important components are located in this region
such as the internal Faraday cup, used for measuring the beam current and the
objective lens, used to focus the beam onto the sample. This lower column region
is approximately delineated by the start of the beam blanker and shaded in red in
figure 2.11b.

In order to not expose IGP4 which is situated in the lower column region, to a
higher than necessary pressure, a valve isolates IGP4 from the lower column until
the vacuum in the microscope chamber reaches a sufficient value. This valve can
stay closed for over an hour following chamber pump-down resulting in an even
slower decrease in pressure in the lower column region. The combination of the
PLA limiting gas flow away from the lower column region and the isolation valve
preventing IGP4 from pumping the lower column leads to a situation where the
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pressure in the lower column region can significantly impact beam performance
due to beam scattering. This effect is shown to persistently influence VLE-PIXE
measurements, even after this region has reached its ultimate pressure.

Scattering in the lower FIB column can be measured using the in-built Faraday
cup in the column. Under normal circumstances when the beam is unblanked,
the ions are free to travel down the column and interact with the sample. When
the beam is blanked using the blanking electrodes, the beam is deflected into the
Faraday cup and the beam current can be measured. Under unblanked operation
when the beam bypasses the Faraday cup, some ions may inadvertently scatter
off gas molecules in the column and enter the Faraday cup, which will register
a current on the external picoammeter. The degree of scattering and therefore
the number of ions entering the Faraday cup is proportional to the number of gas
molecules in the column and will result in an increased current being measured.
This is shown diagrammatically in figure 2.12.
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Figure 2.12: Schematic of the inadvertent scattering of ions into the Faraday cup
due to interaction with gas molecules, resulting in the registration of current on
the external picoammeter.



94 CHAPTER 2. IMPLEMENTATION AND CHARACTERISATION

Figure 2.13 shows the current generated in the internal Faraday cup by the scat-
tering of a 2nA, 2keV Xe beam, taken as a function of time following the vacuum
ok condition after microscope chamber pump-down. The beam conditions were
chosen to represent the scattering caused by the addition of a heavy ion dopant
species, where the scattering cross section is maximised due to the heavy mass
of the Xe ion.
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Figure 2.13: Column scattering current of a 2nA, 2keV Xe beam, chamber pres-
sure, and lower FIB column pressure as a function of pump-down time.

The scattering current is shown to be maximum immediately after the beam was
turned on, where the pressure in the lower column is at its highest point and
the IGP4 has not yet been exposed to the lower column. The column scattering
current reaches a maximum of ~5% of the total beam current however due to the
size and location of the Faraday cup, only a small portion of the scattered ions
will be collected by the cup and the extent of the scattering will be much greater
than is represented by this measurement.

After a period of approximately 1 hour, the valve isolating IGP4 from the lower
column is opened and IGP4 begins to report the pressure of the lower FIB col-
umn. This is immediately followed by a spike in IGP4 pressure as it is exposed to
the lower FIB column and demonstrates that there is still a significant pressure re-
maining in this region, even after an hour following chamber pump-down. As this
occurs, a decrease in scattering current is observed as the gas molecules expand
into the evacuated region of the IGP, resulting in a decrease in pressure and a re-
duction in scattering. This is further evidence that gas scattering is responsible
for the measured current.

The scattering current is then shown to decrease exponentially in line with the de-
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crease in pressure of both the chamber and the lower FIB column. The scattering
current however is shown to never reach zero, even after an extended period of
pumping and demonstrates that some level of scattering will always take place in
the lower column due to its construction. This effect must be considered when
performing VLE-PIXE measurements. Analysis of the products of the lower col-
umn scattering and their influence on the VLE-PIXE measurements are given in
section 3.2.

2.3.0.2 Chamber Scattering

Once the ions have left the FIB column, further scattering may occur as a result
of interaction with gas molecules in the microscope chamber, the region marked
with a green circle in figure 2.11. This will be in addition to the scattering within
the lower FIB column as some ions which scatter in the column may also be
scattered in the microscope chamber.

The beam exiting the column can be separated into three components:

e The primary beam spot: Some percentage, usually 50% of the beam cur-
rent is contained here and is commonly referred to as the ds, value or the
diameter containing 50% of the beam.

e The beam tails: The majority of the remaining current which decays expo-
nentially as a function of distance from the beam axis for Gaussian beam
shapes [53].

e The beam skirt: lons scattered to a significant distance (microns to mil-
limetres) from the primary beam axis. A beam skirt forms due to high an-
gle scattering events, or at locations far above the sample. Beam skirts
have been studied in detail in environmental scanning electron microscopy
(ESEM) where they are significant due to high angle electron-gas scattering
[193].

The current contained in the beam skirts due to scattering in the the FIB column
and microscope chamber could be directly measured using the isolating Faraday
cup. The construction of this Faraday cup allowed measurement of only the beam
current falling within the aperture and the rejection of the beam current falling
outside the aperture. This allowed the primary beam spot and tail current to be
distinguished from the skirt current and could be measured dynamically alongside
chamber and column pressure as a function of time from chamber pump down.
The details of this experiment are shown diagramatically in figure 2.14.
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Figure 2.14: Schematic of the experiment performed to measure the current con-
tained within the beam skirt relative to the current contained in the primary beam
and beam tails.

For this experiment, the same beam conditions as the column scattering experi-
ment were used, utilising a 2nA preset, 2keV Xe beam. A spot burn of this beam
was taken during chamber pump-down in order to measure the size of the pri-
mary beam spot and tails as shown in appendix figure A.9. It was determined
that an aperture diameter of 70um was sufficient to capture the primary spot and
tails whilst isolating the beam skirt.

The experiment was initiated following a vacuum ok condition at a chamber pres-
sure of <1x10~*mbar. To perform this experiment, the beam was blanked in
order to measure the current entering the Faraday cup in the column, then un-
blanked to measure the current landing upon the isolating Faraday cup at the
sample. This cycle was repeated in 30 second intervals, allowing the current in
each condition to settle for 15 seconds. The result of this experiment is shown in
figure 2.15. The current initially measured by the Faraday cup in the column is
shown to be 11.2% lower than the equilibrium column current. This is likely due to
scattering of the beam in the lower column prior to entering the column Faraday
cup and is reflective of the measurements shown in figure 2.13.



2.3. BEAM SCATTERING 97

1.4 /_,_I'\_II_’_’I—'—LI’_’\_I T r 10-4

/ 8.6%1
12} P

51.5% o
< 10° 3
2 1 £
= o
o S
Soa8f @
O 10 2
—Column Curr. o

0.6 —lIsolating Cup Curr.

Chamber Press.
\ —Column Press.
04 ! ! i i
0 20 40 60 80 100 120
Time from beam on (Minutes)

Figure 2.15: Chamber scattering current of a 2nA, 2keV Xe beam, chamber pres-
sure, and lower FIB column pressure as a function of pump-down time.

The measured initial variation in current between the column Faraday cup and
the primary beam and tails falling within the isolating Faraday cup is 51.5%. This
demonstrates that the majority of the beam is lost due to scattering in the FIB
column and the microscope chamber at the initial stages of this experiment. A
variation of 8.6% between the column Faraday cup and the isolating Faraday cup
after 2 hours demonstrates that even after a significant period of time, several
percent of the beam continues to be lost due to column and chamber scattering.

The small jump in current of the isolating Faraday cup at a time of approximately
43 minutes once again corresponds to the opening of the pressure isolating valve
which exposes IGP4 to the lower FIB column. The IGP4 pressure is displayed
in figure 2.15 as column pressure and a corresponding spike in this pressure is
seen. This demonstrates the importance of allowing the chamber and the lower
column to pump for an extended period of time following chamber pump-down to
attain accurate experimental results.

2.3.1 Beam Skirt Visualisation

To help visualise the extent of the beam skirts, a 20 minute spot-burn of a 2keV Xe
beam on an Si(100) wafer was taken under the same conditions as the previous
experiments. In this experiment however, the beam current was increased to its
maximum value of approximately 40nA in order to induce a large contrast change
on the sample. Figure 2.16 shows a tilted SEM image of the 2keV, 40nA Xe beam
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spot burn taken during chamber pump-down with the primary beam spot, beam
tails, and beam skirt labelled.
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Figure 2.16: A tilted SEM image of a 2keV, 40nA Xe beam spot-burn taken during
microscope chamber pump-down.

The bright region surrounding the primary beam spot and beam tails is attributed
to the impact of the skirt particles upon the sample. The homogeneous distribu-
tion of this bright region is reflective of the random scattering of primary ions from
the gas molecules in the lower FIB column and chamber. The abrupt edge of the
beam skirt is likely caused by the PLA at the base of the FIB column blocking
particles scattered in the lower FIB column from reaching the sample.

The particles scattering in the chamber will strike closer to the primary beam spot
as they scatter closer to the sample plane. The particles scattering in the column
will travel further radially from the beam axis if scattered through the same angle,
due to their longer path length. This is likely the reason why the extent of the
beam skirt is limited by the diameter of the PLA and not diffuse as a result of
chamber scattering.
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2.4 Optimised Operating Parameters

Source Plasma

e Gas supply regulator should be adjusted to achieve 2-4x 103 mbar as mea-
sured on the Pirani Pressure Gauge (PPG)

e Plasma chamber outlet pressure should be in the range of 6-7x10~° mbar
as measured on the Cold Cathode Gauge (CCG)

e Plasma power should be set at 200W or greater if there is no risk of damage.

Beam Splitting

e For beam splitting, the immersion lens coil 2 current should be adjusted to
modify the strength of the magnetic immersion field

e A coil current of ~2.04 amp turns corresponds to a converged beam and a
coil current of 0 amp turns for 30keV at eucentric corresponds to a separa-
tion between the lightest (H) and heaviest (Xe™) species of ~550um

High Purity Hydrogen Beam

e FIB gas delivery lines and plasma chamber should be pumped ideally overnight
to remove residual gas species.

e For very pure beams, the desired gas is introduced into the system, then
pumped out for an extended period of time, then reintroduced for ignition.

e Beam splitting should be used for isolation of individual components.

Lightly Doped Hydrogen Beam

e Starting with a source of the desired dopant species, the beam is to be
switched to hydrogen with a modified pumping cycle.

e A Pre-Vacuum Pump (PVP) delay of 10 seconds and a TMP delay of 10
seconds will achieve ~10% of dopant species with a balance of hydrogen.

Beam Scattering

e Microscope chamber should be pumped for a minimum of 2 hours following
vacuum OK condition before experiments commence.

e IGP4 pressure in lower FIB column should be monitored and allowed to
equilibriate before commencement of experiments to avoid change in beam
current or composition during experiments.
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Chapter 3

VLE-PIXE: Signal Generation and
Spectral Artefacts

Previous claims of PIXE observed in a FIB microscope utilising Ga+ ions [194]
have been disproven. The results are an artefact caused by backscattered ions
originating from a charging, insulating sample. These ions are accelerated away
from a charging sample, and generate secondary electrons upon impact with
grounded surfaces (e.g., the pole piece), known as type Ill secondary electrons.
The secondary electrons are then accelerated towards the positively charged
sample and generate characteristic X-Rays. The electrostatic potentials gener-
ated by such an insulating sample have been shown to be on the order of several
tens of kV [22]. Another indication that the signal did not originate from the Ga™
ions was the presence of an intense Bremsstrahlung background, typical of a
SEM-EDS spectrum, however not present in PIXE spectra at such low energies.
The generation and analysis of X-Rays through the re-acceleration of secondary
electrons towards a charged sample is referred to some as charge induced X-
Rays (CHIX) [195].

The following chapter outlines the experiments performed to verify that the de-
tected X-Ray signal is indeed generated as a result of proton impact on the sam-
ple. Additionally, the role of spurious signals generated by the microscope and
associated equipment such as stray electrons, neutralised ions, and backscat-
tered ions are analysed as well as other spectral artefacts, such as those origi-
nating from the EDS detector itself. Optimised operating parameters are outlined
to reduce the impact of these spurious signals on the VLE-PIXE measurements.

101
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3.1 Hydrogen Contribution to PIXE Spectra

3.1.1 Proton Contribution

As discussed in section 1.3.4, the greatest PIXE XRPCS originates from protons
due to their light mass and therefore high velocity. XRPCS decreases rapidly with
increasing ion mass, such that even He™ ions with a mass of 2 amu are incapable
of generating sufficient X-Rays [196]. For this reason, the greatest contribution to
the VLE-PIXE is expected to be from protons.

As described in section 2.2.1 the magnetic immersion field allows the ion beam to
be spatially separated into its individual mass components. The separated beam
components could then be directed towards a binary sample comprised of a 1m
aluminium layer sputter coated over half of a single crystal Cu (100) substrate.
By moving the separated beam over an interface between the different materials
on the binary sample, the X-Ray signal contributions from each beam species
could be determined. This experiment is visually represented in figure 3.1 where
false colour SEM images of the irradiations are given for each condition. The Cu
substrate is shaded in red, and the Al deposited layer is shaded in blue.

Full beam
on Cu

Unsplit
Beam

Full beam
on Al

Figure 3.1: False colour SEM images of the spot-burns created as a result of
the beam component contribution experiment. Cu substrate is shaded in red, Al
deposited layer is shaded in blue.

A 2nA preset, 30keV hydrogen beam was measured prior to the experiment and
as shown in figure 3.2a, the composition was shown to be: 10.84% H*, 11.94%
H;, 53.14% HJ, 5.69% O3 and N;, and 18.37% Xe™ with no detectable Ar signal.
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Figure 3.2: (a) Beam composition current measured prior to the experiment. (b)

Successively subtracted 30keV VLE-PIXE spectra for each beam component (c)

Measured spectral contribution to the Al L¢ X-ray spectrum for each beam com-
ponent demonstrating the predominant X-Ray signal originating from H* ions.
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The beam was aligned such that only the H" component fell upon the Al film and
the remainder of the beam fell upon the Cu substrate. An X-Ray spectrum was
captured for 20 minutes. The stage was then moved such that now both the H*
and HJ components fell upon the Al film. This was repeated for the remaining
beam components and the spectra for each condition were compared. The spec-
trum from each successive irradiation was subtracted from the prior so that the
contribution from each species could be isolated. The highest intensity Al peak,
the Al L/ line was used for identification of the signal from the Al film. Due to
proximity of the Al L/ line to the noise peak of the detector, the noise peak was
subtracted from these spectra, the details of which are covered in section 3.3.1.

As shown in figure 3.2b, majority of the X-Ray signal originates from the impact
of H* ions (protons) upon the sample. These spectra are normalised to the irra-
diation time of 20 minutes and the relative current of the species based on the
percentage composition of each of the species in the beam. Use of the magnetic
immersion lens for beam separation in this experiment also has the added benefit
that any stray electrons generated as a result of ion collision with residual gas
molecules as discussed in section 2.3, would be deflected away from the sam-
ple. The contribution of these electrons to the VLE-PIXE spectra are discussed
in section 3.2.3.

The signal generated by protons alone, while being the dominant contribution to
the spectra, is still much weaker than the signal generated when the hydrogen
beam is doped with a heavier ion species. This can be determined by the ab-
sence of the Al Ka line at 1.486keV in figure 3.2b, compared to the doped beam
spectrum in figure 4.2a, despite the concentration of Al in figure 4.2a being signif-
icantly lower. The presence of the Al Ko line, with a much lower XRPCS than the
Al L/ line, demonstrates that beam doping, and in particular the overlapping of
the doped beam components is essential in producing a large quantity of X-Rays
during VLE-PIXE measurements, and is important for the identification of minor
and trace elements in a sample.

3.1.2 Hydrogen Molecule Contribution

Despite being higher in proportion than the H* ion, the contribution of the H3 and
H3 molecules are negligible as seen in figure 3.2c. A possible explanation for
this result may be the behaviour of particles upon fragmentation or dissociation
at or near the sample surface. Eckstein et al. demonstrated that upon impact
with a surface, the fragmentation of a molecule such as an H molecule (or anal-
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ogous D" molecules) will produce nH™ ions with an equal proportion of energy
per fragment such that:

jop iEf (3.1)

where E; is the initial molecule energy and E; is the energy of each fragment. If
we assume that on average the energy will be perfectly equipartitioned, £, will be
equal to:

By = (1/n)B; (3.2)

This is shown in figure 3.3 where the energy of the dissociated molecules matches
the fractional energy scaling described above.
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Figure 3.3: Energy spectrum of atomic, and molecular deuterium fragments re-
flected from a gold surface. (From [197])

It is therefore expected that the HJ and Hi molecules dissociate into 2 and 3
H* ions with 1/2 E; and 1/3 E; respectively, which in this case would be 15keV
and 10keV. Spectra of the Al film were taken with an undoped hydrogen beam at
accelerating voltages of 30keV, 15keV, and 10keV as shown in figure 3.4.
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Figure 3.4: Undoped hydrogen beam VLE-PIXE spectra of the Al film vs. accel-
erating voltage.

Despite the lower energy, Al L/ peaks generated by the 15keV and 10keV beams
can still be clearly identified. From the perspective of energy alone, the H; and
H3 molecules should therefore still be capable of producing a signal upon the Al
sample following fragmentation and would produce a much greater signal in figure
3.2b. As discussed in section 1.3.4.3 however, the ionisation cross section is a
function of particle velocity and not energy. It is therefore important to consider
the change in momentum upon particle fragmentation. Using Newton’s equation,
equation 3.2 can therefore be expressed as:

E; = (1/n)%miv-2 (8.3)

)

where m; and v; are the molecule’s initial mass and velocity respectively. Conser-
vation of momentum therefore dictates that:

pi=Y . p; (3.4)

As the fragments will all possess the same mass, and on average the same ve-
locity, the same equipartitioning treatment can be applied as above:

pr = (1/n)p; (3.9)
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Using the relationship p = v2mFE:

(1/n)ps = (1/n)@2maE)Y2 = (1/n)(2m: x %miv?)lﬁ — (1/n)mav;

(3.6)
py = myvy = (1/n)mgv;
As the mass of the initial molecule (m;) dissociates into n fragments:
(mi/n)vy = (1/n)m;v; (3.7)

therefore v, = v;, ie. the velocity of each particle is unchanged during fragmen-
tation. Given the greater mass of the H; and HS molecules compared to an H*
ion, the initial velocity of these molecules will be 0.71 and 0.58 times that of an
H* ion respectively. Based on this knowledge, we can calculate the equivalent
energy of a primary H* ion needed to match the momentum of an H molecule
fragmented into nH™ ions, as this will determine the relative performance of the
molecular fragment compared to a primary H* ion. For this “reference” experi-
ment, we define a final reference momentum p, associated with our fragmented
particle which can then be converted into an equivalent reference energy E.:

Dr = (meEf)l/Z = (leEl/TLZ) (3 8)
E, = p?«/zmH -
where my is the mass of a proton as in equation 3.7. Thus an equivalent refer-
ence energy for n hydrogen fragments can be calculated as:

E, = E;/n? (3.9)

In figure 3.5, the equivalent proton energy for fragmented H and H ions are
shown as a function of their initial accelerating voltage as calculated by equation
3.9. This demonstrates that based on the momentum argument given above, at
30keV the 2xHj ion fragments and the 3xH;ion fragments will each behave like
an equivalent 7.5keV or 3.3keV primary proton respectively. This is in contrast to
the energy equipartitioning model discussed above where we would expect these
fragments to behave like a 15keV and 10keV proton respectively. The momentum
argument is likely the reason why the VLE-PIXE contribution from the H; and H;
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Figure 3.5: Equivalent reference proton accelerating voltage for given hydrogen
molecular fragments with a specified initial energy.

molecules are negligible when compared to the primary H™ species as shown in
figure 3.2c, despite being much greater in quantity.

3.2 Investigation of Spurious Signal Contributions

3.2.1 Charging Effects

To overcome the charging related phenomenon experienced by Gianuzzi et al.
[194] and described by Joy et al. [22], all the samples measured in this study
were conductive and well grounded. To confirm that the charging related issues
had been alleviated and that charging did not cointribute to the VLE-PIXE spectra,
this effect could be reproduced on a conductive sample by applying a bias to the
sample relative to the microscope ground plane.

A positive bias was applied to a single crystal copper sample to simulate the
positive charging of a sample by the ion beam, the same condition experienced
by Gianuzzi et al. The electrons generated by backscattered ions striking sur-
faces within the chamber, known as type Ill secondary electrons, would then be
re-accelerated back towards the positively charged sample where they would pro-
duce X-Rays. The sample was irradiated by a 30keV, 100nA hydrogen beam and
a 20 minute X-Ray spectrum was captured. The results of this experiment are
shown in figure 3.6a.
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Figure 3.6: VLE-PIXE spectra from (a) a positively biased, and (b) a nega-
tively biased Cu substrate demonstrating the effects of secondary electron re-
acceleration.

At zero bias, the Cu signal is quite weak however as the bias increases, the
intensity of the Cu signal begins to increase, reaching a maximum at the highest
voltage bias applied of +2000V. This signal originates from the re-accelerated
type lll secondary electrons. A broad Bremsstrahlung background also starts to
appear at higher biases with a maximum energy corresponding to the voltage
bias applied to the sample. This Bremsstrahlung background is characteristic of
electron induced X-Ray emission and is distinct from the VLE-PIXE signal which
does not contain Bremsstrahlung. The broad background in the signal at zero
voltage bias is due to backscattered ions and will be discussed in section 3.2.4. A
simultaneous increase in the C and O signal likely originates from a combination
of the increased deposition of carbon and oxidation of the sample surface by the
incident electrons as well as the more efficient excitation of surface X-Rays by the
low energy electrons.
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A negative bias was then applied to the same sample. This would ensure than
any type lll secondary electrons generated in the chamber do not impact the
sample surface. The sample was irradiated by a 30keV, 100nA hydrogen beam
and a 20 minute X-Ray spectrum was captured. The results of this experiment
are shown in figure 3.6b. As the negative voltage bias is increased, the Cu signal
does not increase significantly, which was shown with the positive bias. This
demonstrates that this Cu signal originates from the ion beam striking the surface
and is not caused by the re-acceleration of type Ill secondary electrons. The ion
beam would not be influenced significantly by the negative bias, with only a slight
deceleration of the positive beam from 30keV to 28keV.

A secondary signal is also shown to appear, comprising of Fe and Ni. This sig-
nal likely originates from the secondary electrons generated at the sample, being
accelerated away from the sample by the negative bias, and generating X-Rays
from surfaces within the microscope chamber. Given the peak assignments of
Fe, C, Ni, Si and the potentially overlapping peaks of Ti and Cr, it is likely that the
electrons are striking a stainless steel surface inside the microscope chamber.
Once again, a Bremsstrahlung signal appears at high biases with a maximum
energy corresponding to the bias applied to the sample and likely originates from
the secondary electrons striking the chamber. It can be concluded that the charg-
ing effects observed by Gianuzzi et al. [194] are not responsible for the VLE-PIXE
results observed.

3.2.2 Beam Skirt Contribution

As described in section 2.3.0.1, the scattering of primary ions in the FIB column
and chamber can be significant. There is a possibility that primary ions are neu-
tralised through collisions with the gas molecules in the lower column, forming a
diffuse beam skirt. These skirt neutral atoms may be capable of generating an X-
Ray signal upon the sample and their contribution to the overall VLE-PIXE signal
by the beam skirt must be considered.

In order to measure the skirt contribution to the X-Ray spectra, an experiment
was performed using a standard Faraday cup whereby the 30keV, 100nA primary
hydrogen beam was fully contained within the platinum aperture and any X-Rays
generated inside the cup would be absorbed by the walls of the cup. The beam
skirt would strike the platinum surface surrounding the aperture and any X-Rays
generated on the surface of the cup could be detected. Using this method, the X-
Ray signal contribution from the primary beam could be eliminated and the X-Ray
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signal generated by only the beam skirt could be measured. These spectra were
compared to spectra taken with the entire beam striking the platinum aperture
surface. A schematic of the experiment is shown in figure 3.7a. The experiment
was carried out during chamber pump-down where the pressure in the lower col-
umn and therefore scattering into the skirt would be the highest. These results
were compared to when the chamber had been pumping for a period of 2 hours.
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Figure 3.7: (a) Schematic of the beam skirt species isolation experiments. (b)
Experimental determination of the skirt species contribution to a 30keV, 100nA
VLE-PIXE spectra.

It can be seen in figure 3.7b, that by isolating the primary beam, a very weak
spectrum is observed compared to when the full beam is incident upon the plat-
inum aperture. The full beam spectrum is also quite weak due to the low XRPCS
of Pt at this energy, however the results can still be used as a comparison. As
there is almost no change in spectra from when the chamber is pumping down,
compared to when the chamber has pumped for a period of 2 hours, it is likely
that the majority of the signal is due to the primary beam tails striking the edge of
the platinum aperture. It can be concluded that the contribution of the beam skirt
to the VLE-PIXE signal is negligible.
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3.2.3 Electron Contribution

As was established in section 2.3.0.1, there is a possibility that secondary elec-
trons may be generated as a result of ion collisions with gas molecules in the
lower FIB column. It was also established that the majority of the beam scatter-
ing occurs in the vicinity of the electrostatic objective lens, also referred to as the
C2 lens. Above an accelerating voltage of 8keV, the polarity of C2 lens potential
is positive and it was found that the majority of electrons generated in the lower
column region could be collected by the positive lens potential. In addition, at
increasing accelerating voltages the scattering cross section is reduced and as a
result, less electrons would be created. Below 8keV however, the lens potential
polarity becomes negative which is required to enhance FIB resolution at lower
accelerating voltages. It was found that any electrons generated in the lower col-
umn region below 8keV were accelerated towards the sample by the negative
potential of the lens, where they would strike the sample and generate X-Rays. A
solution to this issue was to manually reverse the polarity of the C2 lens from neg-
ative to positive below 8keV. This resulted in a negligible reduction in resolution
and an almost complete elimination of the electron X-Ray signal.

To demonstrate the effectiveness of this technique, an experiment was performed
where X-Ray spectra were collected immediately following microscope chamber
pump-down, where the pressure in the lower column is highest and therefore
the gas scattering and subsequent electron emission will be maximised. Spec-
tra were taken with both a positive and negative C2 lens voltage on the same
platinum aperture sample as the skirt contribution experiments. For comparison,
spectra were also taken when the microscope had been pumped for 2 hours.

In figure 3.8a, a typical electron induced X-Ray spectrum with a broad Bremsstrahlung
background is observed, with the Bremsstrahlung energy extending to an energy
equivalent to the lens potential, -10,649V. During pump-down, the signal is sig-
nificantly higher than when the chamber has pumped for a period of 2 hours,
another indication that the electrons are generated as a result of gas scattering in
the column, and are responsible for the observed signal. When the lens polarity
is switched from negative to positive as shown in figure 3.8b, the vast majority
of electrons are collected by the C2 lens and the signal is significantly reduced.
This demonstrates the effectiveness of this technique for removing stray electrons
generated as a result of gas scattering in the lower column. For this reason, all
VLE-PIXE spectra taken with an accelerating voltage below 8keV are taken with
a positive C2 lens polarity.
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Figure 3.8: The X-Ray signal collected from a Pt aperture sample at 8keV, 50nA
with (a) negative (-10649V) C2 lens voltage, and (b) a positive (+4995V) C2 lens
voltage

3.2.4 Backscattered lons

At accelerating voltages greater than 24keV a broad, intense background signal
was found to appear at low X-Ray energies. Such an example is shown in figure
3.9, for a 30keV, 100nA beam on pure Mg, Cu, and Au, where th broad back-
ground can be seen extending up to an energy of 3-4keV. While initially believed
to be Bremsstrahlung radiation as a result of primary ion impact on the sam-
ple surface, proton impact at such low energies is not expected to generate any
appreciable Bremsstrahlung. Additionally, the background was shown to scale
significantly in intensity with increasing target mass: Mg (Z = 12), Cu (Z = 29) and
Au (Z = 79), a phenomenon which is not typically observed to such a degree with
Bremsstrahlung radiation.
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Figure 3.9: 30keV VLE-PIXE spectra of an Mg, Cu and Au sample demonstrating
the scaling of the BSI signal with target mass.

To confirm the nature of this background, two spectra were collected on the same
single crystal Cu sample with a windowed EDS detector and a windowless EDS
detector at 8.1keV; below the threshold for this background. As shown in figure
3.10, the background was present when the spectrum was captured with the
windowless detector, yet was not when the windowed detector was used. This
demonstrates that the window is responsible for blocking the background signal.
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Figure 3.10: VLE-PIXE spectra of a Cu sample taken using the windowed and
windowless EDS detector.
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It was concluded that this background signal was due to ions backscattering from
the sample, impacting the EDS detector surface and generating a signal. When
the windowed detector is used, this signal does not appear until an energy of
24keV due to the transmission threshold of the BSIs through the window however
when the windowless detector is used, the BSIs are free to strike the detector
surface. The fact that the thin detector window is capable of blocking all BSls up
to an energy of 24keV whilst still allowing transmission of very low energy X-Rays
is a significant advantage of VLE-PIXE over LE-PIXE and PIXE techniques.

VLE-PIXE spectra were typically performed at energies <24keV to avoid the in-
fluence of BSI background however spectra may be taken above 30keV if there
is no risk of interference between the BSI background and the analyte peaks. As
described in section 1.3.5, these BSIs carry information regarding the composi-
tion and thickness of a target and can be utilised to analyse a sample surface. A
practical application of this BSI spectroscopy is outlined in chapter 7.

3.3 Detector Artefacts and Contributions

3.3.1 Detector Noise Peak

As described in section 1.3.4.8 an intrinsic feature of all SDD detectors is the
presence of a noise peak around 0eV due to the pulse counting electronics. Very
low energy X-Ray peaks may overlap with this noise peak and as such, it must
be removed from the spectrum in situations where this may prevent accurate
measurement of these peaks. The noise peak is also dependent on the dead
time of the detector as described by Alvarez [198], however as the dead time for
VLE-PIXE measurements is typically around 0% due to the low input count rates,
the change in noise peak with dead time was not a concern.

To establish scaling of the noise peak, a series of X-Ray spectra were taken
as a function of time with all signal sources removed and are shown in figure
3.11a. The intensity of the noise peak was shown to scale linearly with time as
demonstrated in figure 3.11b. This allowed efficient subtraction of this noise peak
from a spectrum based on the experimental capture time. An example of the
noise peak subtraction is shown in figure 3.11c for the Al L¢ peak. Noise spectra
would ideally be captured immediately prior to experiments where subtraction is
necessary as the noise spectra may change due to a variety of detector conditions
such as detector temperature, room temperature, and processing time [199].
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This technique may be effectively used when there is a significant risk of overlap
between the noise peak and the desired characteristic peak, however in situa-
tions where characteristic peaks are located some distance from the noise peak,
peak subtraction is not used due to unnecessary modification of the raw X-Ray
spectrum. All spectra used throughout this thesis are unmodified unless specified
for the purpose of noise peak removal.

3.3.2 Detector Window Signal

A spurious Ti Ka peak was found to be present in some VLE-PIXE spectra, which
disappeared when a windowless EDS detector was used, as seen in figure 3.10.
This suggests that the Ti peak originates from BSlIs striking the support grid of
the window covering the X-Ray detector. These Ti K peaks also appear in high
energy SEM-EDS spectra, where the energy of the BSEs may be sufficient to
overcome the magnetic field of the electron trap and strike the window support
grid. An example of a 30keV SEM-EDS spectrum showing this spurious Ti peak
is shown in figure 3.12. Such background peaks are not uncommon and can
originate from many sources within the detector [200]. While this peak cannot
be eliminated, awareness of this peak may prevent mis-identification of sample
components. Collection of a VLE-PIXE spectrum with a windowless detector may
help distinguish this peak from a genuine analyte peak.
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Figure 3.12: SEM-EDS spectrum demonstrating the presence of the spurious Ti
peak believed to be due to BSE impact on the window support grid.



118 CHAPTER 3. SIGNAL GENERATION AND SPECTRAL ARTEFACTS

Another concern is the possibility of material sputtered during the process of the
doped beam VLE-PIXE measurement coating the detector window. This is par-
ticularly prevalent with the use of heavy ion species such as Ar or Xe which will
remove a significant amount of material during measurements, coating the de-
tector which is inserted during spectral collection. Backscattered ions may once
again impact the detector window and produce X-Ray peaks originating from the
redeposited material on the window. Such a situation may be inevitable when
performing doped beam VLE-PIXE and awareness of the origin of X-Ray peaks
may be the only real solution.

Measurement of samples using a windowless detector may help distinguish real
peaks from spurious peaks however care must also be taken to not coat the win-
dowless detector surface with sputtered material which may increase the thick-
ness of the detector dead layer and thus reduce sensitivity. Alternatively, periodic
measurement of a standard sample with very few X-Ray peaks may help deter-
mine if any new peaks appear which are a result of sputtered material coating the
detector window. Such a standard spectrum may be subtracted from any sub-
sequent spectra. Comparison with SEM-EDS spectra may also be beneficial, as
electrons are more likely to be stopped by the electron trap in the detector and
will not generate a signal on the coated window or support grid. Bremsstrahlung
background however may obscure any low intensity peaks such as trace ele-
ments, and effective delineation may not be possible.

3.4 EDS Mapping Capability

An important capability of analytical techniques such as SEM-EDS, and micro-
PIXE is the ability to spatially resolve elemental components in a sample. This
offers a significant advantage over bulk analytical techniques whereby the distri-
bution of elements within a sample can be established with a resolution limited by
the instrumentation being used. An example of a composite VLE-PIXE elemental
map, collected with a ~50nA Xe doped hydrogen beam (~6% Xe with a balance
of hydrogen) is shown in figure 3.13a. These intensity maps are the result of in-
tegrating across a small spectral window containing the desired X-Ray peak. A
thin MoS,, flake exfoliated on a Si(100) wafer can be clearly identified, as well as
some smaller flakes above the main flake which could not be initially identified us-
ing the FIB secondary electron (SE) contrast image alone. The elemental maps
of Mo and S, shown in figures 3.13b and 3.13c correlate well with the position and
shape of the flake identified using the SE image.
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Figure 3.13: VLE-PIXE elemental map of an MoS, flake on Si collected with a
~50nA Xe doped hydrogen beam. (a) Layered composite image, (b) FIB-SE
image (c-d) Mo, and S VLE-PIXE elemental maps. Scale bar is 25 um
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These maps were captured in an automated fashion using the supplied Oxford
Instruments AZtec software package and corresponding external scan generator,
which were installed as standard on the FIB microscope. This means that these
experiments could be performed with essentially no modification to the instru-
ment.

There are several methods used by software packages such as AZtec for stan-
dardless quantitative spectral mapping, such as:methods utilising databases of
standards, algorithms based on peak-to-background ratios, methods developed
on the basis of Monte Carlo simulations, altering the incidence angle, and pro-
cedures relying on the application of fundamental equations of microanalysis. All
these methods are specific to the exciting species and as such, will be appro-
priate only for electrons [201]. Quantitative mapping for VLE-PIXE will require
the use of a specified PIXE mapping software such as the previously mentioned
GUPIX [106] and GeoPIXE [107]. These software packages however rely on cal-
culation of the XRPCS, typically in comparison with well established eECPSSR
or analytical cross sections. As discussed in section 1.3.4.3, challenges arise
when calculating the XRPCS for multiple ion species, challenges which must be
overcome in order to perform fully quantitative doped beam VLE-PIXE mapping.

There are several challenges involved with the mapping capability of this tech-
nique which will need to be overcome. The high currents required for the VLE-
PIXE measurements result in significantly reduced resolution compared to opti-
mal imaging conditions for the FIB. Generational advancements in the PFIB in-
strument will however improve high current resolution and the impact of this will
be reduced. Due to the relatively low signal generated even by the doped hydro-
gen beam, map capture times were quite significant, reaching on the order of 1
hour for the map shown in figure 3.13a. Improvements in detector sensitivity may
help reduce map capture times. Additionally, increasing the proportion of dopant
species may also increase the generated X-Ray signal as demonstrated in sec-
tion 5.9a however will do so at the expense of increased sample damage due to
sputtering.

The presence of the dopant species will inevitably result in the sputtering of the
underlying sample, meaning that the sample will be continuously modified during
map capture. While this is something which must be considered during doped
beam VLE-PIXE mapping, this may however be beneficial in certain situations, for
example where each map can originate from a subsequent layer of the sample.
If these maps are then stacked together, a 3-dimensional elemental map can be
established, a technique known as tomography. Current tomography workflows
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are typically performed in a serial fashion, by first removing a layer of material,
followed by sample analysis. The use of doped beam VLE-PIXE mapping may
however replace serial tomography procedures with a single-step method of both
layer removal and analysis.

This may also be used as an endpointing technique, whereby the X-Ray signal
is analysed during milling. This will allow milling to be stopped precisely at the
interface of two layers due to the appearance of a new characteristic X-Ray peak
corresponding to the start of the next layer and can also be performed in real-time
as opposed to other methods which may require serial delayering and analysis.

3.5 Optimised VLE-PIXE Parameters

Beam Composition

e IGP4 pressure in lower FIB column should be monitored and allowed to
equilibriate before commencement of experiments to avoid change in beam
current or composition during experiments.

e Beam composition should be measured with isolating Faraday cup before
experiments to determine the proportion of dopant species or contaminant
species for pure hydrogen beams

e Beam composition should be measured at 30keV, ~1nA, 10 minute capture

Spurious Signal Mitigation

e VLE-PIXE should ideally be performed on conductive or coated samples to
avoid charging related effects.

e To minimise the effect of gas scattering generating unwanted particles, cham-
ber should be pumped for a minimum of 2 hours following vacuum OK con-
dition before experiments commence.

e C2 lens voltage should be changed from negative to positive below an ac-
celerating voltage of 8keV to collect stray electrons.

Backscattered lons

e VLE-PIXE spectra should be taken with a windowed detector to block BSls.
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VLE-PIXE should be performed at an accelerating voltage of 24keV or less
to prevent BSI transmission through detector window unless X-Ray peaks
are above ~4keV and do not interfere with BSI background.

BSI spectroscopy should be performed with a windowless detector, with
as low a current as possible due to efficient backscattering and to avoid
detector damage.

Detector Artefact Mitigation

Detector noise peak may be subtracted to help identify very low energy X-
Ray peaks.

Be aware of spurious signals generated by ion impact on the detector win-
dow or window support grid.

Collection of a spectrum using a windowless detector may help determine
whether a peak originates from the sample or is the result of interaction with
the detector support grid.

Periodic measurement of a standard sample with very few X-Ray peaks
may help determine if any new peaks appear which are a result of sputtered
material coating the detector window.

Comparison with EDS spectra may be beneficial as electrons are more likely
to be stopped by the electron trap and will not generate a signal on the
detector window or support grid.



Chapter 4

Doped Beam VLE-PIXE Trace
Element Analysis

This chapter will demonstrate the trace element analysis of two well characterised
materials using a Xe doped hydrogen beam. These Standard Reference Material
(SRM) provided by the National Institute of Standards and Technology (NIST) are
used, as they possess a well defined, certified composition with a range of major,
minor, and trace elements. These results are directly compared to SEM-EDS,
an analogous technique which is routinely performed for elemental analysis in an
SEM. The relative sensitivity of the two techniques are assessed.

4.1 Comparison of Doped Beam VLE-PIXE to SEM-
EDS

Energy dispersive spectroscopy performed with a scanning electron microscope
(SEM-EDS) is an analogous technique to PIXE, where both rely on the impact of
particles for inner-shell ionisation, resulting in the emission of X-Rays character-
istic to the element being analysed. Where PIXE uses ions, typically protons for
ionisation, SEM-EDS utilises electrons for the same purpose [202].

The XRPCS for electrons is an order of magnitude greater than protons at the en-
ergy ranges used in VLE-PIXE of < 30keV. The generation of X-Rays by electrons
is therefore expected to be far more efficient [203, 204], however SEM-EDS also
possesses a significant disadvantage, the appearance of intense Bremsstrahlung
radiation which can obscure low-intensity X-Ray peaks. Bremsstrahlung is dis-
cussed in detail in section 1.3.4.7. This background effectively reduces the sen-
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sitivity of SEM-EDS to an LOD of approximately 100-500 parts per million (ppm),
[16] compared to the LOD of PIXE in the MeV range near or below 1 ppm [14].
LOD is discussed ion greater detail in section 1.3.4.10. The LOD for VLE-PIXE
however is expected to be several orders of magnitude higher due to the dimin-
ishing XRPCS for protons in the VLE-PIXE energy range [205].

Direct comparison between PIXE and SEM-EDS is often difficult due to the signif-
icant differences in instrumentation between the two techniques. Implementation
of VLE-PIXE on a dual-beam PFIB/SEM microscope allows both techniques to be
performed consecutively using the same detector, X-Ray window, software, and
vacuum conditions, allowing more direct comparison.

4.1.1 NIST SRM 654b

The first sample measured was the NIST SRM 654b, a Ti base alloy with a range
of bulk and trace elements. The certified composition is shown in table 4.1, with
a balance of Ti (not listed).

| Element | Value | Error (+ Value) |

Chromium 0.025 0.006
Copper 807 30
Molybdenum | 0.013 0.003
Iron 0.23 0.03
Aluminum 6.34 0.06
Vanadium 4.31 0.06
Nickel 0.028 0.006
Tin 230" 60
Silicon 0.045 0.003
Zirconium 0.008 0.003
Hydrogen | (0.002) 0.002
Sulfur (0.001) 0.001
Oxygen (0.17) 0.17
Boron 1.12% 0.13

Table 4.1: NIST SRM 654b certified concentration values. Concentrations are ex-
pressed as mass fraction, in % (unless noted by an asterisk * for mg/kg). Certified
values are normal font, reference values are italicized, values in parentheses are
for information only.

The beam composition measurement prior to analysis is shown in figure 4.1a
and is expressed as a percentage of the total beam current in figure 4.1b. This
established a hydrogen beam doped with approximately 6.9% Xe. As determined
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in section 5.3, a greater proportion of dopant species will result in enhanced X-
Ray signal production however will do so at the expense of increased sample
damage due to sputtering by the heavier ion species. As such, a small percentage
of dopant species was chosen for these experiments to maintain the integrity of
the sample.
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Figure 4.1: Beam composition prior to SRM 654b trace element analysis. (a)
Beamlet compositional current measurement. (b) Beam composition expressed
as percentage of total beam current.

To account for the relatively lower X-Ray production with a smaller percentage of
dopant species, the capture times for SEM-EDS and doped beam VLE-PIXE of
20 minutes and 4 hours respectively were chosen such that both spectra were
acquired with a similar number of total X-Ray counts (~10M counts).

The Xe doped VLE-PIXE spectrum at an accelerating voltage of 24keV and a
SEM-EDS spectrum at an accelerating voltage of 5keV are shown in figure 4.2a.
A 24keV ion beam was used to minimise the transmission of BSIs through the X-
Ray detector window as discussed in section 3.2.4 and a 5keV electron beam was
chosen for increased sensitivity to the peaks in the X-ray energy range <2.5keV,
an effect known as the overvoltage ratio [206]. An equivalent comparison in the X-
ray energy range, 4-10keV is shown in figure 4.2b where a 30keV electron beam
is used for increased sensitivity to the X-Ray peaks in this range. The SEM-
EDS spectrum continues up to a value of 30keV however only Bremsstrahlung
background is observed at an energy greater than 10keV, therefore the spectra
are truncated for clarity. The full collection of SEM-EDS spectra are given in
appendix section A.4 at a range of energies.
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Figure 4.2: NIST SRM 654b: Comparison of a 24keV VLE-PIXE spectrum with,
(a) a 5keV SEM-EDS spectrum and, (b) a 30keV SEM-EDS spectrum. Peaks
identified in both SEM-EDS and VLE-PIXE are labelled in black, peaks identified
in VLE-PIXE but not SEM-EDS are labelled in magenta, spectral artefacts are
labelled in red.
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Qualitatively, the VLE-PIXE spectra can be characterised by the almost com-
plete absence of Bremsstrahlung background, in contrast to the broad, intense
Bremsstrahlung background typical of the SEM-EDS spectrum. An example of
this Bremsstrahlung background is labelled in green in figure 4.2a. As a result,
several peaks are present in the VLE-PIXE spectrum which cannot be identified
in the SEM-EDS spectrum, leading to the identification of two additional minor
components; Ni and Cu. Ni can be identified based on the presence of the Ni La
peak, and the Ni Ka and  peaks. Cu can be identified based on the Cu La peak.

The identification of additional peaks, Fe La and Fe K5 can be used to confirm
the presence of Fe in the sample, an important feature in the case of overlapping
peaks. Peaks corresponding to elements not outlined in the COA such as the P
Ka peak at 2.013keV were also observed, however the lack of certification makes
identification of this element speculative and thus were not included. At an X-Ray
energy of 3keV, several spectral features are present which are believed to be a
detector artefact as they do not match any known X-Ray characteristic peaks. For
this reason, this section of the spectra has been removed for clarity.

4.1.2 NIST SRM 1242

To assess the validity of the doped beam VLE-PIXE technique, a second sample
was measured utilising the same procedure as above. This sample was chosen
such that the primary component of the SRM 654b, titanium was not present in the
SRM 1242 and the primary components of the SRM 1242, cobalt and tungsten
were not present in the SRM 654b. This also helped eliminate the possibility of
the X-Ray spectra being due to some artefact of the system, as both samples
would likely produce identical X-Ray spectra in this situation. The full composition
of the SRM 1242 is shown in table 4.2.

The beam composition measurement prior to analysis is shown in figure 4.3a and
is expressed as a percentage of the total beam current in figure 4.3b. Similar to
the 654Db, a hydrogen beam was established with a dopant proportion of 6.2% Xe.

Comparison of the SEM-EDS and VLE-PIXE spectra for this sample is shown in
figures 4.4a and 4.4b, again utilising the 5keV electron beam for peak comparison
in the low energy region and a 30keV beam in the high energy region. The full
SEM-EDS spectra are given in appendix section A.4 for a range of energies.
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Element Value | Error (+Value) |
Carbon 0.126 0.003
Manganese | 1.58 0.05
Phosphorus | 0.002 0.001
Sulfur 0.0007 0.0002
Silicon 0.016 0.003
Copper 0.0010 0.0004
Nickel 9.78 0.08
Chromium | 20.0 0.1
Vanadium 0.005 0.002
Iron 1.80 0.04
Tungsten 15.1 0.1
Cobalt 51.5 0.3
Nitrogen 0.026 0.001
Aluminium | (<0.01) N/A
Tantalum (<0.01) N/A
Niobium (<0.005) | N/A
Boron (<0.0001) | N/A

Table 4.2: NIST SRM 1242 certified concentration values. Concentration are
expressed as mass fraction, in %. Values in parentheses are for information only.
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Figure 4.3: Beam composition prior to SRM 1242 trace element analysis. (a)
Beamlet compositional current measurement. (b) Beam composition expressed
as percentage of total beam current.
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Figure 4.4: NIST SRM 1242: Comparison of a 24keV VLE-PIXE spectrum with
(a) a 5keV SEM-EDS spectrum and (b) a 30keV SEM-EDS spectrum. Peaks
identified in both SEM-EDS and VLE-PIXE are labelled in black, peaks identified
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When the VLE-PIXE spectra of the SRM 1242 are compared to the VLE-PIXE
spectra of the SRM 654b, several peaks can be seen which are unique to each
specific sample and have been identified as both major and minor components
of their respective samples. In the SRM 1242, the tungsten M series of peaks
as well as the Co K and L series of peaks can be clearly identified, neither of
which were present in the SRM 654b. The intensity of the Cr Ka peak has also
increased significantly, reflective of its higher concentration of Cr in this sample.
The heavy element tungsten is of particular interest due to the presence of the
outer shell M and N transitions, demonstrating the full range of K, L, M and N
X-Ray transitions present in one sample.

The appearance of these new peaks corresponding to W and Co demonstrates
the validity of this technique and eliminates the possibility of this X-Ray signal
originating as the result of an artefact of the instrumentation. The same unidenti-
fied spectral features at ~3keV were still present and once again cropped out in
figure 4.4a in order to better identify the spectral lines in the low energy region.

Several peaks appeared in the characterisation of the SRM 1242 which should
not be present, specifically the Ti and Al Ka peaks. As discussed in section 3.3.2,
the Ti peak may result from particles striking the X-Ray detector window support
grid or striking resputtered material coating the X-Ray detector window. The fact
that this Ti peak is present in both the VLE-PIXE and SEM-EDS spectra suggests
that this is the case and this peak should be ignored. These peaks can also
be seen in the SEM-EDS spectra shown in figures A.11e-A.11g, demonstrating
that as the electron energy increases, some backscattered electrons may bypass
the electron trap and begin to generate a Ti Ka signal. Several techniques for
mitigating or identifying such spurious peaks are outlined in section 3.5.

4.1.3 Comparison of Limits of Detection Between Doped Beam
VLE-PIXE and SEM-EDS

The signal to noise ratio (SNR) and limits of detection (LOD) using a standard
threshold of 30 [169], as discussed in section 1.3.4.10, were calculated for the
elements identified in the spectra shown in figures 4.2a and 4.2b for the SRM
654b, and 4.4a and 4.4b for the SRM 1242.

The full table of values are listed in table 4.3 for the SRM 654b and 4.4 for the
SRM 1242 with the better of the two techniques coloured in red. These results are
summarised in figure 4.5 where the minimum LODs for each element measured
using doped beam VLE-PIXE and SEM-EDS are compared.
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Element | Peak | COA SEM- SEM- VLE- VLE-
Conc. EDS EDS LOD | PIXE PIXE
(ppm) SNR (ppm) SNR LOD
(Ppm)
Ti Ka 880000 4694.9 562.32 3966.0 665.65
Al Ka 63400 531.11 358.11 908.52 209.35
Vv Kp 43100 21.45 6029.2 15.11 8557.2
Fe Ka 2300 7.81 883.33 53.01 130.18
Si Ka 450 10.16 132.86 148.94 9.06
Ni Ka 280 N/D N/D 37.66 22.30
Cu La 80 N/D N/D 20.63 11.64

Table 4.3: SRM 654b calculated signal to noise ratios and limits of detection for
the representative doped beam VLE-PIXE and SEM-EDS spectra. The greater
SNR/Lower LOD between SEM-EDS and VLE-PIXE is listed in red. N/D signifies
that the peak was not detected.

Element | Peak | COA SEM- SEM- VLE- VLE-
Conc. EDS EDS LOD | PIXE PIXE
(ppm) SNR (ppm) SNR LOD

(Ppm)

Co Ka 515000 25.30 61052 216.82 7125

Cr Ka 200000 99.15 6051.66 | 532.45 1126.86

W Mo 150000 230.51 1952.1 578.98 777.23

Ni Ka 97800 59.59 4923.98 | 62.60 4686.98

Fe Ka 18000 142.93 377.81 106.73 505.95

Cu Lo 10 N/D N/D 10.79 2.78

S Ka 7 N/D N/D 7.20 2.92

Table 4.4: SRM 1242 calculated signal to noise ratios and limits of detection for
the representative doped beam VLE-PIXE and SEM-EDS spectra. The greater
SNR/Lower LOD between SEM-EDS and VLE-PIXE is listed in red. N/D signifies
that the peak was not detected.

It can be seen that for the majority of elements, the LOD is lower for doped beam
VLE-PIXE compared to SEM-EDS, demonstrating a greater sensitivity for doped
beam VLE-PIXE. This is predominantly due to the lack of Bremsstrahlung back-
ground generated during the impact of ions compared to electrons. The reduced
background allows the identification of elemental peaks at a lower concentration
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Figure 4.5: Comparison of limits of detection for SEM-EDS and H/Xe doped beam
VLE PIXE produced with the beam composition shown in figure 4.1a.

than would be possible if the background were present. Additional minor and
trace components were identified however due to overlapping peaks, determi-
nation of the SNR and LOD of these components could not be carried out. An
example is the overlap of the phosphorus Ka peak with the tungsten M~ peak.

The maximum improvement in LOD for doped beam VLE-PIXE compared to
SEM-EDS is 14.66x for Si, and the average improvement is 4.30x for elements
detected by both techniques (n = 10). The minimum LOD for Xe doped VLE-PIXE
was 2.78ppm for Cu on the SRM 1242, compared to the minimum LOD for EDS
at 132.86ppm for Si on the SRM 654b. These LOD values are in line with the
expected literature values of 100-500 ppm for EDS [16], and near or below 1 ppm
for PIXE, however this value is quoted for PIXE performed at MeV energies [14].

This result demonstrates that the addition of a small amount (~6%) of Xe to a
hydrogen beam is capable of increasing the sensitivity of the VLE-PIXE to levels
approaching PIXE performed at MeV energies. El Ghawi et al. described that the
LOD for 250keV protons should be several orders of magnitude higher than for
2MeV protons [205], with the LOD for <30keV expected to be even higher still.

4.1.4 Advantages and Disadvantages of VLE-PIXE and SEM-
EDS

While VLE-PIXE is shown to be more sensitive than SEM-EDS, there are however
several disadvantages to doped beam VLE-PIXE which must be considered when
choosing between the two techniques:

e The greater XRPCS for electrons compared to protons at this energy results



4.2. COMPARISON OF DOPED BEAM VLE-PIXE PERFORMANCE TO LE-PIXE AND PIXE

in significantly reduced experimental time for SEM-EDS compared to doped
beam VLE-PIXE.

e The spatial resolution of SEM-EDS is significantly better than doped beam
VLE-PIXE due to the much smaller electron probe size.

e The ions used in doped beam VLE-PIXE will result in sample damage due
to implantation by protons and heavy ions, and sputtering due to heavy ions.

Doped beam VLE-PIXE and SEM-EDS can therefore be considered complemen-
tary techniques, with SEM-EDS being beneficial in situations where rapid identi-
fication of bulk and minor components, or high spatial resolution is required, and
VLE-PIXE finding application where identification of trace elements is required at
the expense of experimental time.

4.2 Comparison of Doped Beam VLE-PIXE Perfor-
mance to LE-PIXE and PIXE

While LE and PIXE data was unavailable for the specific SRM samples measured
in these experiments, table 4.5 lists a collection of some literature PIXE LOD
values for comparison with doped beam VLE-PIXE. This list is not exhaustive
and is only to provide comparison for the VLE-PIXE technique. The LOD values
listed are the optimum LOD values for the given experimental conditions.

Z Range | Energy | Best LOD | Notes Ref.
20-50 3MeV ~1ppm Low mass matrix elements [207]
20-50 3MeV 10-50ppm | Medium mass matrix elements | [207]
20-50 3MeV 10ppm High mass matrix elements [207]
20-46 2.61MeV | ~1ppm Organic matrices [208]
20-46 4.22MeV | ~1ppm Organic matrices [208]
28-57 3MeV 5-10ppm Micro-PIXE [209]
25~90 ?MeV 1.5-10ppm | Micro-PIXE [210]
39 2MeV 2.2ppm Micro-PIXE with WDS [211]
15 600keV | 850ppm LE-PIXE [212]
24 750keV | <0.003 nm | LE-PIXE layer detection [213]

Table 4.5: Comparison of various PIXE and LE-PIXE LOD values from literature.
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For PIXE performed at energies of >1MeV, typical LODs of between 1 and 10ppm
are consistently given. There is however very limited information regarding the
LODs achieved by LE-PIXE. Nouli et al. demonstrated an LOD for P of 850ppm
for LE-PIXE at 600keV [212]. Zahraman et al. demonstrated that their mea-
sured SNR increased with decreasing energy down to 750keV which resulted in
a decrease in the LOD. They attributed this to the reduced background signal
with decreasing energy which served to better identify the underlying PIXE sig-
nal. Overall, this table of literature results demonstrates that best LOD for doped
beam VLE-PIXE as calculated above at 2.78ppm demonstrates a performance
similar to PIXE performed at much higher energies.

4.3 X-Ray Production Cross Sections

As discussed in section 1.3.4.2, an important metric to describe the underly-
ing physical process of X-Ray production is the X-Ray production cross section.
These values account for a number of factors such as detector performance, to-
tal stopping power in the material, and mass absorption of the X-Rays as they
escape the material.

The method used to calculate the XRPCS from experimental data is outlined in
section 1.3.4.3 with an explanation of each contribution to the calculation. It is
important to mention that these XRPCS are calculated for the impact of protons
alone and do not take into account the addition of the dopant species. These
values are instead utilised to demonstrate the performance of doped beam VLE-
PIXE in comparison to PIXE performed by protons alone.

Cross section values calculated from doped beam VLE-PIXE experimental data
were compared to proton XRPCS from the literature. Empirical, analytical and
pre-calculated ECPSSR values are presented from the following sources:

K Shell:

e Analytical cross sections calculated using the method of Paul [120] as out-
lined in section 1.3.4.4.

e Empirical cross sections taken from the compilation of Paul and Sacher from
a variety of sources [214].

e ECPSSR+HS+HE+UA cross sections as calculated by Pia. et al. [215].
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L Shell:

¢ Analytical cross sections calculated using the method of Sow et al [121] as
outlined in section 1.3.4.4

e Empirical cross sections taken from the compilation of Miranda and Lapicki
from a variety of sources [216].

e ECPSSR+UA cross sections as calculated by Pia. et al. [215].

M Shell:
e Empirical M shell cross sections for W taken from Rodriguez et al. [217]

e ECPSSR cross sections as calculated by Pia. et al. [215].

4.3.1 XRPCS Calculation

The following material parameters were used for the calculation of the XRPCS:

e Material Densities: From NIST Standard Reference Database 126, Table 1
[218]

e X-Ray Mass Attenuation Coefficients: From NIST Standard Reference Database
126, Table 3 [218]

¢ Total Stopping Powers: Calculated using Ziegler-Biersack method from [219]

The following detector parameters were used for the calculation of the XRPCS:

Detector Takeoff Angle: 21.5°

Detector Distance: 16.5mm

Detector Area: 100mm?

Solid Angle: 0.302 sr

Window Transmission: Approximate transmission curve for SATW window
extracted from Duncumb et al. [220]

Detector Efficiency: Approximate detector efficiency curve extracted from
Schlosser et al. [221]
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Peak Fitting Routine
To extract the intensity of the X-Ray peaks used for XRPCS calculations, an
automated peak finding and fitting routine was used:

e Use peak finding function to determine the positions and approximate widths
of any X-Ray peaks. An example of this result is shown in figure 4.6a.

e Use approximate peak locations and widths as starting guesses for pseudo-
Voigt fitting routine. The pseudo-Voigt function is described in section 1.3.4.9

e Use nonlinear least squares optimiser to determine accurate peak positions,
heights, and Gaussian and Lorentzian widths for pseudo-Voigt fit.

The parameters extracted from figure 4.6b are shown in table 4.6:

Peak Energy (keV) | Intensity (cts) | Gauss. Width (keV) | Lor. Width (keV)

Ti Ka 4.51 16865 0.0539 0.0018

VKa/TiKs 4.94 2856 0.0559 0.0033

Table 4.6: Extracted peak positions, heights, and Gaussian and Lorentzian widths
for example pseudo-Voigt fit in figure 4.6b

Example XRPCS Calculation
An example XRPCS calculation is shown for a 30keV proton beam on Ti, resulting
in the emission of a Ti Ka peak (4.5keV). Using the equation given in 1.55:

7x(E, Ex) = N, AQ T‘(lgx) 1(Ex) K%> (Ccli_f) ! MEX)Yzzzz;]

47
24keV,4.5keV) =
o (24keV, V) 1.04 x 1013 protons - 5.67 x 1022c¢m=3 - 0.302 sr - 1.00 - 0.98
0
X 122.00 cts/keV - 2.19 x 10° keV/cm + 377.68 cm ™" - 16865 ctsL()
cos(21.5°)

0(24keV,4.5keV) = 1.08 x 10~*"cm?

as 1 barn = 1 x 107 %*em?

o(24keV,4.5keV) = 1.08 x 10 *barn
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4.3.2 Calculated XRPCS

The calculated XRPCS for the elements identified in SRM 654b and 1242 as
outlined in tables 4.3 and 4.4 are shown below alongside comparative literature
values if available. For full pseudo-Voigt peak fitting of data, please refer to Ap-
pendix section A.7.
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Figure 4.9: Calculated XRPCS for selected elements in the SRM 654b, compared
to analytical, empirical, and ECPSSR cross sections. The beam composition
used for the calculated XRPCS is given in figure 4.1a.
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tion used for the calculated XRPCS is given in figure 4.3a.
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An interesting observation in both samples is the ratio of L to K shell XRPCS. As
an example in figure 4.9a, at an accelerating voltage of 30keV the L/K ratio of the
analytical XRPCS is 9x 10 whereas the experimental L/K ratio is 38.82, with sim-
ilar values for other elements where both L and K shell peaks are identified. The
experimental L shell values however are much closer to the literature analytical,
empirical, and ECPSSR values. This discrepancy suggests that the beam doping
method disproportionately affects K shell transitions to a greater degree than L
shell transitions.

The response of the calculated XRPCS for doped beam VLE-PIXE with respect to
accelerating voltage is significantly different to what is expected based on the liter-
ature analytical, empirical and ECPSSR proton XRPCS. The calculated XRPCS
decrease quite linearly with respect to decreasing energy, compared to the expo-
nential decrease in XRPCS shown by protons. This behaviour however closely
resembles that described by Brandt and Laubert, as is demonstrated in the plot
shown in figure 4.12a. The XRPCS for the heavier ions in this plot increase with
respect to decreasing velocity with sections of linearity as shown by the red ar-
rows in figure 4.12a. This is in contrast to the exponentially decreasing XRPCS
for protons. The doped beam VLE-PIXE XRPCS also bear striking resemblance
to XRPCS calculated for heavy ion impacts by Saris as shown in figure 4.12c. The
heavy ion impacts demonstrate XRPCS several orders of magnitude greater than
H and He impacts [222]. Additionally, several ions demonstrate a roughly linear
change in XRPCS with decreasing energy in much the same fashion as observed
in the calculated XRPCS above. These plots are denoted by red arrows in figure
4.12c. The reason for this linear trend is not discussed by Saris, or Brandt and
Laubert.

Brandt and Laubert attributed the increase in XRPCS with decreasing energy di-
rectly to the quasi-adiabatic approach of a projectile to a target atom, and subse-
qguent overlapping of molecular orbitals resulting in electronic energy level cross-
ings. This effect is now commonly referred to as the quasi-molecular model. The
results given by the XRPCS as calculated above, provide direct evidence that the
heavy ions are responsible for the increased production of X-Rays during doped
beam VLE-PIXE and suggest that the responsible mechanism may be the for-
mation of quasi-molecules between the target and the projectile. This effect is
discussed in detail in section 1.3.4.5 and investigated further in section 6.1.

As the impact energy increases, the calculated doped beam VLE-PIXE XRPCS
are seen to intercept and in many cases, become lower in value the literature
analytical, and ECPSSR values. This is particularly prevalent for the L shell cross
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sections which seem to plateau at a value which is lower than the literature XR-
PCS, giving the appearance that the introduction of heavy ion dopants is some-
how suppressing the emission of X-Rays at increasing energies, a phenomenon
which in not reflected in data sets throughout this thesis, such as in figure 5.1a,
where the separation of the dopant and proton species should result in an in-
crease in L shell emission. There is an expectation that at higher energies, the
effect of heavy ion dopants will begin to decrease due to the high velocity and
therefore shorter lifetime of the quasi-molecules formed between the target and
the projectile, leading to a reduction in the enhancement by the dopant species,
a phenomenon which is discussed in more detail in section 6.2.4. As such, with
increasing energy, the ionisation by proton impact is expected dominate X-Ray
emission and the proton only XRPCS as provided by the literature can be consid-
ered be a valid estimate of the XRPCS. This however relies heavily on the expec-
tation that the literature proton XRPCS are accurate at energies just greater than
the maximum FIB energy of 30keV.

As discussed extensively in section 1.3.4.2, the ECPSSR cross sections are well
known to be inaccurate at energies where £ <0.2 or <140keV and thus the inter-
cept of the measured VLE-PIXE XRPCS with the ECPSSR values may not be an
accurate representation of the real behaviour at energies above 30keV. Likewise,
the analytical XRPCS given by Paul and described in section 1.3.4.4 are based
on fitted literature empirical XRPCS data which is severely lacking at low energies
as described by Lapicki [108]. For these reasons, the comparison of the doped
beam XRPCS data to the literature analytical, empirical, and ECPSSR data can-
not be compared directly in this situation and should be considered carefully.

For the case of heavy ion impact XRPCS such as those expected by the dopant
ions, the theoretical cross sections are considerably less accurate than those of
protons alone. Msimanga et al. compared experimental XRPCS data to that of
the PWBA, SCA-UA and ECPSSR theories and found that no unified theory could
be applied to all ions under all experimental conditions [113]. Similar results have
been observed by several other groups [223, 116, 224], with results varying wildly
for different energies and projectile masses, in many cases the measured XRPCS
values vary by many orders of magnitude compared to theoretical values in a
manner not dissimilar to that seen in this research. Even within different theories
such as ECPSSR and PWBA, the calculated values can vary drastically. Thus,
when heavy ions are considered, the current theoretical explanations for X-Ray
production are insufficient and cannot accurately describe experimental observa-
tions. This is of course further compounded by the mixing of both heavy and light
ions such as that experienced during doped beam VLE-PIXE measurements, the
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combination of which is demonstrated throughout this thesis to produce X-Ray
production which defies theoretical explanations of both proton X-Ray production
and heavy ion X-Ray production alone. This effect has significant implications for
accurate VLE-PIXE quantification, with significantly higher than expected X-Ray
yields resulting in an over-estimation of elemental concentrations within a sam-
ple. For this reason, the ionisation behaviour of multiple simultaneous ion species
must be investigated and an analytical model developed to determine accurate X-
Ray production by multiple species. This will be discussed further in chapter 6.

4.4 Conclusions

This chapter demonstrated that the sensitivity of VLE-PIXE performed with a
lightly doped Xe beam is comparable to PIXE performed at much higher energies.
When compared to SEM-EDS, the sensitivity of doped beam VLE-PIXE was su-
perior in almost all cases however this sensitivity was achieved at the expense of
significantly increased experimental time due to the very low X-Ray production.
Doped beam VLE-PIXE can therefore be considered a complimentary technique
to SEM-EDS which can be utilised for the identification of elements which are
obscured by the Bremsstrahlung background typical of SEM-EDS spectra.

The calculated XRPCS shown above demonstrate that the addition of a small
proportion of Xe to a hydrogen beam can enhance the XRPCS well beyond what
is expected by the impact of protons alone at the given energies. This was par-
ticularly prevalent for the K shell XRPCS which deviate from expected values by
many orders of magnitude. This provides evidence that the doping method affects
K shell transitions to a greater degree than L shell transitions.

While the impact of beam doping on VLE-PIXE performance is clear, the mech-
anism surrounding the enhancement of X-Ray production is not well understood.
The following chapters will attempt to provide some explanation based on the
underlying physics of ionisation and the wealth of knowledge provided in the liter-
ature over several decades.



Chapter 5

Role of Heavy lon Dopants in
VLE-PIXE

As demonstrated in the previous chapter, the performance of doped beam VLE-
PIXE was shown to approach undoped beam VLE-PIXE performed at much higher
energies. This chapter outlines an investigation into the performance and under-
lying mechanisms of the beam doping technique. Methods to improve the perfor-
mance of this technique are discussed including the use of different dopant ion
species and different proportion of dopant ion species.

5.1 VLE-PIXE Response to Magnetic Field Strength

As discussed several times throughout this thesis, the magnetic immersion field
of the SEM results in a deviation of ion trajectories as they travel from the FIB
column to the sample. The force applied to each ion is inversely proportional to
the mass of the ion species, such that the beam can be separated into its individ-
ual mass components. The magnetic field strength can be adjusted so that the
beam components overlap when no field is present, or fully separated when the
magnetic field strength increases. In the case of doped beam VLE-PIXE, the sep-
aration of the proton and dopant species is not expected to have any significant
impact on the signal strength as, regardless of where the components strike the
homogeneous sample, they should be capable of producing the same quantity of
X-Rays. What was observed however is that as the proton and dopant species
were separated, the X-Ray signal rapidly decreased. This is shown in figure
5.1a where VLE-PIXE spectra of the SRM 654b are shown as a function of rela-
tive magnetic field strength. Figure 5.1c shows the intensity of some prominent
peaks, shown as the ratio of the peak intensity when the beam is fully separated.
These peaks were chosen as they remain present in all spectra.
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This result demonstrates that the impact of protons and heavy ion dopant species
upon the same location on the sample results in an X-Ray signal greater than the
sum of the hydrogen and heavy ion dopant signals independently. SEM images
of the irradiations shown in figure 5.1a are provided in appendix section A.5 and
demonstrate the changing overlap of the beam components with increasing mag-
netic field strength.

The decrease in VLE-PIXE signal is however not equal across the entire spec-
trum. This decrease is only observed for the portion of the spectra with an X-Ray
energy of greater than ~1keV. An excerpt of the spectra below 1keV is shown
in figure 5.1b where it can be seen that this region is relatively invariant to the
magnetic field strength. This is also reflected in figure 5.1c where the Ti L/ line
does not change with respect to magnetic field strength. An important observa-
tion is that the peaks above 1keV are predominantly K shell X-Ray peaks whereas
the peaks below 1keV are predominantly L shell peaks. This can be correlated
with the calculated XRPCS as shown in figures 4.9a-4.9b, where the L shell XR-
PCS were much closer to the expected literature values than the K shell XRPCS.
This evidence leads to the conclusion that the peaks observed below an energy of
~1keV are likely due to the impact of protons alone, as these peaks are observed
even when the beam components are separated.

It is also observed in figure 5.1c that the maximum X-Ray intensity with magnetic
field strength is offset from the 0 relative magnetic field position by ~20%. This
is most likely due to an offset in setting the magnetic field strength required to
counteract the remnant magnetic field of the magnetic immersion lens coil as
discussed in section 2.2.1, which when adjusted becomes the reference point
for the O relative magnetic field strength. The 0 relative magnetic field strength
position is set by manually changing the magnetic immersion lens coil strength
until all the beam component secondary electron images visually converge. This
is also known as the “"double spot compensation” due to the remnant magnetic
field causing multiple secondary electron images, one for each beam species
due to their spatial separation. The very weak intensity of the H* beam relative
to the more intense Hy and H; species, makes it very difficult to visually align
the image generated by the H* ions. As such, visually aligning the beam images
may not result in a complete overlap of the H* species with the remaining beam
components at the 0 relative magnetic field strength point. The very light mass of
the H* ion results in a significant spatial deviation with the small offset in magnetic
field strength. As the magnetic field strength is increased during the experiments
in figure 5.1a, the H™ beam comes into full convergence with the remaining beam
species and a resulting increase in X-Ray intensity is observed.
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5.1.1 Current Change vs. Magnetic Field Strength
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Figure 5.2: (a) Beamlet current measurement vs. relative magnetic field strength.
(b) Change in integrated current from (a) vs. relative magnetic field strength.

The increasing magnetic field may also result in a change in total beam current
and must be considered as a possible explanation for the reduction in X-Ray sig-
nal intensity as observed in figure 5.1a with increasing magnetic field strength. To
test this, the beam current was measured as a function of magnetic field strength
as shown in figure 5.2a and quantified in figure 5.2b as an integration of the beam
component current spectrum. It can be seen that the total beam current fluctuates
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with changing magnetic field strength, first decreasing by approximately 20%,
then increasing by approximately 20%, in the opposite behaviour to what is ob-
served in figure 5.1c with respect to the change in X-Ray intensity with magnetic
field strength.

To determine the influence of such a change in beam current on the VLE-PIXE
spectra and whether this can be attributed to the effect seen in figure 5.1a, several
VLE-PIXE spectra of the SRM 654b were taken as a function of beam current
spanning greater than an order of magnitude. These spectra are shown in figure
5.3a, and the total X-Ray counts are shown in figure 5.3b. Based on the reduction
in total X-Ray counts between the most intense spectrum, and the spectrum at
the maximum magnetic field strength in figure 5.1a, it was determined that a
current decrease of >90% is required to observe the measured change in VLE-
PIXE signal. As a current change of no greater than 20% is shown over the full
range of magnetic field strengths as shown in figure 5.2b, a change in current
with magnetic field cannot be responsible for the observed effect.

Additionally, the change in VLE-PIXE signal observed in figure 5.2a with respect
to current affects the entire spectrum equally, whereas the change in VLE-PIXE
signal in figure 5.1a with respect to magnetic field strength only affects the region
above 1keV. This provides additional evidence that a change in beam current can-
not be responsible for the decrease in VLE-PIXE signal with changing magnetic
field.

5.1.2 Electron Contributions

As discussed in section 3.2.3, stray electrons generated from gas scattering in
the chamber and FIB column must be considered when using the VLE-PIXE
technique. While efforts were taken to reduce the influence of electrons such
as ensuring the C2 lens voltage bias was positive, and ensuring that the FIB col-
umn and chamber were pumped for an extended period of time, the possibility of
electrons escaping the column must still be considered. The addition of a heav-
ier ion species to the hydrogen beam may result in the generation of a greater
number of electrons in the lower FIB column due to the larger scattering cross
section of the heavy ions with the gas molecules. As the magnetic field strength
increases, these electrons may then be deflected away from the sample, resulting
in the behaviour observed in figure 5.1a.

A significant feature of electron induced X-Ray spectra however is the presence
of the broad Bremsstrahlung background which was previously demonstrated to
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Figure 5.3: (a) Current dependence of VLE-PIXE spectra (b) Measured change
in total X-Ray counts as a function of beam current

obscure low intensity peaks, as shown in figure 4.2a and 4.2b, and is consistent
across all electron accelerating voltages as shown in appendix section A.4. As
this Bremsstrahlung background is not seen in doped beam VLE-PIXE spectra,
this helps eliminate the role of electrons in the generation of the VLE-PIXE signal.

There may however be a possibility of enhancement caused by the co-irradiation
of protons and a low current of electrons such as those emanating from the FIB
column. Such electrons may cause additional ionisation of target atoms, resulting
in a greater number of X-Rays emitted and an increase in XRPCS, or additional
ionisation may result in the suppression of non-radiative transitions which is dis-
cussed in more detail in section 6.1.1. To test the effect of simultaneous electron
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impact, an experiment was performed by first reducing the enhanced VLE-PIXE
signal by increasing the magnetic field strength, as was shown in figure 5.1a, then
exposing the SRM 654b to both protons and electrons on the same sample re-
gion. A 1keV electron beam was used as this represents the upper energy limit of
the low X-Ray spectral region as shown in figure 5.1b and a 10keV electron beam
was used as this represents the upper energy limit of all X-Ray peaks shown in
figure 5.1a. The results of this experiment are shown in figure 5.4a for a 24keV
hydrogen beam and a 1keV electron beam, and figure 5.4b for a 24keV hydrogen
beam and a 10keV electron beam.

1keV electron beam is shown to only cause an increase in signal and Bremsstrahlung
at an X-Ray energy of <1keV as expected. The 10keV electron beam enhances
all the observed X-Ray transitions but also causes an increase in Bremsstrahlung
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which obscures low intensity X-Ray peaks. These experiments demonstrate that
while electrons may cause enhancement of the VLE-PIXE signal, they do so
at the expense of increased Bremsstrahlung background. The VLE-PIXE sig-
nal enhancement induced by beam doping therefore cannot originate from the
increased production of electrons in the lower column due to the enhanced scat-
tering from gas molecules by the dopant heavy ion species. Additionally, during
the negative sample biasing experiments in section 3.2.1, such low energy elec-
trons would be reflected by the bias prior to reaching the sample and would not
influence the VLE-PIXE spectra, as was observed in the biasing experiments in
figure 3.6b.
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The electron contribution can also be established by fitting doped beam VLE-
PIXE data using the pseudo-Voigt fitting routine described in section 4.3.1. As
shown in figure 5.5a, the low energy region of a Xe doped beam VLE-PIXE spec-
tra can be fit precisely to the prescribed characteristic peaks of the SRM 654b
with the residual plot displaying a linear background. Should there be a contri-
bution from electron Bremsstrahlung, this residual plot would not be linear but
would instead increase towards an X-Ray energy of zero. As this is not the case,
this demonstrates that the only contribution is from the VLE-PIXE spectrum. The
residual noise is proportional to the signal intensity of the VLE-PIXE spectrum
which scales as expected with v/N as described in section 1.3.4.8. The small
features observed in the residual spectrum at an X-Ray energy of 0.2-0.35 keV
are due to non-ideal fitting conditions.

a el ~ «~ T T i — T
10 e _—Noise Peak VLia — VLE-PIXE Data
0 Ko —Pseudo-Voigt Fit
@
c
S
38
= . n4
2,10
‘»
c
2
£
2L
10 E 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b 0 0.2 0.4 0.6 0.8 1 1.2
X-Ray Ener keV
2000 — T T T T T T T -y- -g-y(- -)u L ——
. —Residual
%) N .
' 1000 \ VN
5 N
8 - l l‘ N
N ‘ [ R - _ - N
§ 0 TP L L k LYY S = ol
° - b .
8-1000- N .
o
_2000 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2

X-Ray Energy (keV)

Figure 5.5: (a) Pseudo-Voigt fit and (b) residual plot of a Xe doped VLE-PIXE
spectrum demonstrating the lack of contribution from electron Bremsstrahung
background at low energies.
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5.2 Influence of Dopant Species on VLE-PIXE Per-
formance

As was established in section 5.1, the impact of the proton and heavy ion dopant
species on the same region of the sample is essential for generating an enhanced
X-Ray signal. To establish the influence of the dopant ion species on X-Ray pro-
duction, beams were prepared with >99% hydrogen, and hydrogen doped with N,
Ar, and Xe. To establish the >99% undoped beam, the FIB column was pumped
overnight to remove residual gaseous species. To establish the lightly doped
beam, the procedure described in section 2.4 was used. The composition of
these beams before and after the measurements are shown in appendix section
A.6. VLE-PIXE spectra of the SRM 654b are shown in figures 5.7a-5.7d with
respect to relative magnetic field strength.
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Figure 5.7: Doped hydrogen beam spectra vs relative magnetic field strength.
(@) >99% hydrogen beam, (b) N doped hydrogen beam, (c) Ar doped hydrogen
beam, and (d) Xe doped hydrogen beam. In all spectra, the intensity with mag-
netic field strength follows the trend as outlined in section 5.1.1, first increasing
from low intensity, then decreasing.

As can be seen in figure 5.7a, the response of the undoped (>99% hydrogen)
VLE-PIXE to the magnetic field shows that some residual contamination is still
present despite the best efforts establish a very clean beam. This also demon-
strates that even a trace amount of contamination is sufficient to enhance the
production of X-Rays. The intensity with respect to magnetic field strength for all
spectra once again follows the trend as outlined in section 5.1.1, first increasing,
then decreasing. The undoped and nitrogen spectra are quite similar with the ex-
ception of a significantly enhanced peak at ~0.392 keV which can be attributed
to emission from the nitrogen projectile. The similar change with respect to mag-
netic field for both these spectra suggests that the nitrogen has a negligible affect
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on the enhancement of the VLE-PIXE spectra and that any enhancement rela-
tive to the separated beam may be due to residual Ar or Xe contaminants. The
Ar and Xe spectra shown in figures 5.7c and 5.7d show a significant enhance-
ment relative to the fully separated beam across the entire spectrum greater than
1keV. When compared to the Xe spectra, an intense peak at an X-Ray energy of
~0.22keV is observed and attributed to emission from the Ar projectile. This peak
is investigated further in section 5.4.2. The Xe spectrum however does not show
any additional peaks and as such, is the favourable species for analysis of low
energy peaks in the region where the influence of Ar or N may obscure sample
characteristic peaks.

A comparison of the most intense VLE-PIXE spectra with respect to magnetic
field strength, taken with the undoped and doped beams are shown in figure
5.8a, normalised to beam current, capture time, and the percentage of dopant
species in the beam. Enhancement factors relative to the undoped hydrogen
beam are shown in figure 5.8c for each dopant species. As shown in figure 5.8c,
a significant increase in X-Ray production is demonstrated with the introduction
of the Ar and Xe species, however the effect of the N species was negligible.

The low performance of nitrogen may be due to the simple nature of the N elec-
tronic structure compared to Ar and Xe, resulting in a less significant change in the
electronic structure of the target atoms due to the formation of quasi-molecules.
The higher velocity of the N species, as well as the smaller atomic radius may also
also result in a shorter lived quasi-molecule compared to Ar or Xe. As calculated
in section 6.2.4, the collision time for N will be approximately 0.58 x that of Ar and
0.37 x that of Xe, which also reduces the probability of coincident interaction with
the sample as discussed in section 6.3. All these factors will result in a reduction
in performance for N compared to Ar and Xe as reflected in figure 5.8c.

The increase in performance between the Ar and Xe dopant species was small.
This effect may be due to the much larger distance of closest approach for Xe
compared to Ar, defined as the smallests internuclear distance achieved during
a collision. This metric, calculated as 5.76 x107''m and 5.18 x10'°m for Ar and
Xe respectively, influences the shift in energy levels associated with the formation
of a quasi molecule, with a smaller distance of closest approach resulting in a
greater shift in projectile and target energy levels. This effect will be discussed in
greater detail in section 6.2.3. In the case of N, despite the much smaller distance
of closest approach compared to Ar and Xe at 8.71x10-?m, the simple nature
of the N electronic structure and the short lived quasi-molecule will negate the
influence of the smaller distance of closest approach.
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Both the low performance of N and the low increase in performance between Ar
and Xe may also be explained by the ratio of the projectile to target atomic num-
bers (Z,/Z,). Brandt and Laubert explained that as the Z,/Z; ratio increases above
0.6, the result is a rapid increase in XRPCS due to the Pauli excitation model at-
tributed to the formation of quasi-molecules [101]. When the Z,/Z, ratio exceeds 1
however, the XRPCS does not increase any further. This is represented in figure
1.26b. The Z,/Z, ratios for the dopants used throughout the VLE-PIXE experi-
ments compared to the elements identified in the SRM 654b are listed in table
5.1. For the case of Nitrogen, the only element which the Z,/Z, ratio exceeds
0.6 is carbon, which is only present as a surface contaminant in the SRM 654b.
Indeed, the C Ka line is shown to be more intense for the N doped VLE-PIXE
spectrum in figure 5.8b compared to the undoped beam spectrum. For the case
of Ar, all Z,/Z, ratios exceed 0.6 and only C, Al, and Si exceed a value of 1. For
Xe, all measured elements exceed a value of 1 and thus it is expected that the
increase in XRPCS will be low relative to Ar, as was demonstrated in figure 5.8c.

Element | Z, | N/Z, | Ar/Z, | XelZ,

C 6 | 1.17 3 9

Al 131 0.54 | 1.38 | 4.15
Si 14| 0.5 | 1.29 | 3.86
Ti 22 1 0.32 | 0.82 | 2.45
\' 231030 | 0.78 | 2.35
Fe 26 | 0.27 | 0.69 | 2.08
Ni 28 | 0.25 | 0.64 | 1.93
Cu 29 1 0.24 | 0.62 | 1.86

Table 5.1: Z,/Z, ratios for the dopants used throughout the VLE-PIXE experiments
compared to the elements identified in the SRM 654b. Bold numbers denote Z,/Z,
ratios which exceed a value of 1.

5.3 Influence of Proportion of Dopant Species on
VLE-PIXE Performance

An experiment was carried out to determine the influence of the proportion of
dopant species on VLE-PIXE performance. This experiment was performed using
Ar as a dopant as opposed to Xe, despite Xe being preferable due to the absence
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of additional peaks as shown in figure 5.8a. This was due to a limitation of the
Xe source plasma, where operation above an RF power of 100W may result in
permanent damage to the source, specifically overheating of the metered orifice
discussed in section 2.1.1 which can cause closure of the orifice. Both hydrogen
and argon beams are typically operated at an RF power of 200W and therefore
could be mixed together without risk of damage to the source. It is expected that
Ar will give similar results to Xe as demonstrated by the performance increase
relative to the >99% hydrogen beam as shown in figure 5.8c.

To perform this experiment, first, a VLE-PIXE spectrum was taken on the SRM
654b with a >99% Ar beam. Contamination from previous source species meant
that some amount of hydrogen was still present which could result in the genera-
tion of some amount of X-Rays. With the gas supply lines for the plasma source
filled completely with Ar, the hydrogen beam was switched on, introducing a small
amount of hydrogen gas. The beam composition was measured and a VLE-PIXE
spectrum was captured. The source plasma was then switched off and a small
section of the gas supply lines was evacuated using the plasma source vacuum
system. The plasma source was once again ignited, resulting in a dilution of the
initial Ar content with a balance of hydrogen. This was performed several times,
resulting in a number of VLE-PIXE spectra vs. the partial pressure of argon in
hydrogen. The percentage composition of the beam with each pumping cycle
is shown in figure 5.9a where the Ar content is shown to decrease from 99% to
1.7% over the course of the measurements.

It is noted that using the method described above will result in significant contam-
ination to the gas delivery lines up to the hydrogen gas source bottle. Thorough
flushing and pumping of the lines is recommended following this measurement.
For commercial applications where a desired proportion of hydrogen to dopant
species is required, ideally a pre-mixed gas source will be used such that the
beam composition remains fixed over the course of the experiments and the beam
composition can be reproduced in a more predictable manner. For more flexible
beam mixing, mass flow controllers (MFC) may be used to precisely determine
the mixing ratio of each beam species.

Figure 5.9b shows the VLE-PIXE spectra vs. Ar percentage. An increase in the
total signal intensity is demonstrated as the Ar percentage increases from 1%
to ~80% as shown in figure 5.9c. This is followed by a rapid decrease in the
VLE-PIXE signal as the Ar content approaches 99%, and hydrogen content in the
beam approaches zero. This demonstrates that some proportion of hydrogen is
required to generate the VLE-PIXE signal. This experiment demonstrates that the
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addition of even a small percentage of a heavy ion species to a hydrogen beam
results in a significant enhancement of the VLE-PIXE signal. Conversely, adding
a small percentage of hydrogen to a heavy ion species beam can result in a heavy
ion beam which is also capable of producing a characteristic X-Ray signal. This
opens up the possibility for techniques such as an endpointing method, where the
X-Ray signal can be analysed during FIB milling with a heavy ion beam, allowing
precise control over sample delayering. Also, this could provide an alternative
to serial tomography, where both the milling and characterisation steps can be
combined into one, potentially reducing the experimental time taken to perform
this technique. Future work relating to these techniques is outlined in section
8.2.2.
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Figure 5.10: Isolated region of the VLE-PIXE spectra vs Ar percentage shown in
figure 5.9b.

In the <1.4keV region as shown in figure 5.10, the much greater intensity of the
overlapping X-Ray peaks results in greater difficulty distinguishing between these
peaks. The most intense peak which remains throughout all spectra is situated
close to the Ar L/ line at 0.22keV. When the high percentage Ar spectrum in the
high X-Ray energy region is fitted with a pseudo-Voigt function, several additional
peaks are identified which cannot be attributed to any known characteristic X-
Ray transitions and are shown in figure 5.11 with magenta labels. These peaks
disappear at low and high percentages of Ar and as such, it is likely that these
peaks arise due to interaction of the Ar projectile and protons with the sample,
possibly arising from the energy shifts associated with the formation of molecular
orbitals between the Ar projectile and the sample.
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Figure 5.11: Isolated region of figure 5.9b. Unidentified peaks arising as a result
of Ar interaction with the sample are labelled in magenta.

5.4 Heavy lon VLE-PIXE Spectra

In order to determine the influence on X-Ray production of the heavy ion species
alone, VLE-PIXE spectra were taken with beams where the vast majority of the
beam was comprised of the dopant species N, Ar, and Xe.

5.4.1 Nitrogen VLE-PIXE Spectra

A high purity (>99%) nitrogen beam was established by pumping the FIB plasma
chamber overnight. The beam composition prior to the experiment is shown in
figure 5.12a where the vast majority of species in the beam are attributed to the
N3 ion and the N* ion. Trace amounts of other beam species such as hydrogen
species may be present and are below the detection threshold for the current
measurement.

It can be observed that a significant number of X-Rays are produced when the
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Figure 5.12: (a) Beam component current measurement of the N beam. (b) N
X-Ray spectra as a function of accelerating voltage.

beam is comprised almost entirely of nitrogen. Given that these X-Rays are being
produced at an energy where the Coulomb XRPCS for nitrogen ions are expected
to be diminishingly small, it is quite likely that these X-Rays are being produced
through quasi-molecular interactions or the trace amounts of hydrogen remaining
in the beam. As Brandt and Laubert explained, due to quasi-molecular interac-
tions between the projectile and the target atom, the cross sections for heavy ion
X-Ray production will be significantly higher than for protons at such low energies
[101]. These quasi-molecular interactions are investigated in section 6.2.3.

The appearance of the broad, intense peak at an energy of 0.39keV is likely
attributed to molecular orbital emission originating from vacancy transfer from
the N projectile ion to the target atom. This MO emission was first observed by
Saris and Macdonald [138, 142], and described in detail in section 1.3.4.5. The
proximity of this peak to the Ti L¢ characteristic peak highlights the importance
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of using an ion such as Xe, where no additional peaks are observed due to the
primary ion. The peak shifting phenomenon described by Saris and Macdonald
however could not be observed in the nitrogen VLE-PIXE spectra with changing
accelerating voltage. This was due to the overlapping of the N MO emission
peak with the Ti L/ peak, and as such, peak shifts could not be distinguished
from the changing the N MO and Ti peak ratios with accelerating voltage. In
addition, the electron energy shift expected by the change in distance of closest
approach between 30keV and 8.1keV would be lower than the resolution of the
X-Ray detector used in these experiments of 0.128keV.

Filling of a projectile vacancy with an electron from a target atom results in a
vacancy in the target atom, a process originating from the formation of quasi-
molecules between the projectile and the target atom. The de-excitation of this
target vacancy would result in the emission of a characteristic X-Ray such as
those seen in figure 5.12b. This characteristic emission occurs more efficiently
than what is expected by Coulomb ionisation at such low energies and as such,
can be attributed to vacancy sharing due to the quasi-molecular model. As de-
scribed in section 5.2, this process is highly dependent on the Z,/Z, ratio of the
projectile and target atom. The only element found in the SRM 654b which N ex-
ceeds a Z,/Z, ratio of 0.6 or 1, is carbon. As the only intense characteristic peak
observed in figure 5.12b is the C Ka peak, this provides additional evidence that
this emission is due to quasi-molecular interactions.

5.4.2 Argon VLE-PIXE Spectra

A similar experiment was performed for an Ar beam where once again, a relatively
high purity beam was established as shown in figure 5.13a. Figure 5.13b displays
the Ar VLE-PIXE spectra as a function of accelerating voltage. An intense peak is
located at an energy of ~0.22keV which is located close to the Ar Ly = 0.2217eV
and L/ = 0.2201eV peaks. This peak is once again likely attributed to MO emis-
sion from the interaction between the projectile and the target atom as discussed
for the case of the nitrogen VLE-PIXE spectrum. Some weak characteristic peaks
are also observed which may be due to vacancy transfer as previously discussed.

Unlike the N VLE-PIXE spectrum, the Ar MO peak is isolated from surrounding
peaks and the peak shifts associated with changing accelerating voltage could
therefore be determined. Pseudo-Voigt fits to the Ar MO peak are shown in figure
5.14a, and the peak positions of the corresponding Voigt functions are given in
figure 5.14b. A clear shift in peak position to higher energies can be seen as
the accelerating voltage increases from 8.1 to 30keV. As the accelerating voltage
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Figure 5.13: (a) Beam component current measurement of the Ar beam. (b) High
purity Ar X-Ray spectra as a function of accelerating voltage.

decreases, the peak position converges towards the library peak energies of Ar
Ln = 0.2217eV and L/ = 0.2201eV. This is expected as the distance of closest
approach reaches the separated atom limit, ie. the value which is unmodified
by the formation of molecular orbitals between the target and the projectile. The
intensity of this peak also decreases as a function of accelerating voltage and
is due to the reduced probability of vacancy transfer as the projectile and tar-
get distance of closest approach increases and the formation of quasi-molecules
becomes negligible.

This peak shifting is believed to be the same behaviour observed by Saris et al.
[138] and Macdonald et al. [142] who attributed this shift in energy with increasing
accelerating voltage to the increase in binding energy of the 2pr electrons, as
modified by formation of molecular orbitals between the projectile and target. The
peak position was demonstrated by Macdonald et al. to be dependent on the

10
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Figure 5.14: (a) Ar MO peak as a function of accelerating voltage, with pseudo-
Voigt (P-V) fits displayed as dashed lines. (b) Ar MO peak positions as a function
of accelerating voltage.

sample composition. This behaviour provides significant evidence that this peak
is in fact due to MO emission and does not originate from characteristic X-Rays
from Ar ions implanted into the sample. This also leads to the conclusion that
the intense peak at around 0.22keV observed in the Ar doped beam spectrum in
figure 5.8a and in the VLE-PIXE spectra as a function of Ar partial pressure in
figure 5.9b are also due to MO emission. No shifts in the other spectral peaks are
observed however the low intensity of these peaks makes determination of these
peak positions with respect to accelerating voltage difficult.
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5.4.3 Xenon VLE-PIXE Spectra

A high purity Xe beam was established using the method discussed above. The
composition of this beam is shown in figure 5.15a. It should be noted that the
RF power of the Xe plasma at 37W is significantly lower than the 200W used for
the other species. Due to the much higher ionisation potential for the other beam
species, it is likely that this Xe beam is comprised almost exclusively of Xe.
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Figure 5.15: (a) Beam component current measurement of the Xe beam. (b) Pure
Xe X-Ray spectra as a function of accelerating voltage.

As demonstrated in section 5.2, Xe was shown to perform well as a dopant
species. The results shown in figure 5.15b demonstrates that it does so with
far less influence on the underlying spectra than N or Ar due to the lack of any
additional peaks as a result of electron transfer to the projectile. For this reason,
Xe can be considered the optimal dopant species when compared to N or Ar. The
use of Xe however will also result in greater damage to the sample due to high
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sputter yield. Additionally, limitations on RF power which can be applied to the
Xe plasma will limit the use of Xe as a dopant at high partial pressures of either
hydrogen or Xe where higher RF powers are required for efficient ionisation of the
hydrogen molecules and the formation of protons as shown in figure 2.8a.
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Figure 5.16: A comparison of the >99% purity VLE-PIXE spectra for each beam
species at 30keV accelerating voltage.

5.5 Sum of Undoped VLE-PIXE Spectra

To determine whether the resultant doped beam spectrum is indeed greater than
the spectra produced by its individual components, the most intense spectrum
from the high purity hydrogen beam shown in figure 5.7a, and the most intense
spectrum from the high purity Xe beam shown in figure 5.15b were added in
proportion to reproduce the Xe doped hydrogen spectrum shown in figure 5.7d.

It can be clearly seen that when the individual H and Xe spectra are added to-
gether, adjusted to the proportion of each species in the beam, is significantly
lower than the VLE-PIXE spectrum achieved when doping a hydrogen beam with
a small percentage of Xe. This experiment confirms the result achieved in sec-
tion 5.1, where the converged beams produced spectra which were greater than
the sum of the separated species. The sum spectrum experiment also elimi-
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Figure 5.17: Reproduction of the Xe/H doped beam VLE-PIXE spectrum from
figure 5.7a using a sum of the individual beam component spectra.

nates any additional influence from the application of the magnetic immersion
field. This phenomenon is key to the high performance of the doped beam VLE-
PIXE technique when compared to what is expected by PIXE performed at such
low energies.

5.6 Optimised Doped Beam VLE-PIXE Parameters

Beam Configuration

e Magnetic immersion field of SEM column can be adjusted to achieve highest
X-Ray signal. It was demonstrated in section 5.1 that this may be offset by
~20% relative to the converged beam.

Dopant Species

e Xe will ideally be used as a dopant species due to lack of additional MO
peaks generated by this species.

e Ar may be used in situations where high RF powers are needed as high RF
power Xe plasma may cause permanent damage to plasma source.

Heavy Species Doped Hydrogen Beam
e Pump plasma chamber and FIB column overnight

e Switch to desired dopant species for a period of no less than 30 minutes
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e Modify pumping cycle for a PVP delay of 10 seconds and a TMP delay of
10 seconds

e Switch to hydrogen beam. This will result in ~10% dopant species with a
balance of hydrogen which is optimal for trace element analysis.

Hydrogen Doped Heavy Species Beam

e |deally a pre-mixed gas source will be used such that a beam composition
of ~80% heavy ion species with a balance of hydrogen species is achieved

e Alternatively, the plasma source gas delivery lines can be filled with a low
pressure of hydrogen, and the heavy ion species plasma is turned on to
introduce a balance of heavy ion species

e For more flexible gas mixing, an MFC can be used to control the proportion
of gaseous precursor species

5.7 Conclusions

Heavy ion dopants were demonstrated to be essential for the enhanced produc-
tion of X-Rays during VLE-PIXE measurements. It was also shown that the impact
of both protons and a heavy ion species upon the same region of a sample pro-
duced an intensity of characteristic X-Rays greater than the sum of the individual
species. The proportion of dopant species was also shown to be an important
factor in considering the performance of doped beam VLE-PIXE. The addition of
a small amount of dopant species to a hydrogen beam can be used for trace ele-
ment analysis of a sample with reduced damage due to sputtering by the heavy
ion dopant species. Adding a small amount of hydrogen to a heavy ion species
was also demonstrated to generate a significant X-Ray signal and creates the
potential for sample analysis during milling with a heavy ion beam.

Xe was shown to be the optimal dopant when compared to N and Ar due to the
minimal contributions to the VLE-PIXE spectra by the projectile Xe ion. N and
Ar dopants produced intense peaks which can be attributed to the transfer of an
electron from the target atom to a projectile vacancy, the de-excitation of which
can result in the emission of an X-Ray. This process is known as molecular orbital
emission. The following chapter outlines an investigation into the interaction of the
proton and heavy ion dopant species upon the same region of the sample, and an
interpretive model is developed to help explain the doping physical mechanism.



Chapter 6

Interpretation of Doped Beam
VLE-PIXE Enhancement Mechanism

Throughout this thesis, it was established that the addition of a small percentage
of a heavy ion dopant species to a hydrogen ion beam is sufficient to dramatically
enhance the production of X-Rays. This occurs at energies where the XRPCS are
diminishingly small and PIXE characterisation is considered to be impossible. The
enhancement of X-Ray production by beam doping is however not predicted by
the literature and to our knowledge, has not been observed previously. As such,
the physical mechanism for X-Ray enhancement is yet unknown. This section
outlines an interpretation of the beam doping results achieved throughout this
thesis and a physical model is suggested to help explain the resulting behaviour.

6.1 Possible Enhancement Mechanisms

The predominant mechanism for ionisation by fast, light ions is the Coulomb
ionisation method described in section 1.3.4.2. Coulomb ionisation decreases
rapidly at lower energies and becomes negligible for the energies utilised during
VLE-PIXE. Beyond Coulomb ionisation, several additional mechanisms are de-
scribed which relate to the interaction of slow, heavy ions with the target atoms
and are described in section 1.3.4.5. These mechanisms alone however, do not
sufficiently explain the enhancement caused when both protons and heavy ion
dopant species are brought together and as such, additional interactions must be
considered.

Of the various physical mechanisms outlined in section 1.3.4.5 relating to the in-
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teraction of heavy ions with the sample, two mechanisms stand out which may be
further enhanced by the simultaneous impact of protons and heavy ion species.
These mechanisms are: the suppression of non-radiative transitions, and the
electronic energy shifts relating to the formation of molecular orbitals between
the target and the projectile.

6.1.1 Suppression of Non-radiative Transitions

As described in section 1.3.4.3, upon inner shell ionisation, outer shell electrons
may de-excite in one of three ways:

e Through emission of an X-Ray photon

e Through transfer of a virtual photon to an adjacent electron in the same
shell, leading to the emission of an Auger electron

e The transfer of a virtual photon to an electron in a higher shell, leading to
the emission of a Coster-Kronig (C-K) electron.

The sum of the fluorescence yield, Auger yield and C-K yield must be equal to 1
in order to account for the fate of all the inner shell vacancies. The ratio of these
yields however can change quite significantly due to the electronic configuration
of the target atom with the most profound effect arising when the target atom is
multiply ionised.

The multiple ionisation of a target atom results in a reduction of the Auger and
C-K yields as there are less electrons present in the system for energy to be
transferred to. As the Auger and C-K processes require two electrons and one
vacancy, yet the emission of a characteristic X-Ray only requires one electron and
one vacancy, the probability of emitting an X-Ray becomes greater than emitting
an Auger electron. The end result is an increase in the X-ray fluorescence yield
proportional to the number of vacancies present. This effect has been studied
extensively in the literature and has been demonstrated to affect XRPCS [225,
226, 227]. Lapicki et al. described this effect as resulting in a deviation from
the XRPCS calculated with the assumption of a single vacancy. This deviation
was shown to be more severe at lower energies. When multiple ionisations were
considered, the calculated cross sections agreed with experimental data [110].
This phenomenon demonstrates that as the energy of the incident ion decreases,
the possibility of multiple ionisation increases, resulting in a higher X-Ray yield.

Multiple ionisation may occur during doped beam VLE-PIXE when the simultane-
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ous impact of both a proton and heavy ion species results in the emission of more
than one electron from a target atom. Additionally, if the vacancy lifetime of the
target atom is sufficiently long, multiple proton impacts may occur during the life
of this vacancy, possibly resulting in the removal of additional inner or outer shell
electrons before de-excitation.

Miranda et al. suggested that the multiple ionisation effect can be corrected by
the modification of X-Ray fluorescence yields typically published for a single va-
cancy [228]. Based on the X-Ray fluorescence yields tabulated by Hubbell et
al. [117], the maximum enhancement in X-Ray fluorescence yield for a particular
shell can be calculated when the Auger and C-K yields are equal to 0, giving a
fluorescence yield of 1 ie. a 100% chance of a vacancy resulting in the emission
of an X-Ray. This however suggests that the target atom remains fully stripped
of electrons while it remains in the sample which is an unreasonable assumption.
A fluorescence yield of 1 can however be used for the purpose of analysing the
potential efficacy of this mechanism.

The literature single vacancy fluorescence yields are listed in table 6.1, alongside
the maximum theoretical enhancement factors for K shell X-Ray transitions based
on a fluorescence yield of 1. These values are compared to the maximum mea-
sured enhancement factors during the SRM 654b trace element analysis. The
measured enhancement factors are calculated as the ratio of the pseudo-Voigt
fitted peak heights for a specific transition generated by an undoped hydrogen
beam compared to a Xe doped hydrogen beam. An example of this procedure is
shown in figure 6.1.

Transition | Fluorescence Yield [117] | Max. Theoretical | Measured
TiK 0.221 4.52 9.24
Al K 0.038 26.32 10.13
SiK 0.047 21.28 11.36
VK 0.249 4.02 8.73
Fe K 0.342 2.92 6.83
Ni K 0.414 2.42 3.67
CuK 0.446 2.24 3.71

Table 6.1: Fluorescence yields for X-Ray transitions on the SRM 654b compared
to their maximum theoretical and observed enhancement factors. Bold numbers
denote measured values which exceed the maximum theoretical values.

In many cases, denoted by the bold values in table 6.1, the measured enhance-
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ment factors exceed the maximum theoretical enhancement factors as deter-
mined by the fluorescence yield. This demonstrates that while the suppression
of non-radiative transitions may partially explain the enhancement by beam dop-
ing, there must also be an additional mechanism responsible for the observed
behaviour.
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Figure 6.1: Example measurement for the calculation of enhancement factors for
a doped beam relative to an undoped beam. Peak height ratio is denoted by a
magenta arrow.

6.1.2 Electronic Energy Shifts

The formation of a temporary quasi-molecule and resulting shifts in the electronic
energy levels of both the target and the projectile have been demonstrated in
the past to result in significant increases in XRPCS. These enhanced XRPCS
are attributed to mechanisms such as electron promotion and vacancy sharing
as they allow ionisation at energies far below the Coulomb ionisation threshold
for a slow, heavy ion [100, 96, 229]. If these mechanisms alone however were
responsible for the enhanced X-Ray production, then the doped hydrogen beam
would produce no greater X-Ray production than the dopant species alone. As
demonstrated in section 5.5, this is not the case and the interaction of both the
protons and heavy ion dopant species are required.

A possible scenario can be described as such: during the modification of the
electronic energy levels during quasi-molecule formation, the heavy ion species
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may modify the electronic energy levels of the target. During this period of modifi-
cation, the simultaneous impact of a proton on the same atom may result in more
efficient ionisation of an inner or outer-shell electron due to the modified elec-
tronic energy levels of the target atom. Due to the significant difference in velocity
between the protons and heavy ion species, this may become further enhanced
by the use of heavier ions. This effect will in turn also result in the suppression of
non-radiative transitions due to the removal of additional electrons.

6.1.3 Vacancy Lifetime Modification

The vacancy lifetime of an atom corresponds to the time frame over which an
inner-shell vacancy can exist before an outer-shell electron de-excites and fills this
vacancy. As discussed previously, this de-excitation can occur radiatively or non-
radiatively, with the probability of a radiative de-excitation being highly dependent
on the number of outer-shell electrons. Likewise, the vacancy lifetime is also
highly dependent on the number of outer-shell electrons, with a fewer number
of outer-shell electrons available for de-excitation resulting in an increase in the
vacancy lifetime [230]. Betz. et al. reported an order of magnitude increase in the
lifetime of a K shell vacancy in multiply ionised sulfur at 1.5x10~!4s, compared
to singly ionised sulfur at 1.5x1071°s [231]. This lifetime altering phenomenon
results in a change in the emission line-width, with a shorter lifetime resulting
in a broader X-Ray emission peak due to the Heisenberg uncertainty principle
between time and energy [232].

This increase in vacancy lifetime can result in a lingering inner-shell vacancy,
during which period, an additional proton impact may result in the removal of an
additional outer or inner-shell electron which may also alter the vacancy lifetime
or the probability of a non-radiative transition. Such a phenomenon may result
in a feedback loop of sorts which has the potential to significantly increase the
production of X-Rays. This phenomenon may not be observed by protons alone
due to the lack of modification of electronic energy levels leading to more efficient
ionisation of target atoms, and may not be observed by heavy ions alone due to
the relatively long collision times of the heavy ions relative to the vacancy life-
times. For this reason, such a mechanism would rely on the simultaneous impact
of a proton and a heavy ion species.
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6.2 Calculation of Collision Parameters

The mechanisms proposed above make a number of assumptions regarding the
collision between the projectile ion and the target, in particular the timings re-
quired for simultaneous impact, and the internuclear distances required to achieve
sufficient shifts in electronic energy levels due to quasi-molecular formation. In
order to assess the validity of these mechanisms, the kinetics of a projectile colli-
sion with an atomic target must be considered which will allow determination of a
number of critical parameters relating to the proposed model such as:

e The distance of closest approach of the projectile, providing an estimate of
the maximum shift in electronic energy levels based on calculations such as
those provided in figure 1.25 as a function of inter-nuclear distance.

e Collision time, the time frame over which the energy levels of the projectile
and target are altered due to the formation of a quasi-molecule.

e The probability of simultaneous proton strikes upon the target during the
period that the quasi-molecule is formed.

e The vacancy excited state lifetimes for the projectile which will determine
whether an inner-shell vacancy of the projectile can survive until it can be
transferred to the target.

e The vacancy excited state lifetimes for the target which will determine the
time frame over which multiple impacts are possible, which may be modified
by multiple ionisation.

6.2.1 Screened Coulomb Potential

The method used to calculate the kinetic scattering of the projectile from the target
atom is a modern formulation of the screened Coulomb potential method first
outlined by Everhart et al. [233]. This potential is used extensively in scattering
calculations such as LEIS [234], and MO calculations [143] and can be used to
calculate many of the parameters listed above.

The screened Coulomb potential (/) as a function of inter-nuclear distance be-
tween the projectile and target (r) is given as:

V(r) = (Z1Z:€*/7)®(r/a) (6.1)
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where Z; and Z; are the atomic numbers of the projectile and target respectively,
e is the fundamental charge of an electron, and a is the screening length, over
which the visible charge of the nucleus is effectively reduced by the presence of
the surrounding electrons.

The first term is the Coulomb force experienced between the two nuclear charges
which decays linearly as a function of distance between the projectile and target
nuclei and as such extends quite some distance from nuclear centre. The second
term corresponds to the electron screening function which effectively reduces the
contribution from the Coulomb force at very small distances. This potential de-
cays exponentially as a function of distance from the nucleus. Using the Moliere
approximation to the Thomas-Fermi screening function, the function can be cal-
culated by [234]:

®(r/a) = 0.35 exp(—O.Sf) +0.55 exp(—l.Qg) +0.1 exp(—6.0£) (6.2)
a
where, a the Firsov screening length is calculated as:

0.4685
2/3
(le/ 2y Y 2)

a =

(6.3)

6.2.2 Impact Parameter

The first term used to describe the interaction between a projectile and a target
is the impact parameter (b), which is defined as the the perpendicular distance of
closest approach prior to deflection of the projectile. The impact parameter is an
important concept from the perspective of the molecular orbital model of collision
as it dictates how close the collision partners can approach. As such, electron
transfer probability due to the MO model is a function of impact parameter [100].

0 is the scattering angle following the interaction and varies inversely to the impact
parameter. A distribution of impact parameters is typically experienced by the
projectile due to the random insertion of projectiles into the target. These terms
are shown schematically in figure 6.2a. The variation in impact parameter as a
function of scattering angle is shown in figure 6.2b.

It is convenient to calculate the impact parameter b, over the possible range of
scattering angles (#) from 0 to 180°, rather than calculating the scattering an-
gle from an unknown range of impact parameters. The impact parameter also
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Figure 6.2: Diagram of kinetic scattering utilising a screened Coulomb potential.
The projectile is marked in blue with a blue arrow denoting the trajectory. The nu-
clear scattering centre is marked as a red circle with distance of closest approach
(rmin) Marked as a dashed red line.

changes as a function of kinetic energy of the projectile, with a greater kinetic en-
ergy resulting in a smaller scattering angle due to greater projectile momentum.
The calculation for b as a function of scattering angle is [235]:

Z1Z5ke?* |1+ cos

= \/ 4

b 2F 1—cosf (6.4)

where k is the Coulomb constant, and E is the kinetic energy of the projectile
which is related to accelerating voltage by Fx = ¢V'.
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Figure 6.3: Calculated impact parameters as a function of scattering angle for the
Ar — Ar system over a range of accelerating voltages.
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An exemplary system of an Ar ion scattering from an Ar atomic target is used to
verify the calculations, as a significant amount of information for this system is
provided in the literature. The notation (projectile — target) is used to denote the
projectile target scattering combination. The calculated Ar—Ar impact parameter
as a function of scattering angle is given in figure 6.3 for a range of energies.

6.2.3 Distance of Closest Approach

The distance of closest approach (r,,;,) is the minimum inter-nuclear distance ex-
perienced between the projectile and the target during the scattering process and
is a function of impact parameter and therefore scattering angle. The distance of
closest approach determines the extent to which the electronic energy levels of
the projectile and target can shift as the overlap of atomic orbitals is a function of
the internuclear distance between the target and projectile.

The absolute minimum distance of approach is achieved during a head-on col-
lision between the projectile and the target, at an impact parameter of 0 and a
resultant scattering angle of 180°. A scattering angle of 0 corresponds to the
distance at which the projectile is unperturbed by the presence of the target and
will continue on its path without deflection. In many cases, this will be a distance
greater than the interatomic distance of atoms in a material and the projectile will
therefore become influenced by the next nearest atomic neighbour. For simplicity,
this calculation assumes an isolated atom.

The distance of closest approach (r,.;,) can be calculated from the impact pa-
rameter [235]: boos (6/2)
COS

Tomin = Tn(@/Q) (6.5)
The corresponding distance of closest approach at each accelerating voltage for
the Ar— Ar system is given in figure 6.4a and demonstrates the reducing distance
of closest approach with both decreasing impact parameter and increasing accel-
erating voltage. The distance of closest approach for a 30keV Ar—Ar head-on
collision is calculated as 1.56 x 10~'m which is in good agreement with the value
measured by Kessel and Everhart for Ar—Ar of ~1.5x10~1'm [236]. For conve-
nience, the remaining calculations will be performed for head on collisions (180°,
b = 0), a commonly used technique [237], as this dictates the smallest distance
of closest approach and therefore the upper bounds for electronic energy level
shifts. This also reduces the collision system to one dimension.
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Figure 6.4: (a) Distance of closest approach as a function of scattering angle for
the Ar — Ar system over a range of accelerating voltages. (b) Distance of closest
approach for Ar —Z, for Z, from 3-80 amu for a range of accelerating voltages.
(c) Distance of closest approach at 30keV, 180° scattering angle for Z, —Z,
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The calculation for Ar —Z, for Z, from 3-80 amu, is shown in figure 6.4b for a
range of energies at 180° scattering angle. This plot demonstrates the influence
of target Z on the distance of closest approach, which increases as a function
of Z, due to the greater nuclear charge of the target. Figure 6.4c displays the
calculated distance of closest approach at 30keV, 180° scattering angle for Z, —
Z, with Z, =1 (H), 7 (N), 18 (Ar), and 54 (Xe) and Z, from 3-80 amu.

The distance of closest approach for the symmetrical ion-atom scattering sys-
tems can then be compared to the calculated MO energy diagrams as a function
of inter-nuclear distance, known as correlation diagrams. Correlation diagrams
for the N-N, Ar-Ar, and Xe-Xe systems are shown in figures 6.5a-6.5c. Inter-
nuclear distance is shown in atomic units where 1 a.u. = 5.29x10~!'m, the Bohr
radius (ao) of a hydrogen electron. Energy is shown in atomic units where 1
a.u. = 27.21eV, the Rydberg energy or the ground state energy of the hydrogen
atom. The distances of closest approach at 30keV and 8.1keV, are marked with
a dashed red line and blue line respectively to signify the range over which the
electronic energy levels are modified during such collisions.

For the N — N system, the distance of closest approach at 30keV is calculated to
be 2.35x107?m or 0.0444 a.u. as shown in figure 6.4c. Based on the correlation
diagram in figure 6.5a, this represents a significant shift in the electronic energy
levels relative to the separated atoms. The distance of closest approach for an
8.1keV, 180° collision, the lowest accelerating voltage as measured in section 5.4
is a value of 8.71x107?m or 0.16 a.u. and also represents a significant shift in
electronic energy levels. The change in distance of closest approach between
these two energies is very small, representing a change in the K shell binding
energy of ~50eV. This change is the factor attributed to the shift in peak position
with accelerating voltage as described by Saris and Macdonald [138, 142] and is
likely the reason why no peak shift was observed in the N spectra vs accelerating
voltage as described in section 5.4.

For the Ar — Ar system, a 30keV accelerating voltage corresponds to a calculated
distance of closest approach of 1.56x10~''m or 0.29 a.u. For an 8.1keV, acceler-
ating voltage, the distance of closest approach is calculated as 5.76x10~'m or
1.09 a.u. From the correlation diagram shown in figure 6.5b, several level cross-
ings can be observed up to the distance of closest approach at 30keV. These level
crossings are responsible for the electron promotion model as discussed in sec-
tion 1.3.4.5. This distance of closest approach also represents significant shifts in
electronic energy levels for the K, L, and M shell electrons, a phenomenon which
may be responsible for the enhanced X-Ray production.
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Figure 6.5: Molecular orbital correlation diagrams for the (a) N-N [238] (b) Ar-
Ar [104] (c) Xe-Xe systems [239]. Distances and energy are shown in atomic
units where 1 a.u. = 5.29x107'm, and 1 a.u. = 27.21eV. 30keV and 8.1keV
distances of closest approach are marked with dashed red lines and blue lines
respectively. The Xe-Xe diagram shows a red and blue arrow as the distances of
closest approach are greater than represented by the diagram.
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For the Xe — Xe system, the distance of closest approach at 30keV is calculated
as 1.40x107m or 2.64 a.u. and at 8.1keV is calculated to be 5.18x107m
or 9.80 a.u. The correlation diagram shown in figure 6.5¢c does not display the
energy levels beyond 1 au and therefore the changes in electronic energy with
internuclear distance could not be accurately determined. A more extensive cor-
relation diagram could not be found in the literature however through observation
of the diagram shown in figure 6.5c, it can be seen that some modification of the
atomic orbital energies extends beyond the diagram shown and some change in
the binding energies of the electrons can be expected.

The H — H correlation diagram is provided in appendix figure A.17 for reference,
however as there are no H electronic transitions capable of producing X-Rays,
the correlation diagram is not useful in this context. The calculated distances
of closest approach for the different projectile-target systems are summarised in
table 6.2.

8.1keV 30keV

System Tmin (M) Tmin(@.u.) Tmin (M) Tmin(@.u.)
H—H |1.78x107'3 | 0.003 |4.80x10"'*| 0.0009
N—N |871x1012 0.16 2.35x1072 | 0.044
Ar — Ar | 5.76x107!! 1.09 1.56x 101 0.29

Xe — Xe | 5.18x1071° 9.80 1.40x1071° 2.64

Table 6.2: Calculated distances of closest approach for the ion species used in
the VLE-PIXE experiments. r,,;, = the distance of closest approach and is listed
in both metres (m) and atomic units (a.u.)

Analysis of the correlation diagrams also provides information regarding the en-
ergy level crossings induced by the formation of molecular orbitals and can de-
termine the possible fates of the orbital electrons on projectile approach. As can
be seen from 6.5b, in the Ar-Ar system the 2s electrons are distributed into the
3do and the 3po orbitals, and the 2p electrons can be distributed as widely as
the 2pm, 2s0, 3dw, and the 4fo orbitals. At the distance of closest approach at
30keV, the energy level shifts as the electrons are distributed into these orbitals is
significant. At several points, the energy level of the 2p electrons crosses a higher
atomic orbital, marked with red circles in figure 6.5b. Fano and Lichten stated of
these level crossings:

“..the level crossing leads with high probability to the "promotion” of electrons to
outer shells, as the nuclei approach. ...These transitions lead to singly or, more
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often, multiply excited autoionizing states in atomic collisions. Mechanisms also
exist that enhance the otherwise negligible direct ionization [129].

Such processes and the role of distance of closest approach in the collision of the
target and the projectile have been discussed extensively in the literature and has
been directly attributed to an increase in XRPCS [130, 131, 132]. Details of the
electron promotion mechanism induced by energy level crossings in the quasi-
molecular model are discussed in detail, especially for asymmetric collisions by
Barat and Lichten [128]. Schiwietz et al. also demonstrated that the slow impact
of Ar = — Ar can result in the simultaneous ionisation of an inner and outer shell
electron due to this same 4fc mechanism [240]. This bolsters the importance of
considering the non-radiative suppression mechanism for enhancing VLE-PIXE
performance as discussed in section 6.1.1 and the vacancy lifetime modification
mechanism as discussed in section 6.1.3, both of which are highly sensitive to
multiple ionisation.

6.2.4 Collision Time

Collision time is the time frame over which the collision between the target and
projectile occurs, in the region where the quasi-molecule exists between a projec-
tile and a target atom. This is an important factor when considering the probability
of a coincident proton strike on a quasi-molecule and the time frame over which
a projectile or target vacancy can exist relative to the life of a quasi-molecule.

The projectile approaches a target atom at a constant velocity dictated by its ac-
celerating voltage. The Coulomb force experienced between the projectile and
the target causes the projectile to decelerate until it reaches the distance of clos-
est approach. For a head-on collision, the velocity at the distance of closest ap-
proach will be zero and the potential energy of the system will be the accelerating
voltage. During this process, the projectile transfers some energy to the target.
Following collision, the projectile then retreats from the target as the potential
energy acquired from the Coulomb potential is released as kinetic energy.

The energy loss due to scattering will occur continually over the course of the
collision, however it can approximated that this occurs at the distance of closest
approach where the Coulomb potential between the projectile and the target will
be at a maximum. The average energy lost to inelastic scattering can be approx-
imated by the total stopping power as established by Miller at al. [241], which is
defined as the average amount of energy lost by the projectile per unit distance
within the material. Stopping power tables for the various projectile-target sys-
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tems were generated using the SRIM code, which is based on the experimental
stopping power measurements by Ziegler et al. [219]. The total energy of the
collision system is equal to the kinetic energy provided by the accelerating volt-
age plus the potential energy of the Coulomb potential. As the Coulomb potential
varies as a function of internuclear distance, the kinetic energy must also change
such that the following relation is satisfied due to conservation of energy:

Eioo = Ex(r)+U(r) (6.6)

Ei = %va(r) + (21256 J7)®(r /a) (6.7)
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Figure 6.6: (a) Coulomb potential energy and projectile energy as a function of
inter-nuclear distance for the Ar — Ar system before and after collision. (b) Veloc-
ity of projectile as a function of inter-nuclear distance before and after collision.
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As the Coulomb potential energy increases, the kinetic energy of the projectile
must decrease and therefore so will the projectile velocity. After scattering, at the
distance of closest approach, some of the total energy has been transferred to the
target and therefore has been removed from the collision system. This energy is
utilised for processes such as displacement, ionisation, or excitation.

The kinetic energy and Coulomb potential of an Ar projectile as it approaches an
Ar target is shown in figure 6.6a. The Coulomb potential energy increases as
the projectile approaches the distance of closest approach and the kinetic energy
decreases as a result of the equality shown in equation 6.7. The projectile then
loses some kinetic energy to the collision between the projectile and the target
at the distance of closest approach and retreats from the target as the potential
energy is converted back into kinetic energy. The velocity of the particle can be
calculated from the kinetic energy using the method described in section 1.3.4.2.
The velocity as a function of inter-nuclear distance for the Ar — Ar system is given
in figure 6.6b.

Once the velocity of the projectile over the collision distance has been estab-
lished, the time taken for the collision to take place can be calculated by taking
the average velocity over the collision length. The collision length (L.) can be
estimated from the sum of the atomic radii of the collision partners which in this
case is the same as the projectile. The approach time, (¢,), retreat time, (¢,),
and total collision time (¢;,;) for the projectile-target pairs are shown in table 6.3.
These values are only approximate and represent the slowest or longest collision
time during a head-on collision.

System L.(m) ta(s) te(s) tor(s) tot / tp
H—-H |1.06x10719| 2.20x107%¢ | 2.21x10716 | 4.41x10°1¢ 1
N—N | 1.30x1071° | 8.27x107%6 | 8.49x1071¢ | 1.68x10°1 | 7.63

Ar — Ar | 3.76x10719 | 1.37x10°% | 1.46x1071% | 2.83x10°° | 12.86

Xe — Xe | 4.32x10710 | 1.91x10°15 | 2.27x1071° | 4.18x10°% | 19.10

Table 6.3: Calculated collision times for the ion species used in the VLE-PIXE
experiments. L. = collision length, ¢, = approach time, ¢, = recoil time, and t,,; =
total collision time. ¢, / t, is the ratio of the total collision time to the time of the
same journey carried out by a proton.

The same calculation can then be performed with a proton impacting the same
target, for example p — Ar. The approach time for the proton onto the target
can then be considered and compared to the collision time of the symmetrical
projectile-target pair. This allows an estimation of the potential number of proton
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impacts which can occur on the sample during the period which the target and
projectile atomic energy levels are modified by the formation of molecular orbitals.

The ratio of the total collision time for the symmetrical pair, compared to the ap-
proach time for the proton on the target (¢, / t,) is summarised in table 6.3.
Values of up to 19.10 are calculated for the Xe-Xe system, demonstrating that up
to 19.10 proton impacts can occur on the sample in the same time frame as a
Xe — Xe collision. It is important however to consider that this calculation does
not account for the probability of a proton striking the same atom upon the sam-
ple which would be required for the removal of an additional electron by proton
impact during the time which the electronic energy levels are modified by the
quasi-molecule. This effect was discussed in section 6.1.2.

6.3 Coincident Collision Monte-Carlo Simulation

As discussed previously, many of the mechanisms outlined in section 6.1 rely on
the coincident impact of a proton and a heavy ion on the same region of a sample.
Section 6.2 and in particular section 6.2.4 revealed that the time frame over which
these collisions occur is sufficiently long that several proton impacts may occur
on the sample during the presence of a quasi-molecule. What was not shown
however is the probability of these coincident collisions may occur.

To resolve this, a Monte-Carlo simulation was developed in MATLAB to help cal-
culate the probability of a simultaneous proton and heavy ion collision upon the
same atom within a sample. This simulation was used to capture the random
nature of particle impacts upon a sample and was necessary due to the com-
plex nature of calculating the trajectories of multiple particles of different masses,
velocities, and locations.

The simulation proceeds as such:

e The number of ions and protons emitted per second is calculated based on
the beam current and the proportion of each species in the beam. Typically
a 1:1 ratio of protons/heavy ions is used and a beam current of 100-200nA.

e Atime step is established such that the number of ions emitted per time step
is less than one. This can be thought of as the probability of an ion being
emitted. Additionally, the time step is adjusted such the distance travelled
per time step is smaller than the collision length of the atom to avoid the
ions “teleporting” through the atom.
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The simulation iterates through time steps, adding the emission probability
until it reaches a value of 1. A 25% randomness in the probability is in-
cluded at each time step to achieve a semi-random emission in time whilst
maintaining a constant beam current.

When a proton or ion is emitted, it is randomly assigned an X and Y coor-
dinate in a Gaussian distribution with width determined by a given d5, value
to simulate an ion beam profile upon the sample.

The protons and ions will then move through the simulation space with a
velocity determined by the given accelerating voltage and as such will move
a certain distance per time step.

After a short distance, the particles will encounter a coulomb potential repre-
senting a monolayer of atoms for the projectiles to interact with. The proton
and heavy ion will enter the Coulomb potential, resulting in a decrease in
velocity, followed by an increase in velocity as it escapes the potential. This
will include the loss of energy due to inelastic scattering. This mechanism
was demonstrated in figure 6.6Db.

At each time step, the proton and heavy ion locations are compared. If both
a proton and heavy ion are located within the collision length of the sample
atom, they are considered to be coincidentally striking the same atom and is
counted as a simultaneous proton and heavy ion interaction. This localises
the proton and heavy ion in 3 dimensions.

The number of coincident interactions is counted over period of many time
steps. This value is then normalised to the beam current and simulation
time to calculate a statistical value of coincidences/second/nA.

The standard parameters used for these calculations are:

Accelerating Voltage - 30keV
Proton/lon Ratio - 1:1

Beam current - 200nA

Emission Randomness - 25%
dso - 200nm

Time Interval - 5x 10717 seconds

Time Steps - 5x 10
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Figure 6.7: Example outputs of the Monte-Carlo simulation (a) Proton (red dots)
and heavy ion (blue dots) locations after 1 x10~!%s. The collision window is shown
as a blue box. (b) X-Y plane projection of particle locations demonstrating the
Gaussian distribution with a ds, of 200nm. (c) Example accumulative coincident
events for each ion species for the number of simulated particles after 2.5x107%s.
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An example output of the Monte-Carlo simulation is shown in figure 6.7a with
the proton (red) and heavy ion (blue) locations shown after 1x10-'s, and the
collision window displayed as a blue box. The significant difference in distance
travelled by the protons and heavy ions is due to the greater velocity of the protons
at the same accelerating voltage. Figure 6.7c shows the number of accumulative
coincident events for each ion species as a function of the ion number.

An approximate number of coincident events was established for each heavy ion
species, averaged over a number of simulation runs and is outlined in table 6.4.

System c/s/nA o n

N+H— N 13886 | 887 | 10
Ar+H— Ar | 52336 | 4109 | 10

Xe+H— Xe | 202252 | 7111 | 10

Table 6.4: The average number of coincidences per second, per nA of beam
current. Standard error of average number of coincidences per second per nA.
Number of simulation runs.

The coincident collision Monte-Carlo simulation demonstrates that a significant
number of coincident proton and heavy ion strikes may occur during the course
of doped beam VLE-PIXE measurements. These coincident events are key to
the mechanisms outlined in section 6.1 and may result in: the more efficient ioni-
sation of electrons by coincident proton impact while target and projectile energy
levels are modified by the formation of molecular orbitals, the suppression of non-
radiative transitions due to the more efficient removal of electrons responsible for
Auger and C-K electron emission, and the lengthening of vacancy lifetimes due
to the removal of additional outer-shell electrons which will be covered in greater
detail in section 6.4.2.

This simulation is however only an approximation and a number of limitations exist
such as:

e The simulation only considers a single monolayer of atoms as a sample and
does not account for more complex sample interactions such as double-
scattering or sub-surface collisions.

e The Coulomb potential and energy loss for the sample are only considered
for the maximum, where the ion is scattered at 180°. This will represent
the longest collision time and therefore the maximum number of coincident
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collisions and does not consider the range of scattering angles typically
experienced during scattering.

e This simulation assumes that the beam shape is perfectly Gaussian and
does not properly represent realistic beam shapes which may contain a
significant proportion of the beam in beam tails.

e This simulation assumes that only two particle species (protons and one
heavy ion species) are present in the beam at a time and does not account
for many multiple species.

e This simulation only considers the symmetric impact of a projectile atom and
an identical atomic target. Every projectile and target combination would
have to be calculated individually.

e The simulation does not consider vacancy lifetimes and whether long life-
times could result in coincident collisions beyond the lifetime of the quasi-
molecule. This factor discussed in section 6.4.2 would serve to increase the
number of X-Rays emitted.

6.4 Vacancy Lifetimes

6.4.1 Projectile Vacancy Lifetimes

The double scattering mechanism outlined in section 1.3.4.5 relies on the pres-
ence of a vacancy in the projectile as it approaches the sample. It has been
established in the literature that at low energies (<1MeV), vacancy sharing which
arises as a result of the double-scattering mechanism is the primary inner-shell
ionisation method and is responsible for the generation of a number of X-Rays at
lower energies [129]. This was demonstrated for the example of Ar — Al, Si, S,
Sc, Ti, and V [242], many of the elements identified in the SRM 654b.

In order for the vacancy sharing the occur, the projectile vacancy only needs to
survive the time between the first collision in the double scattering process, to the
distance of closest approach of the second target, a distance equal to the lattice
constant of the material minus the distance of closest approach. The vacancy
lifetime can be calculated from the radiative rate for the particular vacancy, values
which are well known and reported in the literature. The lattice constants can
also be found in the literature however due to the gaseous nature of the elements
chosen, estimations based on the experimental lattice constants for solid gases
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must be used. These lattice constants are quite similar to those found in the
vast majority of materials and can be used as a reasonable estimate for a more
general behaviour.

In order to determine whether the vacancy sharing mechanism is applicable in
the system measured throughout this thesis, the calculations performed in section
6.2.4 were modified such that the collision length was equal to the lattice constant
of the material minus the distance of closest approach.

The inner-shell projectile vacancy lifetimes (7,), lattice constants (d), lattice con-
stant collision times (¢;) and the ratio of the vacancy lifetime to the lattice constant
collision times (7, / t;) for a 30keV, 180° collision are listed in table 6.5.

System Tu(S) d(m) ta(s) Ty ta
H—H N/A N/A N/A N/A
N—N | 7.5x10719[243] | 5.67x1071° [244] | 8.23x10716 | 9.12
Ar — Ar | 5.0x10715[245] | 5.31x1071°[246] | 1.37x1071% | 3.65
Xe — Xe | 2.27x10719 [247] | 6.33x107'0[248] | 1.91x107'* | 1.19

Table 6.5: Calculated vacancy lifetimes for the ion species used in the VLE-PIXE
experiments. 7, = vacancy lifetime, d = crystal lattice spacing, and ¢, = lattice
constant collision time.

It can be seen that in all the cases provided above, the collision times are shorter
than than the vacancy lifetime for the given projectile. This is characterised by
the ratio of the vacancy lifetime to the collision times (7, / 7;) being greater than
1 for all the given projectile target pairs. This demonstrates that the projectile
inner-shell vacancies can indeed survive until they reach the distance of closest
approach to the target, where the vacancy can then be transferred to the target.
The vacancy however may be transferred prior to the distance of closest approach
which would serve to increase the ratio even further.

6.4.2 Target Vacancy Lifetime

Listed in table 6.6 are the K shell vacancy lifetimes for the elements in the SRM
654b, which only consider the presence of a single vacancy. These are known
as natural vacancy lifetimes in that they are unmodified by the effect of multiple
ionisation. These values are compared to approximate collision times for protons,
N, Ar, and Xe on the elements listed which are found in the SRM 654b.
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In most cases, the vacancy lifetimes are of a similar order or greater than the
collision time for the ion species. This means that the vacancies produced will
linger for some time following the collision event. This will further enhance the
effect of the coincident collisions outlined in section 6.3 as the heavy ion projectile
may have left the vicinity of the target atom, leaving a lingering vacancy which can
survive long enough for an additional proton strike and the removal of yet another
electron from the target atom prior to de-excitation. This will in turn reduce the
probability of non-radiative transitions and may extend the vacancy lifetime even
further due to the vacancy lifetime modification outlined in section 6.1.3

Shell | 7,(s) [249] tp(s) tn(s) tar(s) txe(s)

TiK | 5.64x10715 | 4.46x1071¢ | 1.70x10-1° | 2.99x1071% | 6.06x 10~ 1%
AlK |[6.21x107'* | 4.44x10° %0 | 1.69x107'° | 2.94x10"% | 5.66x10~1°
SiK | 444x107* | 4.44x10716 | 1.69x10"1° | 2.94x10~ 15 | 5.68x10~1°
VK | 462x1071 | 4.46x10716 | 1.70x10"° | 3.01x10~ 1% | 6.17x10~1°
FeK | 269x107% | 4.46x10716 | 1.70x10"1° | 3.03x107 15 | 6.47x10°1°
NiK | 1.95x10715 | 4.46x1071¢ | 1.71x1071° | 3.05x1071° | 6.73x107 15
CuK | 1.68x107'° | 4.47x10°1¢ | 1.71x1071° | 3.05x10"*° | 6.86x10~ 15

Table 6.6: K shell vacancy lifetimes compared to approximate collision times for
protons, N, Ar, and Xe on the various elements in the SRM 654b. Bold font values
denote collisions which are faster than the vacancy lifetime.

Table 6.7 shows the same values as in table 6.6, expressed as the ratio of the
vacancy lifetime to the collision lifetime for the various ion species. It can be seen
that in the most extreme case, for the impact of protons on an Al target atom, the
proton collision time is 139.86 times faster than the Al K vacancy lifetime. This
means that up to 139 proton collisions may occur on the sample in the lifetime
of the Al K vacancy, each of which has the possibility of removing an additional
electron. Once again, this calculation does not account for the probability of a
proton striking the same atom on the sample however it demonstrates the drasti-
cally enhanced probability of another proton impact occurring during the vacancy
lifetime.
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Transition | 7,/t, TltN | Toltar | Toltxe

TiK 12.65 | 3.32 | 1.89 | 0.93
AlK 139.86 | 36.75 | 21.12 | 10.97
Si K 100.00 | 26.27 | 15.10 | 7.82
VK 10.36 | 2.72 | 1.53 | 0.75
Fe K 6.03 1.58 | 0.89 | 0.42
Ni K 4.37 1.14 | 0.64 | 0.29
CuK 3.76 | 0.98 | 0.55 | 0.24

Table 6.7: The ratio of K shell vacancy lifetimes to collision times for the various
ion species. Bold font values denote collisions which are faster than the vacancy
lifetime, ie. 7, /t;>1.

6.4.3 Vacancy Peak Width Narrowing

The vacancy lifetimes as discussed in section 6.4.2 and outlined in table 6.6 cor-
respond to the natural or single vacancy lifetimes. As discussed in section 6.1.3,
the presence of multiple vacancies in a target atom can result in an increase in va-
cancy lifetime which can in turn result in a greater probability of coincident proton
impact during the vacancy lifetime and the removal of additional electrons. The
values listed in table 6.6 therefore correspond to the minimum lifetime of these
vacancies. The vacancy lifetime can be determined from the Lorentzian linewidth
of an X-Ray transition. As discussed in section 1.3.4.9, the shape of an X-Ray
peak is determined by a Voigt function which is the convolution of a Lorentzian
corresponding to the intrinsic X-Ray emission and a Gaussian corresponding to
detector broadening. Careful Voigt fitting of an X-Ray peak can therefore deter-
mine the Lorentzian linewidth which can then be converted to a vacancy lifetime
using the Heisenberg uncertainty principle for energy and time [250]:

AEAt > h/2 (6.8)

where h is the reduced Planck constant (6.58x1071eV-s). The vacancy lifetime
can therefore be estimated by [251]:

7 =H/T (6.9)

where I' is the measured FWHM Lorentzian linewidth in eV and 7 is the vacancy
lifetime in seconds.
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While significant effort was taken to calculate the Lorentzian width from the Voigt
fit of the spectral peaks measured throughout this thesis, it was determined that
the ratio of the Lorentzian width to the Gaussian width was far too large to achieve
an accurate value. Such an example is given in figure 6.8 where the Lorentzian
width is set to the natural linewidth of the Ti Ka X-Ray peak as given by Krause
[2]. Relative to the Gaussian broadening, the Lorentzian approximates a delta
function and represents a miniscule change in the Gaussian width relative to the
inherent noise of the system. Should there be an increase in lifetime due to
multiple ionisation, the width of the Lorentzian would only decrease further. For
this reason, the effect of multiple ionisation on the vacancy lifetime could not be
measured directly.
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Figure 6.8: Example of the Gaussian and Lorentzian functions generated by the
pseudo-Voigt fit of a Ti Ko X-Ray peak with the Lorentzian peak width fixed to the
natural linewidth of the Ti Ka peak.
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6.5 An Interpretive Model

Based on the analysis outlined throughout this chapter, a model is proposed
which considers the full collision process of a heavy ion doped hydrogen beam
upon a sample. This model includes the various mechanisms which may result
in enhanced X-Ray production which are specific to the beam doping method.
Where relevant, literature sources for the various mechanisms are provided. The
mechanisms occurring directly as a result of beam doping are listed in bold font:

1.

A slow, heavy projectile ion with an outer shell vacancy approaches the sam-
ple. The outer-shell vacancy is neutralised by an electron from the sample
via any number of mechanisms (see section 1.3.3.4) [74]. An inner-shell va-
cancy is formed in a collision with target atom 1. This is the first interaction
in the double scattering mechanism [135].

The projectile leaves the vicinity of the target atom 1 with an inner-shell
vacancy and approaches a target atom 2. Saris et al. estimated that 10%
of incident Ar ions would possess an L shell vacancy in this situation [138].

. The projectile forms a quasi-molecule with the second target atom, leading

to a modification of the projectile and target electronic energy levels. [229]

During the quasi-molecule lifetime, a proton or multiple protons may
impact the quasi-molecule, leading to more efficient ionisation due to
the modified binding energies of the quasi-molecule electrons [229].

Separation of the quasi-molecule results in inner-shell vacancy being trans-
ferred from the heavier to the lighter of the pair [141, 101]. The target also
possesses multiple inner-shell vacancies due to proton impact. The va-
cancy lifetimes may be extended by the presence of multiple inner and
outer-shell vacancies which may result in additional proton impacts
and ionisations prior to de-excitation.

The de-excitation of outer shell electrons result in the emission of character-
istic X-Rays from the target. Due to the presence of multiple vacancies
as a result of coincident proton impact, non-radiative Auger and C-K
emissions are suppressed resulting in an increased fluorescence yield
[110].

One possible outcome of this process is outlined diagrammatically in figure 6.9
for a hypothetical collision of an Ar* ion on an Al sample.
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Figure 6.9: Cartoon of a possible combined enhancement model. Electrons are
marked as filled blue circles with electron trajectories marked as green arrows,
vacancies are marked as empty blue circles. Protons are marked as filled red
circles with proton trajectories marked as red arrows. X-Rays are marked in pur-
ple and atomic nuclei in yellow. Projectile trajectories are marked with light blue
arrows.
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6.6 Model Limitations

Validation of the model outlined above demonstrates that under the experimental
conditions used throughout the VLE-PIXE measurements, the proposed model
can provide a possible explanation for the observed performance increase due to
beam doping. The model however has several limitations which must be consid-
ered to provide an accurate understanding of the observed behaviour.

Symmetrical collisions were used throughout much of the validation due to the
significant amount of literature information for these collisions. The most well
studied collision system in the literature is the Ar — Ar system as: this was the
system studied by Fano and Lichten which provided the initial findings for the
quasi-molecular model [129] and sparked lasting interest in this field, Ar is a very
commonly used species in many ion beam systems due to its ready availability,
and Ar has a good compromise of relatively complex electronic structure as well
as low mass and therefore high velocity, making it ideal for studies of the quasi-
molecular model.

Extending the combined model beyond symmetrical collisions becomes increas-
ingly complex due to the wide range of possible projectile-target combinations,
and the limited experimental data available in the literature for heavy ion impacts
on a variety of targets. Calculation of the MO correlation diagrams for asymmetric
collisions is also a difficult task [128]. Each projectile-target combination will need
to be assessed individually, with correlation calculations performed using density
functional theory (DFT). The calculation of these diagrams, often performed by
the variable screening method as outlined by Eichler et al. [252] are very complex,
requiring quantum mechanical solutions to the interaction of the molecular orbitals
formed between the target and the projectile. Such calculations are beyond the
scope of this thesis, in fact, early attempts to calculate increasingly more accu-
rate molecular orbital interactions resulted in the invention of DFT [238]. Some
additional asymmetric MO correlation diagrams for the various ions are provided
in appendix section A.8 for reference purposes, with r,,;, values at an energy of
30keV marked. It is assumed that the symmetric collisions may provide a good
estimation of the behaviour of the model however issues may arise when highly
asymmetric collision partners are used such as very heavy ions on light targets
and vice versa.

Many of the assumptions and simplifications used during the model validation
are outlined throughout the text when used. In particular, the distance over which
the collision between a projectile and a target atom can influence the electronic
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energy levels was assumed to be the sum of the atomic radii of the collision
pairs. Determining the exact distance over which these particles are capable of
forming molecular orbitals is once again the subject of an extensive DFT study
and beyond the scope of this thesis.

While the number of coincident collisions which were calculated in section 6.3
were quite high, these values could not be translated into a number of X-Rays
generated purely as a result of coincident collisions. This is due to the XRPCS
only being defined for a single atomic species, particularly protons and it is unsure
at this stage how exactly the presence of heavy ion dopant species will alter the
XRPCS beyond that of the XRPCS for either the heavy ion or proton species indi-
vidually. Given the magnitude of the observed increase in X-Ray yield with beam
doping beyond the currently understood eECPSSR and analytical methods, it is
likely that this task will not be trivial and won’t be achieved by a simple modifi-
cation of the current models, but the introduction of an extension to the current
physical models to include the interaction of multiple ion species.

It is for this reason that further development of the underlying physics is required
to understand how the interaction of multiple ion species with a sample results
in the ejection of X-Rays. This has significant implications for quantitative doped
beam VLE-PIXE, as a proper understanding of the enhancement in X-Ray yield
through any number of the above effects is essential for determining an accurate
method for converting a number of X-Rays to a concentration of a material on a
sample. This would involve a systematic analysis of the phenomena described
above to determine: if the phenomena can indeed result in an increase in X-Ray
yield to the extent described throughout this chapter, whether these phenomena
are separable in the sense that their impact on the X-Ray yield can be calcu-
lated individually, and whether the magnitude of the above phenomena can be
converted into an enhancement of the X-Ray yield beyond what is produced by
protons alone and vice versa.

6.7 Conclusions

A interpretive model was outlined which provides a possible explanation for the in-
creased VLE-PIXE performance experienced by use of beam doping. This model
takes into account a number of different mechanisms which may work together to
provide an enhancement of the VLE-PIXE XRPCS beyond what is expected by
the literature and beyond what can be achieved by the individual mechanisms in
isolation. The basis for the proposed model is firmly grounded in the literature,
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with discussion of the quasi-molecular model, the double-scattering mechanism,
vacancy sharing, and electron promotion being discussed in hundreds of papers
over a period of almost 6 decades.

The simultaneous impact of multiple different ion species is not commonly per-
formed in PIXE experiments due to the complexity of the multiple ion-solid inter-
actions confounding PIXE results. lon beams used for PIXE are typically filtered
by mass in order to achieve a single species beam. For this reason, it is likely
that this phenomenon has not been observed before in the context of modifying
PIXE measurements. One example was found in the literature involving PIXE,
where multiple heavy ion beams as well as an MeV proton beam were directed
towards the same sample for simultaneous heavy ion irradiation and PIXE/RBS
analysis. There was however no discussion of any anomalous PIXE results which
resemble those shown throughout this thesis and it is likely that the energy would
be too high for any significant effects to be observed [253].

The behaviour demonstrated by the addition of heavy ion dopants to a hydrogen
beam highlights a significant gap in the current understanding of the mechanisms
resulting in ionisation by the impact of heavy ions upon a sample. lonisation re-
sulting from the impact of heavy ions alone is still poorly understood and the beam
doping results outlined in this thesis may help shed some light on the underlying
mechanisms. Hopefully the results outlined in this thesis will spark an interest in
the field of doped beam VLE-PIXE, leading to an enhanced understanding of the
technique and the underlying physical mechanisms.



Chapter 7

Backscattered lon Spectroscopy
with a Hydrogen FIB

As mentioned in section 3.2.4, the VLE-PIXE process generates a large number
of backscattered ions from the sample which can penetrate the X-Ray detector
window at energies above 24keV. These BSls can carry information about the
surface composition and structure as outlined in section 1.3.5, in particular ki-
netic energy losses due to scattering from the sample. Analysis can be carried
out by measuring the energy of the backscattered ions following interaction with
the sample. Backscattering ion spectroscopy performed at energies of less than
30keV is referred to as Low Energy lon Scattering (LEIS). This section outlines
the application of backscattering ion spectroscopy using the Hydrogen FIB.

7.1 Sample Preparation and Characterisation

Cu films were deposited on single crystal Si(100) substrates using thermal evap-
oration. The two thickest films were measured using atomic force microscopy
(AFM) to determine the calibration factor for the quartz crystal monitor (QCM)
which is used to determine the thickness of the deposited layer during the ther-
mal evaporation procedure. The results of these thickness measurements are
shown in figure 7.1a for the approximately 10nm film and 7.1b for the approxi-
mately 20nm film. The thinner samples could not be measured directly using the
AFM as they could not be located using the optical microscope of the AFM. This
is however not a concern as QCMs are highly accurate once calibrated using a
secondary method such as the AFM described above, and are capable of mea-
suring thin film thicknesses with an accuracy of less than an Angstrom [254]. The
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Figure 7.1: Atomic force microscope thickness measurements of an (a) 10nm and
(b) 30nm thermally evaporated Cu film

result was a series of Cu films on Si with a thickness of 0.33nm, 0.7nm, 3.3nm,
6.7nm and 20nm.

The energy of the backscattered ions following interaction with the various sur-
face atoms as a function of scattering angle can be calculated using the kinematic
scattering theory outlined in section 1.3.3.2. Scattering energies for a 30keV pro-
ton beam as a function of angle are shown in figure 7.2 for the various elements
is used in these experiments. These values can be used to predict the location of
single scattering peaks which can otherwise be difficult to identify in LEIS spectra.
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Figure 7.2: Calculated kinematic scattering vs angle for a 30keV proton beam on
the elements analysed in these experiments

7.2 Cu Film Thickness Analysis With LEIS

An Oxford Ultim Extreme windowless EDS detector was used for the LEIS ex-
periments. The windowless detector allowed protons to strike the detector sur-
face directly, unmodified by transmission through the detector window. Following
chamber pump-down, the detector was cooled for 15 minutes prior to exposure to
maximise sensitivity. The maximum number of channels and a processing time
of 6 was used to maximise the resolution of the collected spectra.

Due to the possibility of damage caused by direct irradiation of the detector sur-
face, great care was taken to minimise exposure to the detector. For this reason,
irradiation currents were kept to a minimum at only several pA, and exposure
times were limited to 10 minutes. For all the exposures, a 20x20.m box was cre-
ated using the in-built pattern generator of the microscope, set to a 10 minute mill
time.

As discussed in section 1.3.4.8, when an X-Ray is incident upon and SDD detec-
tor, it will generate a number of electron hole pairs which is proportional to the
energy of the X-Ray. This number of electron hole pairs will likely be different for
protons and will lead to an inaccurate representation of the particle energy which
must be corrected. The energy correction was determined to be a linear shift of
the spectra by 13keV as determined by LEIS spectral simulations which will be
discussed in the following section. The energy corrected spectra are shown in
7.3a.
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Figure 7.3: (a) Energy corrected 30keV, 10pA hydrogen LEIS spectra of the vari-
ous thickness Cu films upon Si. (b) Scaled section of the energy corrected spectra
showing the Cu scattering peak (c) Isolated spectra of the 0.33nm Cu film demon-
strating the weak scattering peak. The red line is shown as a guide to the eye for
the linear extrapolation of the bulk scattering background
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The isolated region displaying the Cu scattering peaks for each film thickness
are shown in figure 7.3b. The 0.33nm peak is isolated in figure 7.3c for clarity
and demonstrates the presence of the very weak scattering peak even at a film
thickness of less than 1nm over the irradiated region. As predicted by the theory
in section 1.3.5.3, a shift towards lower energies can be seen as the film thickness
increases and can thus be used to characterise the thickness of the Cu films.

Spectra of the 6.7nm Cu film were taken at accelerating voltages of 5, 10, and
20keV as shown in figure 7.4. As can be seen, at 10keV and below the Cu scat-
tering peak at ~28keV (30keV) can no longer be resolved. For this reason, higher
accelerating voltages proved to be optimal for this technique. It is theorised that
this may be due to the EDS detector used for these measurements, the efficiency
which may decrease with decreasing incident particle energy. In addition, the
heavy particles may struggle to penetrate the thin dead layer at the surface of the
detector at low energies and thus will result in a diminishing signal.
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Figure 7.4: LEIS spectra of the 6.7nm Cu film on Si as a function of accelerating
voltage.

7.2.1 Simulation of LEIS Spectra Using SIMNRA

To confirm the validity of the LEIS spectra taken using the hydrogen FIB, simula-
tions of the expected spectra were performed using the SIMNRA software pack-
age, a software package dedicated to the simulation and analysis of LEIS, MEIS,
RBS and NRA spectra. SIMNRA was also used to fit the experimental data and
extract thickness measurements from the scattering peak [255].
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Simulations were performed using a layered structure consisting of a bulk Si sub-
strate, a 10nm native SiO, layer, and a Cu layer with a thickness reflecting the film
thickness being analysed. The full simulated LEIS spectra of the various samples
are shown in figure 7.5a and the isolated region showing the Cu scattering peaks
is shown in figure 7.5b. From the simulated spectra, several spectral features can
be determined which are present in both the simulated and experimental data.
This includes the bulk Si scattering peak at an energy of ~12keV, a feature at-
tributed to the bulk scattering through the native SiO, layer at ~18keV, and weak
features attributed to O and Si single scattering at ~23.5keV and ~26keV respec-
tively.

Utilising the SIMNRA software, theoretical fits to the experimental data can be
established to determine the thickness of the Cu films, shown as dashed lines in
figure 7.5c. These theoretical fits yielded a thickness of 0.34nm, 1.18nm, 4.02nm,
10.93nm, and 22.56nm. The results of these experiments are summarised in
table 7.1 and are compared to the results of the AFM + QCM measurements
which were outlined in section 7.1.

AFM + QCM | LEIS | % Difference
0.33nm 0.34nm 2.99
0.7nm 1.18nm 51.06
3.3nm 4.02nm 19.67
6.7nm 10.93nm 47.99
20nm 22.56nm 12.03

Table 7.1: Thickness measurements of the various copper films taken using the
AFM+QCM method and LEIS.

7.2.2 Detector Damage

During the small number of LEIS experiments performed above, a noticeable
decrease in the input count rate of the detector was observed under subsequent
measurements with identical beam conditions. This phenomenon suggested that
under the limited exposure of the backscattered ions and neutrals to the detector
surface, some amount of damage was accumulating in the detector PIN junction.
As such, the LEIS experiments were immediately ceased and planned future LEIS
experiments were cancelled until such time that a solution could be found.
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7.3 Conclusions

While a limited number of LEIS experiments could be performed to prevent per-
manent damage to the windowless EDS detetcor, the results of these experi-
ments demonstrate the sensitivity of the LEIS technique as performed using the
hydrogen beam. While this is not the first application of this technique to a FIB
microscope, this technique has only been performed using a GFIS microscope
utilising a He ion beam [170]. LEIS using a hydrogen beam in a PFIB can there-
fore be considered a new application of an existing technique and one which aims
to expand the repertoire of the PFIB microscope.

This technique also opens the possibility for simultaneous doped beam VLE-PIXE
and LEIS analysis, both of which can provide unique information about the com-
position of the sample. This possible technique is explored in greater detail in
section 8.2.5 as well as some potential resolutions for the detector damage issue.



Chapter 8

Conclusions and Outlook

8.1 Thesis Summary

The work undertaken in this thesis has demonstrated the implementation and
application of the doped beam VLE-PIXE technique on a commercial focused ion
beam microscope. This technique offers trace element analysis with performance
comparable to PIXE performed at much higher energies and the possibility of
simultaneous FIB milling and sample analysis. This expands the availability of
the PIXE technique from the relatively inaccessible particle accelerator facility to
a FIB microscope which can be located in a standard laboratory facility.

Implementing a hydrogen and doped hydrogen beam on a PFIB microscope was
the first and most critical step for making this technique possible. Understanding
the characteristics, performance, nuances and artefacts corresponding to the hy-
drogen FIB were fundamental to the implementation of VLE-PIXE on this instru-
ment and allowed validation of the VLE-PIXE technique. Particularly it allowed
the elimination of spurious signals generated as the result of stray electrons,
backscattered ions, or neutralised ions generated as a result of gas scattering
within the FIB column and microscope chamber. Characterisation of the beam
composition also demonstrated the generation of a high current of protons by the
plasma FIB system, a result critical to the performance of the PIXE technique and
unique to the plasma FIB as compared to previous hydrogen FIB manifestations
such as the GFIS.

The role of various spurious signal sources such as stray electrons, backscattered
ions and neutralised particles were investigated, and methods to eliminate such
signals were outlined such as, manipulating the SEM magnetic immersion field
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and FIB column lens biases. Reducing the FIB accelerating voltage to 24keV also
allowed the influence of backscattered ions on the X-Ray spectrum to be limited.
Ensuring a sufficient vacuum is established in the FIB column and microscope
chamber prior to experiments was found to be critical to reduce the impact of
secondary particles generated as a result of ion-gas collisions in the FIB column
and chamber.

Trace element analysis of standard reference materials performed using a lightly
Xe doped hydrogen beam allowed the validation of the performance of this tech-
nique utilising such metrics as signal to noise ratios and limits of detection. A
direct comparison between an analogous technique, SEM-EDS, was performed
and it was established that the sensitivity of doped VLE-PIXE was superior to EDS
for almost all elements analysed due to to absence of the broad Bremsstrahlung
background typical of electron X-Ray spectra. The absence of the Bremsstrahlung
background also allowed the identification of several peaks using VLE-PIXE which
could not be identified using EDS demonstrating a significantly increased sensi-
tivity. The mapping capabilities of the VLE-PIXE technique were explored and
were determined to be somewhat limited due to the very low signal generated by
the VLE-PIXE technique. It was established that the performance of the doped
beam VLE-PIXE technique was comparable to PIXE performed at much higher
energies as shown by the significantly increased X-Ray production cross sections
relative to a proton only beam.

Investigation of the beam doping method demonstrated that the signal produced
when both protons and heavy ions are incident upon the same location on the
sample was greater than the sum of the individual components. Xe was deter-
mined to be the optimum dopant species due to its relatively high performance
and the absence of additional X-Ray peaks generated by the Xe projectile. The
proportion of dopant species was shown to significantly increase the generation
of X-Rays from the sample, reaching a maximum at ~80% Ar species with a bal-
ance of hydrogen. This created the possibility for both a heavy species doped
hydrogen beam as well as a hydrogen doped heavy species beam, each with
unique potential applications.

Several potential physical mechanisms for the doped beam enhancement be-
haviour were discussed, namely the suppression of non-radiative transitions caused
by the removal of additional spectator electrons in the target atom, the formation
of a quasi-molecule between the target atom and the slow moving heavy projectile
ion leading to modified electronic energy levels of the target and the projectile and
more efficient ionisation of the target atom, and the extension of vacancy lifetimes
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by the removal of multiple electrons from the target atom. A Monte-Carlo simula-
tion was developed to estimate the probability of coincident impact of a heavy ion
and a proton at the same location on the sample. It was determined that the pos-
sibility of coincident impact was high which may lead to the multiple ionisation of
the target atom and resultant increase in X-Ray emission. An interpretive model
was proposed which takes into account the various different mechanisms which
may be responsible for the observed doped beam VLE-PIXE performance. Verifi-
cation of the model using kinetic scattering calculations demonstrated that under
the conditions used during the experiments performed, the proposed model has
the potential to explain the increased performance observed.

The backscattered ions generated as result of the interactions of protons with the
sample surface were analysed, a process known as backscattering spectroscopy
or low energy ion scattering. Utilising a windowless EDS detector, energy anal-
ysis of the BSlIs allowed the characterisation of the thickness of several copper
films prepared by thermal evaporation on an Si substrate. The collected spec-
tra provided a good match with simulated backscattering spectra, providing a
layer thickness measurement of down to 0.34nm averaged over an area of 20
micrometres. This technique established the possibility of simultaneous doped
beam VLE-PIXE measurement and backscattering ion spectroscopy.

8.2 Future Work

8.2.1 Validation of the doped beam VLE-PIXE Technique

In the future, further validation of the doped beam VLE-PIXE technique using FIB
instruments other than the one which was used throughout this thesis would be
highly beneficial to the validity of this technique, especially to demonstrate the
reproducibility of this technique. Additionally utilising low energy decelerated par-
ticle accelerator beams will help provide further evidence of the power of very
low energy PIXE analysis, as performed on well established, previously validated
and purpose built PIXE systems. This would also allow the technique to be vali-
dated at higher energies to determine the performance of this phenomenon with
increasing energy. This may lead to enhanced PIXE analysis in the MeV range by
irradiating the sample surface with a low flux of low energy heavy ions to modify
the electronic structure of the target atoms during analysis.

A more in-depth analysis into the use of doped beam PIXE utilising a wider va-
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riety of heavy ion dopants for the enhancement of VLE-PIXE performance could
also be carried out using multiple ion sources, each of which could be controlled
independently. This is compared to the source utilised during the study performed
in this thesis where limited control could be provided by the mixture of the various
gas species in the source. This could also include a modification of the existing
FIB hardware to allow more controlled gas mixing prior to the plasma source.

8.2.2 Endpointing and Real-Time Tomography

A potential commercial application of the doped beam VLE-PIXE technique could
be a real-time elemental mapping process or an endpointing method. In section
5.3, it was demonstrated that a small amount of hydrogen could be added to a
heavy ion species beam such as Ar or Xe to generate a strong VLE-PIXE signal. If
this VLE-PIXE signal is monitored during the milling process on a layered sample,
analysis of the change in characteristic peaks during milling could establish where
one layer of a sample ends and the next begins. This technique could have
significant applications in the semiconductor industry [256]. In addition, potential
chemical effects induced by the mixture of the hydrogen and heavy ion species
beam could provide some control over sample delayering, another critical process
in semiconductor processing and failure analysis. [257] This may result in the
mixture of more than two species, such as a Xe beam to induce rapid sputtering,
a nitrogen beam to induce chemical effects, and a hydrogen beam to generate an
analytical X-Ray signal.

Real-time elemental mapping would be a more advanced version of the endpoint-
ing technique where an X-Ray elemental map would be collected during sample
milling. As demonstrated in section 3.4, X-Ray elemental mapping allows locali-
sation of the elemental composition across a sample. As the beam scans across
the sample during collection of an X-Ray map, the proportion of the heavy ion
species with a greater sputtering yield than H*, HJ and H; would remove some
material, such that each subsequent X-Ray map would originate from a different
layer of the sample. Each map would form a “slice” of the material which when
combined would establish a 3-dimensional map of the elemental composition of
a material.

This technique is typically performed sequentially, where a layer of material is re-
moved from the sample and the exposed layer is then analysed by an alternate
means such as electron backscatter diffraction or EDS. This technique is known
as serial sectioning tomography and is notoriously slow due to the need to re-
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peatedly switch between FIB milling and sample analysis methods [8]. Utilising
the VLE-PIXE method with a mixed hydrogen and heavy ion species beam, the
milling and analysis steps could be combined into one and the mapping result
could be captured in real-time. This has the potential to significantly increase the
throughput of tomography workflows.

Potential Technique Challenges:

As the X-Ray detector will be inserted into the chamber during the milling process,
due to the proximity of the detector to the sample, a significant amount of material
which is sputtered from the sample will become deposited on the X-Ray detector
window. This may result in a reduction of the transmission of X-Rays through the
detector window, resulting in a decrease in sensitivity of X-Rays in the low energy
range. As described in section 4.1.2, this may also result in the backscattered
ions from the sample generating a signal upon the detector window which may
contribute to the observed spectra. A possible resolution for this issue may be the
addition of a replaceable screen in front of the X-Ray detector such that when the
screen becomes coated in sufficient material to affect VLE-PIXE performance, it
can be replaced with a new one, significantly extending the life of the detector.

Due to the high currents required in order to generate a significant X-Ray signal
and the inherently lower resolution of a FIB compared to a SEM, the spatial reso-
lution of this technique may be significantly worse than traditional serial sectioning
tomography performed by a combination of a FIB and an SEM. This may however
be improved over time due to generational improvements in the resolution of the
PFIB instrument. For endpointing, where bulk delayering of a sample is taking
place, the resolution limit may not be an issue. Due to the increased sensitiv-
ity of the doped beam VLE-PIXE, this technique may be able to detect the start
of a new layer potentially sooner than other comparable analytical endpointing
techniques such as secondary ion mass spectrometry (SIMS), which rely on the
surface sputtering of ions for layer detection.

8.2.3 Sample Damage

While a significant investigation into the signals generated as a result of ion impact
on a sample was carried out, there was not a significant focus on the damage in-
duced in the sample by the impact of protons. While PIXE is typically considered
a non-destructive technique, a significant amount of implantation, displacement,
and formation of interstitials can occur which will result in a modification of the
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material properties. One example of damage induced by proton irradiation at
energies close to VLE-PIXE (40keV) and HE-PIXE (3MeV) demonstrated the for-
mation of a significant number of defects [258]. A future study could involve the
analysis of damage induced in the sample during the process of VLE-PIXE, us-
ing techniques such as electron backscattering diffraction (EBSD), transmission
electron microscopy, and select area electron diffraction (SAED).

Doped beam VLE-PIXE will inevitably result in damage to the sample due to
the high sputter yield of the relatively heavier ions. A compromise may however
be identified where the X-Ray signal from a sample is still sufficient for analytical
purposes, yet the sample damage is minimised due to the relatively low proportion
of heavy ion species.

8.2.4 Backscattering Spectroscopy

The backscattering spectroscopy performed in chapter 7 was severely limited
by the potential of damage to the windowless EDS detector. Throughout the
small number of experiments performed, a noticeable decrease in the input count
rate of the detector was observed under subsequent measurements with identical
beam conditions and as such, the experiments were immediately ceased.

The windowless detector used in these experiments is quite expensive and dam-
age to the detector would require replacement of the entire detector unit. This
is due to the inability to replace the PIN junction which forms the detector itself.
A windowless EDS detector with a field replaceable PIN detector junction would
help reduce the cost of operating such a system by replacing the PIN junction
once damage has reached a certain level. No such detector currently exists. In
addition, the detector used for these experiments was optimised for the impact of
X-Rays and as such required energy correction for accurate spectral measure-
ments. Creating a detector which is optimised and calibrated for the impact of
protons would be highly beneficial for the accuracy of the backscattering spec-
troscopy technique.

8.2.5 Simultaneous Backscattering Spectroscopy and Doped
Beam VLE-PIXE

Using a dedicated detectors for both X-Rays and BSIs could also open the pos-
sibility for simultaneous doped beam VLE-PIXE mapping and LEIS mapping util-
ising the method discussed above. In such a situation, the windowed X-Ray de-
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tector could be utilised to capture characteristic X-Rays from the sample whilst
blocking the BSIs from reaching the detector. The windowless LEIS detector
could analyse the BSI energy, providing thickness information about the surface
which cannot be achieved using X-Rays alone. This is possible due to the pene-
tration of the protons into the surface which can provide “advance” information to
the user about the thickness of the upcoming layer. An ulta-thin screen could be
used prior to the windowless EDS detector in order to block heavy ions whilst still
allowing the transmission of protons. Such a screen could be much thinner than
a typical EDS detector window as it does not need to be vacuum tight owing to
the fact that the detector would typically operate without a window anyway.

This method is shown schematically in figure 8.1.
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Figure 8.1: Schematic of simultaneous backscattering spectroscopy and doped
beam VLE-PIXE
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Appendix A

A.1 UHR Field Lorentz force

To understand how the charged particles in the FIB react to the UHR magnetic
field, the Lorentz force equation can be used which describes the force applied
to a moving, charged particle as it travels through an EM field [259]. The Lorentz
force is calculated as:

F=g(E +vxB) (A1)

where F is the force imparted on a charged particle, ¢ is the particle charge, F is
the strength of the electric field, v is the particle velocity and B is the strength of
the magnetic field. By analysing images of the particle impacts following interac-
tion with the magnetic field of the magnetic immersion lens, it can be seen that
the fields are aligned such that the magnetic field imparts a Lorentz force only in
the X direction relative to the orientation of the FIB pole piece. For this reason,
the force in the Y direction can be ignored. Additionally, there is no net electric
field in the chamber and thus the £ component can also be neglected.

When the cross product is calculated to resolve the force specifically in the X
direction for equation A.1:

F, =q(v,B, — v.B,) (A.2)

It can be assumed that the vast majority of ions are positive and singly ionised
[35], therefore the charge ¢ = +1. As mentioned previously, the velocity in the y
direction is negligible, and therefore v, = 0. This simplifies equation A.2 to:
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F, =q(v.By) = v, B, (A.3)

As the Lorentz force is a product of a particle’s velocity, this velocity can be calcu-
lated as a function of the particle’s mass as it is accelerated through a potential
such as the accelerating voltage of a focused ion beam column. This velocity can
be derived from Newton’s equations of motion [259]:

1
E, = §mU2 (A.4)
1
q Vacc Ek: - §mv2 (A5)

where v is the particle velocity, ¢ is the particle charge, V... is the accelerating
voltage and m is the particle mass [259]. Substituting equation A.6 into equation
A.3:

2
= )2V g (A.7)
m

The work (1) done by a force (F) upon a body travelling over some displacement
(d) is given by [260]:

W=F-d (A.8)

From equation A.3, the magnetic field produces a force in the X direction so com-
bining and rearranging equations A.3 and A.8 gives the displacement in the x
direction (d,) imparted by the Lorentz force:
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A.2 Current Measuring Devices

A.2.1 Standard Faraday Cup

The current of a charged particle beam is typically measured using a device
known as a Faraday cup. This device, shown in figure A.1 comprises of a deep
hole drilled into a conductive stub with a small aperture covering the top of the
hole. The beam is directed down the aperture which also prevents secondary
electrons or ions from escaping the hole, thus collecting the entire beam current.
When a charged particle from a beam impacts a surface, it creates a localised
charge at the surface which is then neutralised by a positive or negative cur-
rent flowing from ground. When an ammeter is placed between the device and
ground, this "compensation” current can be measured and the current of the inci-
dent charged particle beam can be determined.

13mm diameter

To external
Pt Aperture Picoammeter

Ceramic Spacer

Figure A.1: A schematic of a standard Faraday cup.

The total compensation current flowing from ground through the Faraday cup can
be decomposed into several components:

Liotar = Ip — (ISE - ISI—i- - IZS'E + ]‘/5'[4_) (A10)

where I, is the current measured flowing from ground, I is the primary beam
current, Isg and Ig;, are the secondary electrons and secondary ions emitted
from the surface, and I, and I5;, are the secondary electrons and secondary
ions recollected by the same surface potential. In the case of a standard Faraday
cup, due to the small aperture size, the number of secondary electrons and ions
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lost from the cup are negligible and thus the number of secondary electrons and
ions recollected by the cup are equal to those emitted by the cup, therefore:

(ISE_[SI+_IQE+[é‘[+):O (A11)
Equation A.10 then simplifies to:

Itotal - ]P (A12)

The current measured between the Faraday cup and ground is therefore equal to
the primary beam current.

The Faraday cup shown in figure A.1 has been modified such that the current
measurement is decoupled from the microscope’s internal current measurement
system and instead utilises an external picoammeter with a greater accuracy,
ease of exporting data, and the reduced complication of systems such as the
internal touch alarm which forms part of the microscope’s current measurement
system. This so called "standard” Faraday cup is utilised in experiments where a
simple readout of the beam current is required.

A.2.2 Isolating Faraday Cup

Utilising the standard Faraday cup as discussed above, any particles hitting the
top surface of the cup are also capable of producing a compensation current. For
the purpose of measuring the individual beam components as outlined in section
2.2.1, this means that the standard cup is inappropriate for such a measurement
and an alternate design must be used. This alternate device is called an isolating
Faraday cup and is named due to the isolation of the top surface and the body of
the Faraday cup.

The working principle of the isolating Faraday cup is shown in figure A.2 where the
compensation current produced by the beam components hitting the top surface
will flow directly to ground. Only the component which enters the aperture will be
collected by the cup. Similar designs have been previously implemented for the
measurement of the shape of ion beams [261].

Several design iterations were considered before settling on the double-aperture
type design shown in figure A.3, resulting in the final device assembly shown in
figure A.4. This design has several features which have been implemented to
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Figure A.2: The working principle of an isolating Faraday cup.
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Figure A.3: Schematic drawing of the isolating Faraday cup design.

enhance the collection efficiency and accuracy of this device such as the angled
ion trap in the body of the Faraday cup to direct ions towards the internal walls of
the device rather than up towards the open face of the lower aperture.
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Figure A.4: The final assembly of the isolating Faraday cup device.
A.2.2.1 Isolating Faraday Cup Performance

In order to provide accurate measurements of the compensation current, the
Faraday cup was connected to an external Keithley 617 electrometer via an iso-
lated vacuum feedthrough located on the rear of the SEM chamber. The top
surface of the isolating Faraday cup and aperture was grounded directly to the
SEM chamber wall and affixed with Kapton tape. A schematic of the isolating
Faraday cup electrical setup is shown in figure A.5.

Il
2 ”‘1 H-V it
microscope

Vacuum ground
Feedthr

SEM Chamber

Aperture

Lower Cup

Figure A.5: A schematic of the isolating Faraday cup electrical setup.

To ensure that the beam was not hitting the inside surface of the cup, the beam
was dwelled at several points inside the aperture and the current monitored to
determine any current decrease resulting from collision with the side walls. The
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beam was also alternately dwelled off the side of the aperture to determine the
isolation efficiency of the top surface to the Faraday cup. This is demonstrated
schematically in figure A.6a.

/D

rag B HW WD HPW det [
1200x  30.00kV | 188mm | 173 pm TLD 15 nA

15 T I T
TN MM
<10} ]
c
Y=
©
5
O 5¢ .
0 50 100 150

Time (seconds)

Figure A.6: Faraday cup performance verification experiments. (a) The scan pat-
tern used to determine the side-wall collision and isolation efficiency, (b) The
current measurement from the Faraday cup during the performance scan.

The results of this experiment are shown in figure A.6b where the beam does not
hit the inside of the cup at any point in the scan, demonstrating that the cup can
be effectively used for the desired current measurements.
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A.2.3 Beam Scanning Method

In order to measure the individual components of the ion beam, the separated
beam must be scanned across the face of the isolating Faraday cup. This was
achieved by use of the microscope’s in-built scanning pattern generator. A scan
box was drawn across the aperture with a dimension in the Y-direction of less than
the beam width, approximately 100nm, and with a dimension in the X-direction
twice the width of the separated beam width so as to capture all the beam com-
ponents.

The beam dwell time was set to the maximum permissible by the scanning soft-
ware at 25ms and the scan overlap was adjusted to increase the scanning time to
around 15-20 minutes per scan. Such a slow scan was necessary due to the rela-
tively low speed of the picoammeter compared to the beam scanning and allowed
the integration of multiple current values per pixel. This was especially important
for low current peaks. The scanning method is shown schematically in figure A.7.

Beam Profile

/ Aperture
oo A Scan Box
G '

D
NS\
Scan Direction |

Figure A.7: Schematic of the scanning method used to acquire spectra.

®

An additional method was trialled where the beam remained fixed and the Fara-
day cup was programmatically moved in small steps below the beam. This was
carried out due to concerns about the deviation of the beam separation as it
passed through the varying UHR magnetic field, leading to possible mis-identification
of beam component peaks. Figure A.8 shows the scan of an H™ peak, demon-
strating the difference in spectra between the stage and beam scanning methods.
In the stage scanning spectrum, a significant amount of noise can be seen due
to the activation and deactivation of the stage motor relay between stage move-
ments. This noise, combined with the significantly reduced scanning step-size for
the stage of 500nm compared to the beam scanning method of 10nm, and the
minimum stage settling time of 1 second, rendered the stage scanning technique
to be inferior compared to the beam scanning technique. Small spikes in the mea-
sured current were also observed when utilising the beam scanning method as
shown in figure A.8. The source of this noise is likely attributed to improper elec-
trical connections throughout the measurement circuit or electronic noise within
the picoammeter itself. This noise did not significantly influence the measured
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Figure A.8: Beamlet compositional current scan of an H™ peak demonstrating the
difference in the stage and beam scanning methods.



228 APPENDIX A.

A.3 Xe Scattering Spot Burn

Primary
Beam Spot

Beam Skirt ° “

Beam Tails

100um
.

Figure A.9: Spot burn of a 2nA, 2keV Xe beam taken during chamber pump-down
used to determine the size of the primary beam spot, beam tails and beam skirt.
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Figure A.10: EDS spectra of NIST SRM 654b (a - g) 2, 5, 10, 15, 20, 25, 30keV
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Figure A.11: EDS Spectra of NIST SRM 1242 (a - g) 2, 5, 10, 15, 20, 25, and
30keV
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A.5 Beam Overlap Vs. Magnetic Field Strength
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Figure A.12: (a-j) Images of irradiation spots vs relative magnetic field strength
(RMF) with RMF marked on image.
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A.6 Doped Beam Characterisation
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Figure A.13: Beam component currents before and after experimental exposures.
(@) >99% hydrogen beam, (b) Nitrogen doped hydrogen beam, (c) Argon doped
hydrogen beam, and (d) Xenon doped hydrogen beam

Species Before (%) | After (%) Species Before (%) | After (%)
HF 6.19 6.24 HF 7.57 10.11

H;r 13.81 13.86 H;r 12.92 14.62

Hi 77.65 77.67 H 72.04 66.69
OF,Nf etc. | 1.15 0.75 OF,Nf etc. | 6.28 5.47

Art N/D N/D Art N/D N/D

Xe™ 1.19 1.45 Xe™ 1.20 3.12
Species Before (%) | After (%) d Species Before (%) | After (%)
HT 10.80 10.31 Ht 8.62 5.12

H;r 12.70 12.83 H;r 11.91 12.42

Hy 64.84 65.96 Hy 57.75 68.84
OF, N7 etc. | 3.93 3.63 OF, NJ etc. | 6.35 4.41

Art 7.72 6.26 Art N/D N/D

Xe™ N/D 0.99 Xe™ 15.36 9.22

Figure A.14: Quantified beam component currents before and after experimental
exposures (a) Clean hydrogen beam (b) Nitrogen contaminated hydrogen beam
(c) Argon contaminated hydrogen beam (d) Xenon contaminated hydrogen beam
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A.7 Pseudo-Voigt Peak Fits
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Figure A.15: Pseudo-Voigt fits for selected elements in the SRM 654b using a
lightly doped H/Xe beam. The beam composition used is given in figure 4.1a.
Lorentzian widths are fixed to natural linewidths as determined from [2].
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Figure A.16: Pseudo-Voigt fits for selected elements in the SRM 1242 using a
lightly doped H/Xe beam. The beam composition used is given in figure 4.3a.
Lorentzian widths are fixed to natural linewidths as determined from [2].
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A.8 Additional MO Correlation Diagrams
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Figure A.17: H-H MO correlation diagram. 30keV and 8.1keV r,,;, are marked
with dashed red lines and blue lines respectively. (From [100]).
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Figure A.18: Au+N MO correlation diagram with 30keV r,,;, marked with a red
dashed line. (From [262])
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Figure A.19: Ar-Ar MO correlation diagram with 30keV r,,;,, marked with a red
dashed line (a) Si+Ar from [263] (b) Cu+Ar from [264] (c) Mg+Ar from [265] (d)

Ne+Ar from [266].
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