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ABSTRACT

M
achine learning algorithms have achieved tremendous success on various

computer vision tasks in past decades. Large-scale well-annotated data,

such as ImageNet and ActivityNet, are necessary for learning a valuable

model. However, high-quality training samples are often insufficient in practice, and it is

labor-intensive and time-consuming to produce intense supervision for different learning

tasks. Designing algorithms with imperfect training data thus becomes significant in the

current data explosion era.

In this dissertation, imperfect supervision is categorized into three classes: 1) Limited

supervision where only a small portion of training samples are annotated; 2) Noisy

supervision where some labels of training samples are corrupted; 3) Weak supervision

where the labels of training data are imprecise to provide expected outputs. Several

models are developed to learn from the supervision of different data types. A self-paced

co-training algorithm is proposed to improve the model performance when limited

training samples are available. I have also proved that our algorithm can achieve a

better model with diverse classifiers. Moreover, a self-reweighting mechanism based on

online learned class centroids is introduced to prevent the model from deteriorating by

noisy supervision. Experiments are conducted on several image recognition datasets

demonstrating the superiority of our designed algorithms under both limited and noisy

supervision. Furthermore, two practical applications of temporal localization are studied

when weak supervision is available. The first task is the temporal action localization,

where only a single frame is annotated for each action instance. The goal is to produce
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precise temporal boundaries for action instances. An efficient frame expanding algorithm

has been introduced to improve the temporal action localization performance. The other

task uses query language to temporally localize moments in videos where only language-

video pairs are available in the training data. The connections between the video clips

and concepts in query sentences are formed by decoupling the core concepts in the query

sentence.

This thesis demonstrates that our well-designed algorithms yield excellent results

when only imperfect data are available in various vision tasks, ranging from image

classification, object detection, and temporal localization in videos.

Dissertation directed by Professor Yi Yang

Australian Artificial Intelligence Institute, School of Computer Science, Faculty of Engi-

neering and Information Technology, University of Technology Sydney
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1
INTRODUCTION

1.1 Motivation

Deep neural networks have achieved remarkable successes in various practical appli-

cations, including image classification, detection, video understanding, and natural

language processing (NLP). Large amounts of training data are critical for obtaining

valuable models. The emergence of ImageNet (Deng et al., 2009) has reached a milestone

for the image classification community. Afterwards, several significant benchmarks have

been set for almost all machine learning problems, such as COCO (Lin et al., 2014) in ob-

ject detection and segmentation tasks, Kinetics (Kay et al., 2017) in video understanding,

and GLUE (Wang et al., 2018) in NLP. These large scale training data provide substantial

supervision for training models. However, annotating training samples in different tasks

requires enormous human resources and takes an extended time. The labels of training

samples could also be incorrect if annotators mistakenly assign the wrong labels to some

training samples. Besides, almost unlimited data emerges on the internet every day,

so it is impossible to annotate all of them for model learning. Learning with imperfect

supervision is thus essential for obtaining valuable machine learning models. In this
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dissertation, we study three types of data whose annotations are insufficient to provide

full supervision for the learning process:

• Only a few training samples are annotated. In this case, the models learn from

limited labeled training samples and amounts of unlabeled samples, which are

more easily collected. For the image classification, only a few samples of each class

are labeled while most samples are unlabeled.

• Training samples are annotated with incorrect labels. Annotators may assign the

false labels to the training samples when they are tired during annotation or they

fail to identify the labels of samples. For instance, a dog image could be assigned

with the cat category by accident.

• Training samples are related but not directly aligned with the expected outputs.

The specific task in this set usually requires fine-grained outputs while the train-

ing data only have coarse annotations. For instance, we may only have frame

annotations without timestamps while the task is to temporally localize events in

videos.

Are there ways to train the model with imperfect supervision? We argue that better

models can be obtained by diving into various data supervision.

a) When only a few training samples are annotated, the large number of unsupervised

samples can be used to boost model performance. It is widely studied in semi-supervised

learning (SSL) which aims to learn from both labeled and unlabeled data. Building

connections between labeled samples and unlabeled ones is significant in SSL. The

supervised knowledge delivered by labeled data and potential data structure underlying

unlabeled ones is mined in various researches. Co-training (Blum and Mitchell, 1998),

which trains different classifiers and exchanges labels of unlabeled instances in an

iterative way, is one of the most classical and well-known SSL approaches. In recent
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years, co-training has been attracting much attention attributed to both of its wide

applications (Nigam and Ghani, 2000; Wan, 2009; Kumar and Iii, 2011; Zhu et al., 2012;

Do et al., 2016) and rational theoretical supports (Blum and Mitchell, 1998; Balcan et al.,

2004; Balcan and Blum, 2010; Wang and Zhou, 2007, 2010, 2013, 2017). However, current

co-training style methods lack optimization objectives that can measure the performance

and explain the intrinsic iterative mechanism for the learning with limited training

samples. This thesis introduces the self-paced co-training (SPaCo), which contains a

specified objective function where the optimization process complies with the learning

procedure of conventional co-training. Moreover, the rationality of our proposed algo-

rithm is guaranteed. Experimental evaluations on image classification, image retrieval,

and object detection demonstrate the generalization capacity and effectiveness of our

algorithm.

b) Noisy labels are commonly encountered in practical machine learning tasks since

datasets collected from search engines (Liang et al., 2016; Zhuang et al., 2017) or

annotated by crowdsourcing systems (Bi et al., 2014) usually contain false supervision.

Besides, many erroneous labels are from human annotations since annotators may

mistakenly assign false labels to given samples (Deng et al., 2009; Ma et al., 2020b).

Noisy labels in general handicap the performance of machine learning models from two

aspects. On the one hand, the increasing number of falsely annotated samples results

in the insufficient sampling of effective samples during training. On the other hand,

training on noisy data could deteriorate the model performance as models, especially the

deep neural networks, are easily overfitted on falsely annotated samples. Identifying

these corrupted training samples and preventing the model from overfitting on these

samples are thus critical to obtaining robust models (Raykar et al., 2010; Ren et al.,

2018).

A standard solution is to assign dynamic weights to samples. Impacts of noisy labeled
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data will be potentially reduced in training when weighted with smaller weights. (Bi

et al., 2014). For instance, assigning zero weights to wrongly annotated samples prevents

training from fallacious supervision signals. Recent methods produce sample weights

according to the losses of training samples (Shu et al., 2019; Ren et al., 2018), where the

sample is deemed as an incorrectly annotated sample when the corresponding loss is

big. However, a model often assigns large weights to noise samples when the model fits

the noisy samples well. This thesis proposes a novel reweighting method, namely self-

reweighting from class centroids (SRCC), to ameliorate the weight assignment for noisy

data. Concretely, the centroid of each class is first obtained based on sample features.

The similarities between samples and class centroids are then calculated to produce

sample weights. Our SRCC thus alleviates false supervision signals and improves the

reliability of sample weights. Theoretical analysis has also been given to demonstrate

the significance of our proposed method.

c) Sometimes annotated labels are not the same as the outputs we expected from the

model. Less information is contained in the annotated labels compared to the desired

prediction. In such cases, relations between inputs and expected predictions can not

be directly built. For instance, the model is required to produce video-level predictions

such as temporal localization of action instances while only action frame annotations

are available. Relations between training annotations and desired outputs should be

built to enable learning on these training samples. In this thesis, we study two practical

applications of such cases.

We first study the single frame supervision for temporal action localization (TAL). It

is time-consuming to annotate the temporal boundary of action instances in a video. The

annotators often watch the video several times to annotate a single action instance. In

this thesis, we make the first attempt to temporally localization action instances with

only frame labels. The annotators only watch the video once to record the action class and
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timestamp when they notice each action. This significantly reduces annotation resources

compared to full supervision. To make full use of single-frame supervision, we make

several inventions in our single frame network (SF-Net) for enhancing the localization

capability via identifying background frames and action frames. A novel background and

foreground mining strategy is introduced to expand the training pool through pseudo

labelling action frames. Our model has archived impressive performance compared to

models trained with full supervision.

We further investigate the weakly-supervised moment localization with natural

language. This is similar but a more complicated task compared to the TAL. The temporal

boundary of the target video clip is also produced by the model but is given based on

query language sentences. When the precise temporal boundary supervision signals are

absent, localizing the visual representations is challenging with video sentence pairs.

In this thesis, we divide this problem into the localization of atomic objects and actions

in the query sentence. We propose the decoupled consistent concept prediction (DCCP)

for weakly-supervised video localization where a novel pairing module is developed to

match word features with video clip features for localizing the atomic concepts. Extensive

experiments on three benchmarks demonstrate the superiority of our proposed design.

In this thesis, we focus on handling the three types of imperfect data. We demonstrate

that models could achieve impressive results even without high-quality human-annotated

data. Therefore, we believe that machine learning models could be learned from data of

arbitrary types.

1.2 Research Contribution

The contributions of this thesis are summarized as follows:

• We make an effort to teach models to learn with imperfect training samples, which
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forms three types of problems, including semi-supervised learning (SSL), noisy

learning, and weakly-supervised learning. We analyze each problem thoughtfully

and propose practical algorithms for different tasks.

• We introduce a unified self-paced co-training (SPaCo) framework, which provides

an optimization objective and shares a similar iterative process with the con-

ventional co-training algorithms for SSL. We also analyze the rationality of the

proposed SPamCo. The superiority of the proposed algorithms is comprehensively

substantiated on multiple tasks.

• We propose a simple yet effective self-reweighting from class centroids method

(SRCC) to address training with erroneous labels. We produce a robust sample

weight for each sample based on its feature similarity to the class centroids for

mitigating the negative effect of false annotated samples. Our work also makes

the first attempt to exploit mixed data with noisy labels to enhance the learning

process. Extensive experimental results on the various datasets confirm that our

method achieves promising classification performance.

• We make the first attempt to use single frame supervision for the challenging

problem of localizing temporal boundaries of actions. We present that the single

frame annotation reduces annotation time significantly than annotating precise

decision boundaries. A single frame network (SF-Net) is introduced to explore the

temporal boundaries of actions based on action frames. Extensive experiments are

conducted on three benchmarks, showing that the performances on both segment

localization and single-frame localization tasks are impressive with our SF-Net.

• We study a complicated weakly-supervised learning task, retrieving moments

via natural language without temporal boundary annotations. A novel decoupled

consistent concept prediction (DCCP) framework is introduced to facilitate visual
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and language representation learning. Our framework decouples this task into

several sub-tasks, localizing critical concepts in the query sentence. We develop a

pairing module for each critical concept to match the video clip that contains the

concept. Our framework achieves state-of-the-art performance on three standard

moment retrieval datasets, verifying the effectiveness of our proposed framework.

1.3 Thesis Organization

• Chapter 2: This chapter reviews the literature on semi-supervised, noisy, and

weakly-supervised learning. Specifically, the theoretical developments and applica-

tions for SSL in recent years are present. We investigate the common algorithms

in the noisy learning problem for the noisy training. We have also studied two

practical problems, including temporal action localization and localizing moments

with natural language, when annotations do not contain fine-grained information

for supervision.

• Chapter 3: In this chapter, we present a self-paced co-training (SPaCo) algorithm for

SSL when only a small portion of annotated training simples and a large amount

of unlabeled samples are available. The training objective and optimization process

are well presented to reveal the learning process. We also theoretically showed

that the success of our proposed algorithm is guaranteed with weak conditions. An

exciting conclusion, "a better model can be obtained if we have several models with

diversity", is drawn in this section. Experiments on toy data, image classification,

image retrieval, and object detection demonstrate the superiority of our present

algorithm.

• Chapter 4: This chapter focuses on training with noisy data where two types of noisy

training data, symmetric and asymmetric noise, are investigated. To mitigate the
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impact of false annotated samples, we introduce a novel self-reweighting algorithm

from class centroids (SRCC). We also provide theoretical analysis to demonstrate

the significance of our SRCC. Experimental results on several benchmark datasets

also show that our proposed method outperforms other state-of-the-art algorithms.

• Chapter 5: This chapter investigates a practical application to temporal localize

action instances in videos. We first show that annotating time could be largely

reduced when only the single frame rather than the precise temporal boundary of

the action instance is annotated. A useful single frame network (SF-Net) is then

introduced in this chapter to build action instances with single frame annotations.

Experiments are also conducted on several benchmarks to validate the merit of

our SF-Net.

• Chapter 6: In this chapter, we solve a more challenging problem, localizing moments

with natural language under the weakly-supervised annotation. This task not only

requires the feature processing of visual and language signals but also needs a

well-designed learning task to build connections between visual and language

signals. Without temporal annotations indicating the start and end timestamps

of events, we decouple this task into atomic concept localization by extracting

main components, such as objects and actions, in videos and languages. Extensive

experiments demonstrate that our proposed method achieves impressive results

even without precise temporal boundaries of action instances.

• Chapter 7: This chapter summarizes the thesis and instructs potential fields to be

pursued in the future.
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2
LITERATURE REVIEW

In this chapter, we provide readers with an overview of learning from imperfect data. We

begin with semi-supervised learning when limited labeled samples are avilable (Section

2.1). The development of SSL algorithms, especially the co-training style methods, are

reviewed. We then present the developments of methods on noisy learning when false

annotated labels are contained in training data (Section 2.2). Literature on weakly

supervised learning is discussed in Section 2.3 and two practical problems are reviewed.

2.1 Semi-supervised Learning

2.1.1 Co-training

As unlabeled data can be easily obtained with minimal human labor, Semi-supervised

learning has attracted lots of attention for boosting model performance with limited

training data. Blum and Mitchell (1998) proposed co-training algorithm which trains

different classifiers with training samples and expands the training pool of one classifier

based on pseudo predictions of unlabeled data from the other classifier. Multiple methods

9
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were then developed to improve the model performance. A standard solution is to alter

the process of adding unlabeled instances. Nigam and Ghani (2000) proposed Co-EM

to add all unlabeled samples at each iteration for training. All unlabeled samples are

used in the Co-EM and the labels of unlabeled samples are dynamic changed. Several

methods managed to improve the quality of unlabeled samples. Zhang and Zhou (2011)

formed a graph to enhance the confidence of selected unlabeled samples. Xu et al. (2016)

used predictions of different classifiers to construct a pseudo-label vector for achieving

a robust prediction. Zhou (2019) tempted to correct pseudo labels by logical reasoning.

Another solution is to constrain the predictions of different classifiers on unlabeled

data. Sindhwani et al. (2005b) proposed co-regularized least squares to minimize the

difference between predictions of different classifiers. Sindhwani and Rosenberg (2008)

introduced Co-MR to exploit Reproducing Kernel Hilbert Spaces defined over the labeled

and unlabeled data. Yu et al. (2011) proposed Bayesian co-training with the Bayesian

undirected graphical model. Ye et al. (2015) enforced an affixed rank constraint on

unlabeled predictions in the optimization function. However, these methods are designed

for the specific task, especially the classification task, and they are not easily adapted to

more practical tasks, such as object detection.

Moreover, the rationality of co-training is theoretical analyzed in several researches.

Blum and Mitchell (1998) proved that the model is learnable in the PAC model when

the features used in different classifiers are independent given the class. Abney (2002)

relaxed this assumption by providing a weaker view-independence condition. Balcan et al.

(2004) introduced the ϵ-expansion assumption, which further relaxed the condition for

guaranteeing the success of the co-training algorithm. Wang and Zhou (2010) analyzed

the co-training in the view of label propagation. Wang and Zhou (2013) introduced

diversity theory that differences between models could be used. Nevertheless, most

analyses contain subjective assumptions, such as independence between models or

10
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idealistic assurance on pseudo labels. These assumptions are not intuitive and are hard

to be verified in practical scenarios.

2.1.2 Self-paced Learning

Bengio et al. (2009) introduced a learning paradigm called curriculum learning where

training samples from easy to complex are ranked to learn a model. Kumar et al. (2010)

treated the curriculum design as a regularization term in the self-paced learning (SPL)

objective. A weight is assigned to each sample to indicate the training importance during

model iteration. SPL has recently attracted increased attention in various applications.

Jiang et al. (2015) introduced a self-paced curriculum learning regime via a loss of prior

knowledge. Meng et al. (2017a) showed that the optimization process of SPL is equivalent

to a robust loss minimization problem, which can be optimized with the majorization-

minimization algorithm. Shu et al. (2019) presented that weights of training samples can

be obtained from a meta-network rather than calculating weights from losses. However,

all training samples are annotated and used in these methods, failing to build relations

between labeled and unlabeled data. Recently, SPL has been also sued in several practical

scenarios. Ghasedi et al. (2019) applied the SPL to the generative adversarial clustering

and achieves impressive performance gain. Ge et al. (2020) recently used self-paced

contrastive learning to narrow the gaps between source and target domains. Yu et al.

(2022) adopted SPL to the specific anomaly detection problem and achieves significant

improvement.

2.2 Learning from Noisy Labels

When trained with noisy data, many efforts have been taken in recent years to im-

prove the model robustness in terms of theoretical analyses, loss objectives, and sample

reweighting. Manwani and Sastry (2013) proved that the risk minimization of 0-1 loss
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function obtains noise-tolerance properties. Liu and Tao (2015) proposed class-probability

estimators with order statistics of predictions on training samples. Zhang and Sabuncu

(2018) introduced a generalized cross-entropy loss (GCE), which used mean absolute

error and cross-entropy loss together for noisy samples. Wang et al. (2019) introduced

a reverse cross-entropy (RCE) to facilitate robust learning, and Lyu and Tsang (2020)

presented that curriculum loss can be used to select samples adaptively during training.

Although the robust loss enhances the model capacity with noisy data, these methods

only work on certain types of noisy data, especially the symmetric noisy data where the

noise samples in one class are uniformly sampled for other categories.

Sample reweighting methods have achieved appealing performance for noisy learning

in recent years (Shu et al., 2019; Ren et al., 2018; Yu et al., 2019). The core step is to

assign sample weights to training samples for the loss calculation. Meng et al. (2017b)

found that a monotonically decreasing weighting function is equivalent to optimizing

a robust loss function. Inspired by meta-learning (Finn et al., 2017), Shu et al. (2019)

proposed a complicated sample reweighting schemes with meta-learning scheme on

the validation data. Although significant performance gain is obtained, the training

procedure is extremely long on small datasets since the second derivatives are required in

meta-learning methods. Zhou et al. (2021) introduced the sparse regularization to reduce

the learning impact from noisy samples. Bai et al. (2021) investigated when to stop the

training process before the overfitting on the noise samples. Li et al. (2022) integrated

contrastive learning with sample selection to improve the model generalization, and

Liang et al. (2022) considered the few-shot learning when noise samples are contained.

However, these reweighting methods produce sample weights according to individual

sample losses, neglecting that individual sample losses would be inaccurate if the model

overfits the training data.

12
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2.3 Weakly Supervised Learning

There are some cases where the annotation data could not provide precise supervision

for given tasks. The labeled information is also changed in various applications, such

as object detection, image segmentation, and temporal localization. The critical issue

among these tasks is to build the relationship between the limited annotation data and

the required prediction. In this dissertation, we investigate two challenging practical

applications, temporal action localization, and moment retrieval via natural language.

2.3.1 Temporal Action Localization

Temporal action localization is to predict the start and end timestamp of action instances.

Given temporal boundary annotations, the background and action instances can be

distinguished. Zhao et al. (2017b) adopted a structural temporal pyramid pooling to

measure the completeness of action instances. Yuan et al. (2017) introduced temporal

evolution by splitting an action instance into three parts. Long et al. (2019) proposed a

Gaussian kernel to optimize temporal scale of action proposals dynamically. However,

these methods use fully temporal annotations, which are not easily obtained in practice.

Weakly-supervised temporal action localization is then studied where only action classes

in each video are contained. The temporal action score sequence is then used to provide

action proposals (Wang et al., 2017; Nguyen et al., 2018; Liu et al., 2019; Narayan

et al., 2019). Wang et al. (2017) introduced UntrimmedNet to reason about the temporal

duration of action instances. Shou et al. (2018) investigated foreground and background

scores in the temporal dimension for identifying action instances. Narayan et al. (2019)

designed three loss functions to learn action features for temporally localizing action

instances. Liu et al. (2019) introduced a multi-branch network to model the completeness

of actions. However, these methods are hard to localize action boundaries accurately as

no temporal information can be used.
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2.3.2 Localizing Moments with Natural Language

This task is to temporally localize the video clip that contains the moment described by

the query sentence. Anne Hendricks et al. (2017) introduced a moment context network

for moments retrieval and released the DiDeMo dataset for this task. Ning et al. (2018)

used Long Short-Term Memory (LSTM) for language encoding and adopted an attention

scheme for retrieving the moment. Chen et al. (2018) introduced a temporal groundnet

to exploit interactions between frames and words for final localization. Gao et al. (2017)

released a new dataset Charades-STA where the start and end timestamp of the moment

should be predicted for a query sentence. Ge et al. (2019) managed to learn activities

from both video and language modalities via activity concepts based localizer. Xu et al.

(2019) proposed a multi-task loss to build sentence-video connections. Nevertheless, all

these methods used temporal annotations, which are not available in most scenarios, to

build the semantic relations between languages and videos.
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3
SEMI-SUPERVISED LEARNING WITH SELF-PACED

CO-TRAINING

3.1 Introduction

Semi-supervised learning (SSL) aims to learn about labeled and unlabeled data by

considering supervised knowledge from limited training samples and potential unlabeled

data structures. Co-training (Blum and Mitchell, 1998) is one of the most classical and

well-known SSL approaches that train classifiers and exchanges predictions on unlabeled

samples in an iterative way. In recent years, co-training has been attracting attention

and is widely used in various applications (Nigam and Ghani, 2000; Wan, 2009; Zhu et al.,

2012; Do et al., 2016). The rationality of the co-training algorithm is also investigated.

Blum and Mitchell (1998) proved its correctness under the assumption that samples

from different views are independent given the class label. Later, Balcan et al. (2004)

relaxed the conditions that the co-training algorithm would succeed when the classifier

makes confident predictions on unlabeled samples in each view. However, these analyses

contain strong assumptions that the pseudo labels of unlabeled samples selected in each

15



CHAPTER 3. SEMI-SUPERVISED LEARNING WITH SELF-PACED CO-TRAINING

iteration are of high confidence extent. Such assumptions are too subjective to be satisfied,

especially in the early stage of the co-training algorithm. The learned classifiers might

not be able to precisely pseudo-annotate unlabeled samples with an expected accuracy.

This would degenerate the performance of co-training since the wrongly pseudo-labeled

samples involved in training have no chance to be rectified in the latter training process.

Another issue in co-training methods is the absence of an optimization objective to

measure the performance and explain the intrinsic iterative mechanism. The perfor-

mance measure is generally one of the necessary elements for a machine learning method.

Some studies introduced objective functions based on the assumption that predictions of

different classifiers or views on samples should be consistent (Sindhwani et al., 2005b;

Li et al., 2012). These co-regularization approaches encode relations of predictions from

different views into a co-regularization term and turn multi-view SSL into a new convex

optimization problem. However, the new objective function is often hard to optimize and

the learning process is totally different from the co-training process. Thus, it is critical

to provide a model with an explicit objective whose optimization process is consistent

with the co-training implementation. Moreover, most existing co-training regimes are

mainly implemented in two-view cases. When more views or classifiers are available,

these methods are not easy to be extended. A reasonable performance measure or an

objective function is necessary to inspire sound learning on training classifiers in general

multi-view scenarios.

To address these issues, we propose self-paced co-training (SPaCo) in this chapter.

The method differs from the previous co-training regimes mainly in two aspects: Firstly,

it utilizes a “draw with replacement” manner. An unlabeled sample added to the training

pool can be removed if classifiers in later training rounds identify it as a low-confidence

annotated one. The pseudo label of an unlabeled sample can also be rectified based

on the prediction from classifiers in later training rounds. Secondly, the rationality of
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SPaCo is also analyzed in this chapter. We present that our method can obtain a better

classifier when classifiers have diverse predictions on unlabeled samples. Moreover, it

is substantiated that the new method can attain an evident better performance beyond

current state-of-the-art co-training methods in various applications, demonstrating the

superiority of the proposed SPaCo algorithm. In summary, this work makes the following

contributions:

• A self-paced co-training (SPaCo) framework is presented, which can be easily

applied to multiple SSL tasks. Specifically, two regularization forms are intro-

duced, including hard and soft co-regularization terms. The SPaCo with the hard

co-regularization term, follows the sample selection of conventional co-training

algorithms. The soft co-regularization term would impose continuous weights on

samples for cross-view sample training.

• Instead of using fixed predictions on unlabeled samples and selecting examples

only based on individual predictions, our model draws the unlabeled samples with

replacement and considers predictions from all views to select pseudo examples.

• The effectiveness of the proposed SPaCo is analyzed based on the ϵ-expansion

theory (Balcan et al., 2004). The superiority of the proposed algorithms is compre-

hensively substantiated in various practical tasks.

3.2 Self-paced Co-training

3.2.1 Learning Objective

The general SPL framework introduces a weight for each training instance to decide

its learning order. We attach the weight to an unlabeled instance, the attached weight

can then determine the status of this sample being selected for training. Considering we
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have Nl labeled and Nu unlabeled training samples with M classifiers or views, we can

present the SPaCo optimization problem as follows:

min
Θ,V,Ỹ

E =
M∑
j=1

( Nl∑
i=1

ℓ
( j)
i +

Nl+Nu∑
i=Nl+1

(
v( j)

i ℓ
( j)
i + f (v( j)

i ,λ( j))
))
+R(V)+R(Θ),(3.1)

where

ℓ
( j)
i =


ℓ
(
yi, g(x( j)

i ;θ( j))
)
, i = 1, · · · , Nl ,

ℓ
(
ỹi, g(x( j)

i ;θ( j))
)
, i = Nl +1, · · · , Nl +Nu,

where yi and ỹi represents the annotated and predicted label of ith sample. ℓ de-

notes the loss function and v j
i represents the ith sample weight in the jth classifier.

We store all predicted labels and samples weights in Ỹ and V ∈ RNu×M , respectively.

Θ = {θ(1),θ(2), · · · ,θ(M)} are the classifier model parameters. R(Θ) is the regularization

term on model parameters. We employ the commonly used L2 regularization to penalize

the weights in the present paper. R(V) is the specific co-regularizer imposed on the

sample weights of unlabeled data.

Note that only unlabeled samples are attached with weights as the labeled ones

have been annotated. When and some labels are corrupted, we can also attach weights

to the labeled ones to make the model robust to the noise. In this chapter, we assume

that all the labeled examples are clean. As class distribution is significant for model

learning, we specify a different age parameter for each class to add unlabeled samples.

The corresponding regularization term can be written as follows:

f (v( j)
i ,λ( j))=−λ

( j)
c v( j)

i ,

where c is the pseudo label of sample x( j)
i , and K is the total number of classes. The

λ( j) = {λ( j)
c |c = 1, . . . ,K} is the age parameter that controls how many unlabeled examples

could be selected for training in each iteration. When λ j is small, only most confident

examples with small losses will be considered. As λ j grows, more unlabeled examples

will be gradually put into the training. As there are M views, we have to set the MK
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values of the age parameters in different views, which would be hard to be tuned during

training. Instead of directly setting λ
j
c, we simply define the number of selected examples

where the λ
j
c can be calculated by ranking the loss values of all unlabeled samples.

The last term R(V) is to encode the intrinsic correlation among weights of different

views and compensate each other by combining knowledge from all views. Without

this term, the above equation will degenerate into the traditional self-training semi-

supervised problem in each view since all views can be calculated separately with no

influence to and from other views. We thus call R(V) as the co-regularization term since

it plays a critical role in our algorithm for multi-view training. We formulate two types of

co-regularization terms, including hard and soft regularization terms, and explain how

these terms correlate different views.

3.2.2 Hard Co-regularization Term

For co-training style algorithms, the unlabeled samples with high prediction probability

of one class in one view would be added into the training pool of the other views. In our

SPaCo framework, the weight of an unlabeled example in one view would be 1 if the

classifier of this view predicts its corresponding sample with high confidence. To force the

algorithm into selecting this sample to others views, we ought to encourage its weight in

other views also being 1. The co-regularization term for implementing this can thus be

written as follows:

(3.2) Rh(V)=−γ
∑
p<q

(v(p))Tv(q),

where p, q ∈ {1, . . . , M}, and v(p) =V∗p contains all weights of unlabeled samples in the pth

view. γ is the co-regularization parameter that controls how strongly the regularization

is penalized.

The inner product form of the co-regularization term encodes the relationship of

“sample easiness degree” between two views and encourages unlabeled samples of both
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views to be selected simultaneously. This co-regularization term also follows the basic

strategy of co-training that most confident pseudo-labeled samples selected from one

view can be used by the other views. Suppose we are minimizing Eq. (3.1) using the

regularization term in Eq. (3.2) with all other parameters fixed except the weight vectors

of jth view, by calculating the derivative of Eq. (3.1) with respect to v( j)
i , we have

(3.3)
∂E

∂v( j)
i

= ℓ
( j)
i −λ

( j)
c −γ

∑
q ̸= j

v(q)
i .

Then we can get the closed-form updating equation for v( j)
i as follows:

(3.4) v( j)∗
i =


1,ℓ( j)

i <λ
( j)
c +γ

∑
q ̸= j

v(q)
i ,

0, otherwise.

From Eq. (3.4), we can observe that an sample with loss less than λ
( j)
c +γ

∑
q ̸= j v(q)

i

would be selected into training in the next iteration. This indicates that the confident

samples of one view (with relatively smaller loss value ℓ
( j)
i in the classifier of jth view)

and samples selected by other views (with v(q)
i = 1, meaning that the sample has been

taken as confident ones and selected in previous training process), are prone to be

selected than those with v(q)
i = 0. Note that for an unlabeled sample, its weight can be

only 0 or 1 and is related to all other views. Thus we call the regularization term in

Eq. (3.2) the hard co-regularization term.

The parameter γ controls the association degree between different views. If γ is

set sufficiently large with the quantity of added unlabeled samples fixed, all samples

selected from other views will be chosen by the classifier of the current view. It is then

equivalent to conventional co-training style algorithms in which the classifier of one view

first picks samples and then puts them all into the training pool of other views. However,

if predictions from one view are not reliable, we can set a small γ to combine predictions

from all views to improve the robustness of predicted results on unlabeled samples.
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3.2.3 Soft Co-regularization Term

The correlation information of sample confidence from different views is finely encoded

in the SPaCo model by introducing the inner-product-form co-regularizer term. The

proposed model can select unsupervised samples in one iteration and replace them with

other samples. It makes the model choose the confident pseudo-labeled samples for the

next training iteration. However, the weights on the unlabeled samples can only be 0 or 1,

meaning that they can only be roughly selected or removed. Compared to the hard-term

learning manner, the soft one should be more expected since it tends to more faithfully

and comprehensively reflect the correlation information among different views. To this

aim, we further design the following soft co-regularization term:

(3.5) Rs(V)= γ
∑
p<q

(v(p) −v(q))T(v(p) −v(q)).

As compared to the hard co-regularization term, the meaning of this regularizer

should be more evident: it is the square of the difference between weight vectors from

any two views and tends to enforce similar importance weights, as well as selected pseudo-

labeled samples for further training, among different views. This form is similar to the

form in co-regularization style algorithms, while instead of forcing the same predictions

from different views, we require that the confidence level of an unlabeled sample should

be similar in disparate views. As the confidence level of a sample is intrinsically related

to its prediction, the proposed co-regularization term implicitly correlates predictions of

all views. In addition, pseudo-labeled samples with high confidence would also be trained

to boost further model performance, which can be easily observed from the following

solution forms. By taking the derivative with v( j)
i , we can get:

(3.6)
∂E

∂v( j)
i

= ℓ
( j)
i −λ

( j)
c +γ

(
(M−1)v( j)

i − ∑
q ̸= j

v(q)
i

)
.
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Then we can obtain the closed-form updating equation for v( j)
i as follows:

(3.7) v( j)∗
i =



0,ℓ( j)
i ≥λ

( j)
c +γ

∑
p ̸= j

v(p)
i ,

1,ℓ( j)
i ≤λ

( j)
c +γ

∑
p ̸= j

(v(p)
i −1),

1
M−1

(
∑
p ̸= j

v(p)
i + λ

( j)
c −ℓ

( j)
i

γ
), otherwise.

It can be seen that for each x( j)
i , v( j)

i is also calculated as 0 when the ℓ
( j)
i is larger than

the sum of λ
( j)
c +γ

∑
q ̸= j v(q)

i , similar as the 0-weight case in hard SPaCo model. Otherwise,

as ℓ
( j)
i linearly decreases to λ

( j)
c +γ

∑
p ̸= j(v

(p)
i −1), v( j)

i would linearly increase to 1. This

means the sample weight is possible to be arbitrary value in [0,1]. We thus call the term

in Eq. (3.5) as the soft co-regularization term. Only for those pseudo-labeled samples

with sufficient confidence, v( j)
i will be 1, i.e., the sample will be used in the next training

process. There are two possible types of such confident samples: the sample with large

v(p)
i for all other views, and that with relatively smaller prediction loss value ℓ

( j)
i in the

current view. Both correspond to the confident samples complying with our intuition.

The parameter γ is similar to that in the hard SPaCo model. A relatively larger γ

would make most of the weights of unlabeled samples tend to be one, and a smaller one

would make these weights 0. The difference is that it leads to a soft weight updating

scheme in soft SPaCo cases and thus tends to get a more accurate evaluation of samples’

importance weights.

3.3 Optimization

In the previous section, we propose the SPaCo model with hard and soft co-regularization

terms, respectively. The alternative optimization strategy (AOS) can then be employed to

solve both models. In this section, we first introduce the traditional optimization strategy
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in which each view is updated in a serial way. Then to speed up the learning process, we

introduce the parallel amelioration of our algorithm.

3.3.1 Alternative Optimization Strategy

Initiation: The first step is to initialize the parameters in the proposed model. The

weight matrix V ∈RNu×M is initiated as a zero matrix. Classifiers in all views are first

trained based on labeled set, and predictions are made on the unlabeled set. Labels of

all unlabeled samples are set based on the average predictions from classifiers in all

views. Age parameter λ
( j)
c in each view is initialized with a small value to allow the most

confident unlabeled samples of each class in all views to be selected. The strategy of

tuning λ
( j)
c will be discussed in Section 3.5.2. The V is then updated based on the rule in

Eq. (3.4) or Eq. (3.7) for picking confident unlabeled samples for each view.

Update v( j): For the current jth view, the weight vector v( j) is updated for preparing

training samples. By taking derivatives with each v( j)
i , we can easily get the selected

pseudo-labeled into the training process (i.e., obtain their weights). As discussed before,

the solution for updating v( j)
i given hard and soft co-regularization terms are presented

in Eq. (3.4) and Eq. (3.7), respectively.

Update θ( j): The training pool in the current view now contains labeled and newly

selected pseudo-labeled samples. The problem of updating parameters θ( j) now becomes

the following sub-optimization problem:

min
θ( j)

Nl∑
i=1

ℓ
( j)
i +

Nl+Nu∑
i=Nl+1

v( j)
i ℓ

( j)
i +R(θ( j)),(3.8)

This is a standard objective function for supervised learning and can be easily solved

by off-the-shelf toolkits. For sample, if a neural network is adopted and the cross-entropy

loss is used for image classification tasks, the parameter θ( j) is simply optimized using
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the SGD algorithm. Our proposed method has no limitation on the base classifiers which

makes it applicable for general applications.

Update Ỹ : The newly learned classifier is expected to perform gradually better since

more confident data are expected to be used for training. It is then reasonable to make

use of the updated predictions on the unlabeled set to update their pseudo-labels. It can

be easily done by solving the following minimization sub-problem:

(3.9) min
ỹi

M∑
j=1

v( j)
i ℓ( ỹi, g(x( j)

i ;θ( j))).

It is easy to prove that the global optimum of the above problem can be obtained by

setting the pseudo-label ỹi as the weighted average predictions directly. Note that some

of the wrongly pseudo-labeled samples can be rectified in this manner.

Augment λ and Update v( j): Once pseudo-labels of unlabeled data are refreshed,

λ= {λ( j)
c |c ∈ [K], j ∈ [M]} is enlarged to allow more samples with lager loss values, i.e., the

unlabeled samples with lower confidences, into the training pool in the next iteration.

Specifically, we increase the number of selected unlabeled samples at each iteration in

the same way employed by co-training algorithms. Suppose that we increase the number

of unlabeled samples by 5 for each class in the current iteration. We first calculate losses

of all unlabeled examples by Eq. (3.4) and Eq. (3.7), and then sort the losses for each

class in the ascending order. We then set λ
j
c as the value of the top 6th loss for the cth

class under hard and soft regularization term settings, respectively.

We then update v( j) to pick the specific number of unlabeled samples for the next

iteration. There are chances that samples selected for previous training (i.e., weight

equals 1 in the previous iteration) may not be selected (i.e., the weight is updated as 0) if

their loss values increase to a large evident value. Our algorithm possesses the capability

of “draw with replacement” instead of “draw without replacement” manner in current

co-training approaches.

The iteration will be terminated when all unlabeled samples have been involved in
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Algorithm 1 Serial SPaCo
1: Input: Labeled and unlabeled samples, co-regularization parameter γ, and iteration

rounds T.
2: Output: Θ= {θ( j)| j = 1, . . . , M}.
3: Initialize weight matrix V, age parameter λ, and training round t = 1.
4: Update Θ

5: Update V
6: while t < T || no available data do
7: for vid ← 1 to M do
8: Update v(vid): prepare training pool for current view
9: Update θ(vid): learn a new classifier based on added samples

10: Update Ỹ : renew predictions on all unlabeled samples
11: Augment λ: allow more samples being picked
12: Update v(vid): select confident samples for other views
13: end for
14: end while
15: Return Θ

training, or the preset most significant iteration number is reached. Algorithm 1 presents

the entire optimization procedure. It is easy to see that the training steps of Algorithm

1 are very similar to the standard co-training method proposed in Blum and Mitchell

(1998). Specifically, it also iteratively trains classifiers on different views by exchanging

labels of unlabeled samples. This shows that the proposed algorithm is closely related

to other co-training approaches. Yet beyond others, the proposed algorithm complies

with an optimization implementation on an underlying self-paced learning model. This

model makes the co-training process capable of being quickly executed in multi-view

scenarios (more than three views) under sound objective guidance and provides some

novel, insightful understandings of the intrinsic effectiveness mechanism under the

co-training approach.

3.3.2 Parallel Training

The problem with the above training strategy lies in its training speed. Since the

parameters of all views need to be updated one by one serially, the training time will
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Algorithm 2 Parallel SPaCo
1: Input: Labeled and unlabeled samples, co-regularization parameter γ, and iteration

rounds T.
2: Output: Θ= {θ( j)| j = 1, . . . , M}.
3: Initialize weight matrix V, age parameter λ, and training round t = 1.
4: Update Θ

5: Update V:
6: while t < T || no available data do
7: Update V: prepare training data for all views
8: Update Θ : train classifiers for all views in a distributed way
9: Update Ỹ : renew predictions on all unlabeled samples

10: Augment λ: allow more samples being picked
11: end while
12: Return Θ

increase, especially in the cases that many views are available for the problem or multi-

modal information is expected to be employed. The training time becomes critical when

deep neural networks are adopted for each view. The parallel training manner should be

not only necessary but also a must. Therefore, we develop a parallel learning strategy

for the proposed SPaCo model, as summarized in Algorithm 2.

We can also reduce the costs of communication between different views. The updating

rule for importance weight vectors is thus simplified in each view based on weights of all

views learned from the previous iteration. If a hard co-regularization term is adopted, v( j)
i

is determined by its loss and weights from all other views, and the solution in Eq. (3.4)

is modified as follows:

(3.10) v( j)∗
i,t =


1, ℓ

( j)
i <λ

( j)
c +γv̄i,t−1,

0, otherwise.

where t denotes the current training round, and v̄i,t−1 = 1
M

∑
j v( j)

i,t−1 is the average weight

for xi in the previous (t−1)th training round. Similarly, given the soft co-regularization

term, we can rewrite the updating rule for v( j)
i as below:
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(3.11) v( j)∗
i,t =



0, ℓ
( j)
i ≥λ

( j)
c +γv̄i,t−1

1, ℓ
( j)
i ≤λ

( j)
c +γ(v̄i,t−1 −1)

v̄i,t−1 +
λ

( j)
c −ℓ

( j)
i

γ
, otherwise.

The updating rule, which defines the sample weight in each view, is now correlated

with the average sample weight in all views. The classifier of each view can be thus

optimized in a distributed way. The training of classifiers in all views can be deployed on

several threads or machines, and the bottleneck of training time in one iteration depends

on the classifier with the longest training time among all views. Parallel learning can

also be quickly executed in distributed machines when multiple deep neural networks

are employed. It is useful if we employ multi-classifiers for each view to improve further

the probability of selecting correct pseudo-labeled samples.

3.4 Rationality Exploration

Similar to the theoretical support for traditional co-training methods, we prove that

the proposed SPaCo algorithm is also a PAC learning algorithm (Valiant, 1984) under

certain assumptions. Since traditional investigations mainly focus on the rationality of

data with only two views, it is then critical to guarantee the effectiveness of the learning

algorithm when applied to the case with more available views. To make this feasible, we

define a more general version of ϵ-expansion condition as used in Balcan et al. (2004)

and prove its effectiveness when being applied to multi-view data.

Let D be the distribution over a sample space X = X1 × ·· ·× X M , and X+ and X−

denote the positive and negative regions of X, respectively (for simplicity we assume

we are doing binary classification). Let D+ and D− denote the marginal distributions

of D over X+ and X−, respectively. Following the definition in Balcan et al. (2004),
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we denote S = {S( j)|i = 1, . . . , M} as confident sets in each view (S j ⊆ X j+), and then

Pr(
∣∣ ∨

j∈[M]
S( j)∣∣)= Pr(S(1)∨·· ·∨S(M)) denotes the probability mass on sample for which we

are confident about at least one view. The multi-view ϵ-expansion condition is defined as

follows:

Definition 3.1. D+ is ϵ-expanding if the following inequality holds:

Pr
(∣∣∣ ⊕

j∈[M]
S( j)

∣∣∣)≥ ϵ min
(
Pr

(∣∣∣ ≥2∨
j∈[M]

S( j)
∣∣∣),Pr

(∣∣∣ ∧
j∈[M]

S̄( j)
∣∣∣)),

where Pr
(∣∣ ⊕

j∈[M]
S( j)∣∣) denotes the probability mass on samples for which we are confident

about only one view, Pr
(∣∣ ≥2∨

j∈[M]
S( j)∣∣) denotes the probability mass on samples being

confident at least two views, and Pr
(∣∣ ∧

j∈[M]
S̄( j)∣∣) denotes the probability of samples which

none of views are confident about. Pr(
∣∣ ∨

j∈[M]
S( j)∣∣)= Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣)+Pr
(∣∣ ⊕

j∈[M]
S( j)∣∣) and

Pr(
∣∣ ∨

j∈[M]
S( j)∣∣)+Pr

(∣∣ ∧
j∈[M]

S̄( j)∣∣)= 1.

Definition 3.1 is a more general version compared to the definition in Balcan et al.

(2004). Based on this multi-view ϵ-expansion condition, we have the following two

lemmas.

Lemma 3.1. Suppose Pr
(∣∣ ≥2∨

j∈[M]
S( j)∣∣) ≤ Pr

(∣∣ ∧
j∈[M]

S̄( j)∣∣) and Pr
(
T( j)

∣∣∣∣∣ ∨
j∈[M]

S( j)∣∣) ≥ 1− ϵ( j)

for every ϵ( j) ≤ ϵ
8 , and then Pr

(∣∣ ≥2∨
j∈[M]

T( j)∣∣)≥ (1+ ϵ
2 )Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣) where T( j) =S( j)
t+1 denotes

the updated confident region of ith view.

28



3.4. RATIONALITY EXPLORATION

Proof:

Pr
(∣∣ ≥2∨

j∈[M]
T( j)∣∣)≥ Prp ̸=q

(
T(p) ∧T(q)

)
≥ Prp ̸=q

(
T(p) ∧T(q)

∣∣∣∣∣ ∨
j∈[M]

S( j)∣∣)Pr
(∣∣ ∨

j∈[M]
S( j)∣∣)

≥ (1−ϵp −ϵq)Pr
(∣∣ ∨

j∈[M]
S( j)∣∣)

≥ (1− ϵ

4
)(1+ϵ)Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣)
≥ (1+ ϵ

2
)Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣).
Lemma 3.2. Suppose Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣) > Pr
(∣∣ ∧

j∈[M]
S̄i

∣∣) and let α = 1−Pr
(∣∣ ≥2∨

j∈[M]
S( j)∣∣), if

Pr
(
T( j)

∣∣∣∣∣ ∨
j∈[M]

S( j)∣∣)> 1−αϵ( j) for every ϵ( j) < ϵ
8 , and then Pr

(∣∣ ≥2∨
j∈[M]

T( j)∣∣)≥ (1+αϵ
8 )Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣).
Proof:

α= Pr
(∣∣ ∧

j∈[M]
S̄i

∣∣)+Pr
(∣∣ ⊕

j∈[M]
S( j)∣∣)

≥ (1+ϵ)Pr
(∣∣ ∧

j∈[M]
S̄i

∣∣)
≥ (1+ϵ)(1−Pr

(∣∣ ∨
j∈[M]

S( j)∣∣)).
We get Pr

(∣∣ ∨
j∈[M]

S( j)∣∣)≥ 1− α
1+ϵ

.

Pr
(∣∣ ≥2∨

j∈[M]
T( j)∣∣)≥ Prp ̸=q

(
T(p) ∧T(q)

∣∣∣∣∣ ∨
j∈[M]

S( j)∣∣)Pr
(∣∣ ∨

j∈[M]
S( j)∣∣)

≥ (1− αϵ

4
)(1− α

1+ϵ
)

≥ (1−α)(1+ αϵ

8
)

≥ (1+ αϵ

8
)Pr

(∣∣ ≥2∨
j∈[M]

S( j)∣∣).
Based on above lemmas, we have:
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Theorem 3.1. Let ϵ f in and δ f in be the desired accuracy and confidence parameters.

Suppose that the multi-view ϵ-expanding condition is satisfied in each training round,

and our algorithm trains classifier in each view with accuracy and confidence parameters

set to ϵ·ϵ f in
8 and δ f in

K , respectively. After running the SPaCo for K =O(1
ϵ
log 1

ϵ f in·ρ init
) rounds,

we can then achieve the error rate as follows:

Pr
(
E(x,y)∼D(ℓ(y, g(x,Θ))< ϵ f in

)≥ 1−δ f in

Proof: For i ≥ 1, assume that S( j)
i ⊆ X ( j)+ is the confident set in each view after step i−1

of self-paced co-training. Define pi = Pr
(∣∣ ≥2∨

j∈[M]
S( j)

i

∣∣), qi = Pr
(∣∣ ∧

j∈[M]
S̄i

∣∣), and αi = 1− pi,

with all probabilities with respect to D+. We try to bound Pr(
∣∣ ∨

j∈[M]
S( j)

n
∣∣) after K rounds

of iteration. After each training round, we get that with probability 1− δ f in
K , we have:

Pr
(
S( j)

i+1

∣∣∣∣∣ ∨
j∈[M]

S( j)
i

∣∣)≥ 1− ϵ f in ·ϵ
8

.

After first iteration, with probability 1− δ f in
N , we can get:

p1 = Pr
(∣∣ ≥2∨

j∈[M]
S( j)

1

∣∣)≥ (1− ϵ

4
)Pr(

∣∣ ∨
j∈[M]

S( j)
0

∣∣)≥ (1− ϵ

4
)ρ init.

Now we consider that for i ≥ 1, If pi ≤ qi, we can obtain that with probability 1− δ f in
K ,

we have Pr
(∣∣ ≥2∨

j∈[M]
S( j)

i+1

∣∣)≥ (1+ ϵ
2 )Pr

(∣∣ ≥2∨
j∈[M]

S( j)
i

∣∣) using Lemma 1. Similarly, if pi > qi, with

probability 1− δ f in
K , we have Pr

(∣∣ ≥2∧
j∈[M]

S( j)
i+1

∣∣) ≥ (1+ αiϵ
8 )Pr

(∣∣ ≥2∧
j∈[M]

S( j)
i

∣∣) using Lemma 2.

And with probability at least 1−δ f in, learning algorithm A( j) of each view will success

after K training rounds.

From above observations, we have pi+1 = (1+ ϵ
16 )i(1− ϵ

4 )ρ init as long as pi ≤ 1
2 . Then

the required training rounds for pK1 > 1
2 can be calculated by solving the following

inequality:
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(1+ ϵ

16
)K1(1− ϵ

4
)ρ init > 1

2
.

We then have K1 > log 2
4−ϵ+logρ init
log(1+ ϵ

16 ) . Since
log 2

4−ϵ+logρ init
log(1+ ϵ

16 ) < 32
ϵ

log 1
ρ init

, we have pK1 > 1
2

after iterations K1 =O(1
ϵ
log 1

ρ init
). At this point, we compare the relationship between αi

and αi+1. From Lemma 2, we can get:

1−αi+1 ≥ (1+ αiϵ

8
)(1−αi)

1+ αiϵ

8
− ϵ

8
≥ αi+1

αi

1− ϵ

16
≥ αi+1

αi
.

Given pK1 > 1
2 , after K2 iterations, we have

αK1+K2
αK1

≤ (1− ϵ
16 )K2 . Due to αK1 = 1−pK1 < 1

2 ,

we can then make αK1+K2 ≤ ϵ f in by calculating the required training rounds through

solving the following inequality:

1
2

(1− ϵ

16
)K2 ≤ ϵ f in.

By solving the above equation, we obtain that after iterations K2 =O(1
ϵ
log 1

ϵ f in
), we

have pK1+K2 < 1−ϵ f in. Therefore, after a total of O(1
ϵ
log 1

ϵ f in·ρ init
) rounds, we can have a

predictor of desired accuracy with the desired confidence.

As a result, the rationality of our proposed algorithm can also be supported in terms

of traditional PAC theory. The convergence of the model with both serial and parallel

training algorithms can be guaranteed as the definition 3.1 is fulfilled. To the best of

our knowledge, this is the first time that the expansion theory is analyzed for general

multi-view semi-supervised learning.

3.5 Experiments

To validate the performance of the proposed method, we conduct experiments on five

tasks. First, we compare our proposed SPaCo with classical co-training on 3 toy sam-
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Figure 3.1: Toy problems for co-training. The first column is toy data generated by differ-
ent Gaussian distributions, (a) and (e) are two-Gaussian data in which each distribution
corresponds to one class and (i) is four-Gaussian data in which two distributions corre-
spond to one class. The canonical co-training results on toy data are shown in the second
column. Last two columns are results of SPaCo with different γ. The blue and yellow dots
denote the samples from two classes, and black triangles and stars are labeled points.

ples. The progress of how each view selects pseudo-labeled examples in a “draw with

replacement” manner is also visualized. We also conduct experiments on multi-view text

classification, person re-identification, image recognition and object detection tasks.
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Figure 3.2: Visualized illustrations over the selected unlabeled examples during itera-
tions of our method. Yellow and blue dots denote the predictions on unlabeled examples,
respectively. Yellow stars are the selected pseudo-labeled examples of the first class, and
blue triangles denote the pseudo-labeled examples of the second class. The first row
presents the view using features along the vertical axis, and the second row represents
the view using features along the horizontal axis. The third row is the fused predictions
from both the first and the second views. Black triangles and stars denote the labeled
points.

3.5.1 Toy Data

First, we display three 2D toy classification tasks to visualize the co-training results

in Figure 3.1. For each of these 2D problems, we assume that one view only contains

one single feature. The traditional co-training algorithm iteratively trains the classifier

of each view and adds the most confident unlabeled samples into the training pool of

the other view. In SPaCo, we use the hard co-regularization term with γ = 3 and 0.3,

respectively. All samples are generated using scikit-learn Python module (Pedregosa

et al., 2011).
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The first example is a two-Gaussian case where the two view features of a sample are

its two coordinates x(1) and x(2), respectively. Obviously, each view is used to train the

classifier for finely separating all samples. SVM with linear kernel function is employed

as a base classifier in this case with hinge-loss as its loss function. The canonical co-

training handles this problem very well since every view is sufficient to train a classifier,

and both views are conditionally independent. Our SPaCo algorithm can also solve this

case with γ set to different values.

For the second toy data depicted, only one view feature x(2) can be used to get

the correct classifier while x(1) is irrelevant to the classification task. In this case, the

traditional co-training fails to separate two clusters since wrong pseudo-labeled samples

are selected in the earlier training stage by using the x(1) feature. The SPaCo with a large

γ, approximately degenerated into the traditional co-training algorithms, also encounters

such issue, while with a relatively small γ, this phenomenon can be relieved since both

predictions are considered when adding pseudo-labeled samples, and wrongly labeled

ones would be removed in the latter training process even when they are wrongly picked

into training pool in the earlier iterations attributed to the “draw with replacement”

property of our method. We visualize the process of how the classifier in each view

selects unlabeled examples with γ= 0.3 in Figure 3.2. Predictions from four iterations

are presented in the figure. We can obtain the view using the feature x(1) which fails to

give right predictions and select some wrongly pseudo-labeled examples during iteration

4 to 10. However, these wrongly labeled examples are rectified in the 16 round. Moreover,

some examples selected in early iterations are removed in later training data. This

validates that although the first view is bad for generating a good classifier, we can

relieve its influence by setting the γ to a small value. By allowing more unlabeled

examples into the training, the boundary of each class is also updated and these correct

pseudo-labeled examples contribute to the improvement of the classification ability.
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Table 3.1: Reuters multilingual dataset summarization. #dim is the dimension of corre-
sponding language, #docs, #c, #l, #u, and #t are the numbers of documents, categories,
labeled samples, unlabeled samples and test samples, respectively.

Language #docs (%) #dim c #l #u #t
English 18,758 16.78 21,531 6 84 2,916 18,674
French 26,648 23.45 24,893 6 84 2,916 26,564
German 12,342 26.80 11,547 6 84 2,916 12,258
Italian 29,953 21.51 34,279 6 84 2,916 29,869
Spanish 24,039 11.46 15,506 6 84 2,916 23,855

Table 3.2: Results for Reuters with different semi-supervised learning algorithms. Mean
accuracy with deviation for all competing methods are presented.

SVM TSVM Co-LapSVM Co-Label SPaCo(hard) SPaCo(soft)

Accuracy 66.79±1.11 69.34±1.22 69.34±0.82 72.45±1.12 73.28±1.23 73.83±0.99

Both of the above cases are linearly separable ones. The third experiment is a more

intricate one in which the classification boundary is nonlinear. As shown in the figure,

each class of the data is related to a two-Gaussian distribution. We also change the linear

kernel function with radial basis function for producing a nonlinear decision surface.

The traditional co-training and SPaCo with a large γ both fail to get the right classifier.

However, the SPaCo with a smaller γ can learn a good decision boundary in this case,

showing its capability in recovering the nonlinear structure under an appropriate γ.

These toy experiments indicate that our SPaCo method with a relatively large γ

possesses similar characteristics to the traditional co-training algorithm, and SPaCo

with a proper small γ performs better than, at least as well as the traditional co-training

model. Therefore, SPaCo model can be viewed as a more adaptive co-training model for

various multi-view data structures.

3.5.2 Classification on Multi-view Features

We also evaluate our SPaCo model for multi-view semi-supervised learning on the

Reuters multilingual dataset in Amini et al. (2009). This dataset contains newswire
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Figure 3.3: Convergence tendency of accuracy for SPaCo with hard and soft regularization
terms under different λ updating strategy, and λ is adjusted by the number of samples
added in each iteration. The left figure is the trend of the mean accuracy on the test set
over iteration rounds for SPaCo with hard regularization term, and the right figure is
the result for SPaCo with soft regularization term.

articles written in 5 languages, including English, French, German, Italian and Spanish,

so there are 5 views in total. Each language is categorized into six classes: C15 (Perfor-

mance), CCAT (Corporate/Industrial), E21 (Government Finance), ECAT (Economics),

GCAT (Government Social), M11 (Equity Markets). All documents in the dataset are

represented as a bag of words, using a TFIDF-based weighting scheme. Moreover, each

document in one language is translated into other four languages using the statistical

machine translation system PORTAGE.

To compare with other multi-view semi-supervised algorithms, we follow the ex-

periment setting as described in Xu et al. (2016). For each language class, 14 and 486

documents are selected as labeled and unlabeled training samples, respectively. Thus a

total number of 84 and 2916 documents are used as the labeled and unlabeled data for

each language. The rest of all the samples are used as test data. Detailed information

of this dataset is listed in Table 3.1. SVM with a linear kernel is employed as a base

classifier for each view, and a one-versus-all strategy is employed for the multi-class task.

The corresponding loss function in our model is thus the sum of k hinge loss function

values. All experiments are repeated for five times with random data partitions.

We first analyze the converge rate for SPaCo with hard and soft regularization
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terms under different λ tuning strategies. Since λ is hard to be tuned for choosing

unlabeled samples in each iteration, we specify the value for λ by controlling the number

of unlabeled samples after every update. The mean accuracy on the test set with two

settings is displayed in Figure 3.3. We employ seven λ tuning strategies by setting the

increment of selected unlabeled samples as 5, 10, 15, 20, 50, 100 and 500 for each class

in every iteration, and γ is set as 0.3 in this experiment. Results of 100 iterations under

these settings are presented for better comparison.

From Figure 3.3, it can be seen that our SPaCo algorithm with both hard and

regularization terms under all λ settings converges and improves the performance of

initialized model which are only trained on the labeled set. The increment of the selected

unlabeled sample is in direct ratio with the converging rate of the proposed model but

may degenerate its performance. Adding more unlabeled data with pseudo-labels into

the training pool in one iteration would also introduce more noise data which may

degenerate the model performance. Moreover, SPaCo with soft regularization term is less

sensitive to the increment of selected unlabeled samples. We also compare our proposed

method with other competing semi-supervised learning methods. For single view semi-

supervised learning algorithms, features from all views are combined for training in

SVM and TSVM (Collobert et al., 2006). Two multi-view learning methods, including

CoLapSVM (Sindhwani et al., 2005a) and Co-label (Xu et al., 2016), are also compared in

this experiment. The Co-LapSVM is a typical co-regularization style algorithm which

introduces a prediction consistency regularization term of multi-views. The Co-Label

method uses predictions from all views in every iteration with different strategies and

forms a pseudo-label vector for obtaining robust predictions. For our SPaCo method,

both hard and soft regularization terms are employed with γ= 0.3 and the increment

quantified in each iteration is set to 15. The means and the standard deviations of

accuracy of all five languages for different methods on Reuters dataset are presented in
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Table 3.3: Performance comparison of all competing methods on CIFAR-10 with different
labeled examples (2000 and 4000). The mean error rates (%) and standard deviation are
presented. The best performance is marked in bold.

Method CIFAR-10 CIFAR-10
(2000 examples) (4000 examples)

LadderNetwork (Rasmus et al., 2015) − 20.40±0.47
ImprovedGAN (Salimans et al., 2016) 19.61±2.09 18.63±2.32
TripleGAN (Chongxuan et al., 2017) − 16.99±1.62
GoodBadGAN (Dai et al., 2017) − 14.14±0.30
Temporal Ensembling (Laine and Aila, 2016) 15.64±0.39 12.16±0.24
Mean Teacher (Tarvainen and Valpola, 2017) 15.73±0.31 12.31±0.28
SNTG (Luo et al., 2018) 13.64±0.32 9.89±0.34
ICT (Verma et al., 2019) 9.26±0.09 7.66±0.17
SPaCo(Phard) 12.23±0.43 7.28±0.28
SPaCo(Psoft) 11.97±0.49 7.05±0.24

Table 3.2.

From the table, we observe that our SPaCo method with both hard and soft regular-

ization terms perform better than other methods. And SPaCo with soft regularization

term achieves relatively higher mean accuracy with lower deviation than that with hard

one. This demonstrates that it should be beneficial to select confident unlabeled samples

during training with the soft regularization term.

3.5.3 Image Classification

To compare with more latest methods using deep learning models, we conduct experi-

ments on the image recognition task. The CIFAR-10 dataset is employed. The dataset

consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There

are 50000 training images and 10000 test images. In this experiment, 2000 and 4000

training samples are randomly selected as supervised data, respectively, and other rest

training ones are taken as unsupervised samples. The same 10000 test images are used

for evaluation in both cases.

We also report results of several recent methods for comparisons. The Ladder net-
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work (Rasmus et al., 2015) constrained the predictions of unlabeled examples with

different perturbations. Some recent works (Salimans et al., 2016; Chongxuan et al.,

2017; Dai et al., 2017) used generative adversarial networks (GAN) to generate samples

for additional training. The temporal ensembling method (Laine and Aila, 2016) main-

tained an exponentially moving average (EMA) of predictions over epochs. Instead of

averaging predictions every epoch, the mean teacher algorithm (Tarvainen and Valpola,

2017) updated the targets more frequently by average model parameters. Later Luo et al.

(2018) proposed the smooth neighbors on the teacher graph (SNTG) based on previous

methods, which considered the connections between data points to induce smoothness on

the data manifold. Verma et al. (2019) introduced a co-regularization style algorithm,

called ICT, which encourages the prediction at an interpolation of unlabeled points to

be consistent with the interpolation of the predictions at those points. We report the

error rate of these algorithms on the CIFAR-10 dataset in Table 3.3 for comprehensive

performance comparisons.

We evaluate our model on CIFAR-10 dataset with two models employed as two views:

the Wide Resnet (Zagoruyko and Komodakis, 2016) and ShakeDrop (Yamada et al., 2018).

We set γ to 0.3, and iteration steps to 5 and 4 for the experiment with 2000 and 4000

labeled samples, respectively. The model is trained for 300 epochs in all iterations. The

learning rate is 0.1 in the beginning and is reduced 10 times after training of 100 epochs.

In each iteration, the number of selected unlabeled examples increase by the number

of training examples in the last iteration. We employ the random erasing technique in

Zhong et al. (2020) in the data augmentation to increase the diversity of samples from

different views.

Table 3.3 summarizes the error rates obtained by all competing methods. It can be

observed that our method with both hard and soft regularization terms outperform other

algorithms with only 4000 labeled examples. The SPaCo model with soft co-regularization
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Table 3.4: Results of SPaCo on the test data of CIFAR-10 during model iterations with
2000 examples labeled. We use ER to denote the error rate (%) and DR to denote
the difference rate between predictions from two views. Shake and WRN represent
the network names of two views. We report the cross entropy (CE) loss between the
predictions from two views in the last column.

Steps ER (Shake) ER (WRN) ER (Fuse) DR CE
Iteration 0 32.77 29.62 28.43 27.43 1.10
Iteration 1 24.52 25.40 23.20 19.15 0.81
Iteration 2 22.26 22.15 20.96 14.92 0.64
Iteration 3 19.05 19.14 18.33 11.39 0.48
Iteration 4 15.62 16.90 15.50 9.15 0.38
Iteration 5 12.38 13.04 12.21 6.37 0.32

term achieves 7.05% error rate, lower than that of the ICT method by 8%. Thus, it shows

that the SPaCo method also works well with deep learning models on the standard image

recognition task.

We further present the error rate of each model in different iterations on the test set

in Table 3.4. The algorithm is performed once with the hard co-regularization term for

this experiment. As more unlabeled examples are selected for updating classifiers, the

error rate on the test data decreases. We also report the diversity degree among different

models using difference rate (DR) and cross entropy (CE) loss. From Table 3.4, we can

see that the different models indeed introduce diverse predictions. The diversity between

classifiers help different views exchange information on unlabeled examples, and the

model can thus add confident pseudo-labeled examples into the training to improve the

model performance.

3.5.4 Person Re-identification

The person re-identification task is usually viewed as an image retrieval problem, aiming

to match pedestrians from the gallery (Zheng et al., 2016). Specifically, given a person-of-

interest (query), the person re-identification method aims to determine whether cameras

have observed the person.
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Table 3.5: Mean average precision (MAP) comparison of all competing methods on Market-
1501 dataset with two views. The first line is the supervised learning result using only
labeled data. Self iterative training and co-training results are presented in the second
and third lines, respectively. The “Rep" denotes that the co-training algorithm is trained
with the replacement strategy. The last two lines show the results of our proposed SPaCo
model with hard and soft regularization terms.

Resnet50 & Densenet121 Resnet101 & Densenet121
View1 View2 Final View1 View2 Final

Base 40.5±1.57 38.5±1.20 47.7±0.78 44.5±1.06 38.5±1.20 49.8±0.85
SelfTrain 59.2±0.70 61.7±1.14 67.7±0.72 62.7±0.50 61.7±1.14 69.3±0.42
Cotrain 59.3±0.50 61.9±0.80 67.0±0.33 62.5±0.15 62.2±0.65 68.5±0.29
Cotrain(Rep) 60.1±0.72 62.5±0.77 67.7±0.42 63.1±0.64 63.2±0.52 69.3±0.39
SPaCo(hard) 61.4±0.44 63.8±0.39 68.9±0.37 63.7±0.43 64.4±0.61 70.3±0.30
SPaCo(soft) 61.7±0.21 64.7±0.66 69.5±0.33 64.6±0.90 64.8±0.31 70.9±0.35

Experiments are conducted on Market-1501 dataset for this task. This dataset con-

tains 32,668 detected bounding boxes with persons of 1,501 identities (Zheng et al.,

2015). Images of each identity are captured by six cameras at most, and two at least.

According to the dataset setting, the training set contains 12936 cropped images of 751

identities and testing set contains 19,732 cropped images of 750 identities. They are

directly detected by Deformable Part Model (DPM) instead of hand-drawn bounding

boxes, which is closer to the realistic setting. Each identity may have multiple images

under each camera. We use the provided fixed train and test sets under the single-query

and multi-query evaluation settings.

In this experiment, 20% samples of training data are chosen as the labeled set, and

the rest of the data are treated as unlabeled. Since images for different classes are

unbalanced, we randomly select 20% labeled samples for each class to ensure that the

training set contains images of every class. The experiment is repeated for ten times,

and the average performance in test data is reported as the final result.

Three state-of-art deep network structures, including ResNet-50, ResNet-101 (He

et al., 2016a) and DenseNet-121 (Huang et al., 2017), are used to get 3-view features

for the Market-1501 dataset. All these models are pre-trained with ImageNet datasets,
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Table 3.6: Rank 1 accuracy of all competing methods on Market-1501 dataset with
two views. The first line is the supervised learning result using only labeled data.
Self iterative training and co-training results are presented in the second and third
lines, respectively. The “Rep" denotes that the co-training algorithm is trained with the
replacement strategy. The last two lines show the results of our proposed SPaCo model
with hard and soft regularization terms.

Resnet50 & Densenet121 Resnet101 & Densenet121
View1 View2 Final View1 View2 Final

Base 63.4±2.06 61.9±1.65 70.1±0.99 66.7±1.04 61.9±1.65 71.8±0.65
SelfTrain 79.5±0.77 81.7±0.59 85.1±0.43 81.5±0.59 82.2±0.45 86.0±0.32
Cotrain 79.5±0.41 81.7±0.45 84.6±0.32 81.4±0.37 81.8±0.56 85.6±0.42
Cotrain(Rep) 79.9±0.50 82.3±0.37 85.1±0.40 81.7±0.40 82.7±0.38 86.0±0.43
SPaCo(hard) 80.6±0.56 83.2±0.57 85.7±0.45 82.5±0.54 83.5±0.24 86.6±0.31
SPaCo(soft) 81.0±0.57 83.8±0.58 86.3±0.27 82.6±0.87 83.6±0.37 86.9±0.35

and input images are resized to 256×128 for ResNet50 and Resnet-101, 224×224 for

DenseNet-101, respectively. In the training phase, images are randomly flipped and

cropped for data augmentation. The cross-entropy loss function is used in this experiment,

and thus the re-identification task can be well handled using the SPaCo algorithm.

For two-view experiments, two combinations, ResNet-50 with DenseNet-121 and

ResNet-101 with DenseNet-121, respectively, are adopted. The base algorithm uses only

labeled data in this experiment. Self-train algorithm iteratively trains each classifier

and adds unlabeled samples in its view while the co-training algorithm exchanges their

selected unlabeled data for training. We also trained the co-training algorithm with the

“draw with replacement” strategy to make a fair comparison. Specifically, instead of fixing

the pseudo-labeled examples in the training pool, the selected ones are re-selected from

all unlabeled ones in each iteration. For the SPaCo method, hard and soft regularization

terms are implemented with the same γ set as 0.3. The number of added unlabeled

samples is proportional to the number of labeled samples. We set this proportion to 0.5

in algorithms for fair comparison. The maximum iteration round is set as 5 so that all

unlabeled samples get their chance to be selected. Both mean average precision (MAP)

and rank-1 accuracy measures are employed for performance evaluation. All trials were

42



3.5. EXPERIMENTS

Table 3.7: MAP and rank-1 accuracy of all competing methods on Market-1501 dataset
with triple-views. The first line is the supervised learning result using only labeled data.
SelfTrain result is presented in the second line. Phard and Psoft indicate that parallel
training strategy is employed compared to serial training strategy. Fhard and Fsoft
denote that the model does not update labels of unlabeled examples during iterations.
Last six lines show the results of SPaCo method with hard and soft regularization term
under different training strategies.

Mean average precision Rank-1 accuracy
Res50 Den121 Res101 Final Res50 Den121 Res101 Final

Base 40.5±1.57 38.5±1.20 44.5±1.06 52.3±0.73 63.4±2.06 61.9±1.65 66.7±1.04 73.8±0.69
Selftrain 59.2±0.70 61.7±1.14 62.7±0.50 70.8±0.37 79.5±0.77 81.7±0.59 81.5±0.59 86.7±0.41
SPaCo(hard) 61.2±0.61 63.8±0.48 63.7±0.47 71.3±0.32 80.6±0.78 83.2±0.64 82.3±0.62 87.0±0.60
SPaCo(Fhard) 54.7±0.83 56.6±0.59 56.8±0.43 64.8±0.52 75.5±0.65 78.2±0.34 77.2±0.59 83.1±0.38
SPaCo(Phard) 61.4±0.74 63.9±0.81 63.7±0.72 71.2±0.52 80.6±0.56 83.0±0.81 82.2±0.70 86.8±0.57
SPaCo(soft) 61.6±0.75 64.5±0.72 64.3±0.43 71.8±0.45 81.1±0.88 83.6±0.56 82.8±0.59 87.4±0.47
SPaCo(Fsoft) 57.3±1.02 59.9±0.82 59.4±0.61 67.3±0.63 77.7±0.50 80.6±0.47 79.1±0.55 84.6±0.50
SPaCo(Psoft) 61.7±0.61 64.4±0.75 64.3±0.38 71.7±0.44 81.3±0.45 83.6±0.62 82.7±0.43 87.3±0.27

repeated ten times. The means and standard deviations are shown in Tables 3.5 and 3.6,

in terms of both measures. Compared with the traditional co-training, the co-training

with the “draw with replacement” strategy performs better. However, it is still inferior to

the SPaCo method. This can be explained by the selected pseudo-labeled examples being

more confident in our method. These samples are selected based on all views rather than

on the predictions from a single view.

The triple view experiment combines all three networks as 3-view features for learn-

ing. The traditional co-training is not included since it can only deal with two views. All

other settings, including initialized parameters and training strategy, are similar with

two-view experiments. The results of all competing methods are compared in Table 3.7.

The model with the serial algorithm takes MT (M indicates the number of views and T

indicates the iterations) training rounds, while the model with the parallel algorithm

only take T rounds as classifiers in all views are paralleled trained. In this experiment,

every training round takes four hours and it would be three times faster when the model

trained with the parallel algorithm.

From Tables 3.5, 3.6 and 3.7, it is seen that MAP and rank-1 accuracy of all methods

are improved compared to the baseline, in which only labeled samples are involved in
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training. Although multi-view features are generated by employing multi-models, the

integrated results are better than results using only any single model. We also fix the

labels (as predicted in the first iteration) and only learn sample weights during iterations.

It means that Eq. (3.9) is removed when optimizing the whole model. We can obtain that

the model without updating predictions on unlabeled examples achieves much lower

performance. It indicates that updating labels of unlabeled examples is necessary for

generating better predictions. This can be easily explained because the pseudo-labels

roughly annotated on the unsupervised samples inevitably contain many false ones, and

naturally degenerate the classification capacity. While by allowing the pseudo-labels

capable of being ameliorated during the training process, the wrongly annotated labels

can thus to be possibly rectified. The soft regularisation term model performs better

than the model with hard regularization term. It shows that soft sample weights make

the model relatively more robust to unexpected noises. Besides, SPaCo in three-view

combination with serial or parallel training strategy performs better than that in two-

view settings. This can be explained by the fact that different network structures learn

their own representations, which build up a better representation for original images

from multiple aspects. However, the performance of traditional co-training performs

worse compared with the self-train algorithm. Our proposed method performs better

than both co-training and self-train algorithms with hard or soft regularization terms.

The mechanism can explain that the proposed model considers adding pseudo-labeled

samples from predictions of all views. Some wrongly labeled samples involved into

training in an early stage can be removed or rectified in the later iterations. Note that

the best rank 1 accuracy and MAP results under every single and combined view are

achieved by our SPaCo model with soft regularization term. This indicates that some

unlabeled samples may harm the model performance while the SPaCo algorithm with

soft model finely relieves this negative effect.
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Table 3.8: Performance comparison in average precision (AP) of all competing methods on
the PASCAL VOC 2007 test set. The five compared methods make use of full image-level
labels for training. Our method (the last four rows) requires only approximately four
strong annotated images per class. Results on each class are shown in one column. We
use Fast RCNN with VGG16 and RFCN with ResNet50 and ResNet101 as our base
detectors to get 3-view features.

aero bike bird boat botl bus car cat chair cow table dog hors mbik pers plnt shp sofa train tv mean

Zhang et al. (2017a) 47.4 22.3 35.3 23.2 13.0 50.4 48.0 41.8 1.8 28.9 27.8 37.7 41.6 43.8 20.0 12.0 27.8 22.9 48.9 31.6 31.3

Wang et al. (2014) 48.9 42.3 26.1 11.3 11.9 41.3 40.9 34.7 10.8 34.7 18.8 34.4 35.4 52.7 19.1 17.4 35.9 33.3 34.8 46.5 31.6

Kantorov et al. (2016) 57.1 52.0 31.5 7.6 11.5 55.0 53.1 34.1 1.7 33.1 49.2 42.0 47.3 56.6 15.3 12.8 24.8 48.9 44.4 47.8 36.3

Bilen and Vedaldi (2016) 46.4 58.3 35.5 25.9 14.0 66.7 53.0 39.2 8.9 41.8 26.6 38.6 44.7 59.0 10.8 17.3 40.7 49.6 56.9 50.8 39.3

Li et al. (2016) 54.5 47.4 41.3 20.8 17.7 51.9 63.5 46.1 21.8 57.1 22.1 34.4 50.5 61.8 16.2 29.9 40.7 15.9 55.3 40.2 39.5

Diba et al. (2017) 49.5 60.6 38.6 29.2 16.2 70.8 56.9 42.5 10.9 44.1 29.9 42.2 47.9 64.1 13.8 23.5 45.9 54.1 60.8 54.5 42.8

Vgg16-FRCNN 35.8 57.5 24.3 19.8 19.6 41.1 53.8 46.7 19.8 19.0 25.5 14.9 45.4 53.5 33.3 14.3 31.8 47.5 57.9 44.9 35.3

Res50-RFCN 41.0 51.6 28.6 16.9 23.5 49.5 46.7 47.4 14.6 24.1 23.7 16.4 41.9 53.8 25.7 14.4 28.4 33.7 57.2 47.4 34.3

Res101-RFCN 40.2 56.8 37.5 20.4 22.6 47.2 54.1 52.1 19.9 26.8 17.3 14.3 44.4 56.8 29.9 17.7 29.6 46.7 61.3 43.6 36.9

Final 42.4 61.3 39.4 23.5 25.1 50.1 57.3 55.2 18.8 26.4 22.4 17.0 48.2 56.3 34.8 19.2 30.6 49.0 61.3 51.0 39.5

3.5.5 Object Detection

We also conduct experiments on the object detection. It is often expensive and time-

consuming to obtain amounts of labeled objects. Thus, how to use the collected small

amount of labeled data together with large amounts of unlabeled samples in object

detection is essential.

Object detection methods can be divided into a proposal based and proposal free types.

Proposal based methods first determine bounding boxes of objects in each image and then

make predictions on these given bounding boxes, while proposal free methods predict

object bounding box and its class simultaneously. In this experiment, every bounding

box instead of every image is viewed as a training sample. Two proposal based objected

detection models, Fast RCNN (Girshick, 2015) and R-FCN (Dai et al., 2016), are adopted

as base detectors, and VGG (Simonyan and Zisserman, 2014b), ResNet (He et al., 2016a)

are the backbone networks for the detectors. Three combinations, Fast RCNN with VGG,

R-FCN with ResNet50 and ResNet101, are treated as three separate views for each

image. In the meanwhile, selective search (Uijlings et al., 2013), an unsupervised method,

is used to generate proposals for both training and test images.

We evaluate our method on PASCAL VOC 2007 detection dataset (Everingham et al.,
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(a) Iteration 1 (b) Iteration 2 (c) Iteration 3 (d) Iteration 4

Figure 3.4: Typical selected pseudo-labeled samples during training, where the bounding
boxes with different colors indicate the generated pseudo-boxes by our method for
different classes.

2010), which is one of the most widely used benchmarks in the object detection task. This

dataset contains 10022 images annotated with bounding boxes for 20 object categories.

It is officially split into 2501 training, 2510 validation, and 5011 testing images.

We randomly label 4 images for each class, which contain at least one bounding box

belonging to the given class. It results in a total of 60 initial annotated images, and

all the object bounding boxes in these 60 images are annotated. There are, in fact, an

average of 4.2 images per class since some images have multiple bounding boxes.

For our proposed SPaCo method, classification and localization loss are employed to

select unlabeled boxes during training. In the training phase, 2000 proposals for each

image are generated using the selective search method, and all images are randomly

flipped for data augmentation. γ is set to 0.3 for leveraging predictions from all views.

The maximum iteration round is set to 5, and training epochs in each round is set to 9.

We empirically use the learning rate of 0.001 for the first eight epochs and reduce it to

0.0001 for the last epochs. The momentum and weight decay are set as 0.9 and 0.0005,

respectively.
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Since there is rare work that only uses such few samples for object detection, we

compare our proposed approach with recent state-of-art semi-supervised object detection

methods which use full image-level labels from training. Li et al. (2016) decomposed

this task into several steps to improve the detection accuracy. Wang et al. (2014) used

the typical probabilistic latent semantic analysis to learn categories of images. Zhang

et al. (2017a) simply used self-paced curriculum learning to detect objects from easy to

hard. Kantorov et al. (2016) introduced context-aware guidance models to improve the

localization. Bilen and Vedaldi (2016) proposed a weakly supervised detection network

using selective search to generate proposals and train image-level classification based on

regional features. Diba et al. (2017) employed location, segmentation and multi-sample

network to solve this problem.

Table 3.8 summarizes the average precision (AP) of all competing methods on the

PASCAL VOC 2007 test set. The competing methods usually use full image-level labels.

In contrast, we use the same set of images but with fewer annotations: 60 annotated

images and the others are free-labeled. Our proposed SPaCo method achieves 39.5% mAP,

a competitive performance compared to state-of-art weakly supervised object detection

algorithms. Moreover, results on some specific classes, e.g., bike, bottle and persons, even

achieve the best performance.

We also display some pseudo-labeled images obtained by our method over each

iteration in Figure 3.4. It is seen that the detector tends to choose images with relatively

high classification confidence aggregated over the bounding boxes. After the detector is

updated, it can gradually label objects in a more complicated situation. For instance, a

rotated TV-Monitor is selected with higher confidence in iteration round 3 than the TV-

Monitor sample selected in the first iteration round. Sofa overlapped with the person is

also selected with higher confidence in the last iteration round. In contrast, the detector

in the other three iterations fails to detect it.
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3.6 Summary

In this chapter, we have proposed a unified self-paced co-training(SPaCo) model, which

iteratively trains the classifier of each view and adds unlabeled samples into training

with a “draw with replacement” learning manner. Two co-regularization terms, including

hard and soft co-regularization terms, are introduced to define different strategies for

unlabeled data. The rationality of our proposed SPaCo model is theoretically analyzed by

PAC learning theory and SPL robustness explanation. The proof shows that the difference

between views are utilized to boost the whole model performance. The experimental

results also shows that the diversity between different views may result in prediction

biases. In the toy data examples, both views are orthogonal to build a better classification

model. From the person re-identification experiment, the model learned from ResNet

and DenseNet architectures performs better than the model learned only from ResNet

architectures. We can also make the model robust to the lousy view by directly imposing

weights on views and learning it by a similar self-paced strategy. The weight can be

learned from the weights on unlabeled examples among views. It is worth further

developing such strategies to leverage different views. Moreover, when the supervised

samples contain outliers or noise samples, it should be better to impose weights to

suppress impacts of these noisy ones. This is also an important research topic, and we

will consider it in the next chapter.
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4
NOISY LEARNING WITH SELF-REWEIGHTING FROM

CLASS CENTROIDS

4.1 Introduction

Noisy labels are commonly encountered in practical computer vision and machine learn-

ing tasks. Existing datasets collected by search engines (Liang et al., 2016; Zhuang et al.,

2017; Li et al., 2020) or annotated by crowdsourcing systems (Bi et al., 2014) usually

contain a large number of noisy labels. In addition, there are also many erroneous labels

even in manually annotated datasets as annotators may label data by mistake (Deng

et al., 2009; Ma et al., 2020b; Wang et al., 2018; Han et al., 2019). Noisy labels in gen-

eral handicap the model performance in two aspects: First, the increasing number of

incorrectly annotated samples may lead to sampling effective samples insufficiently

for training networks. Second, these noisy samples will harm the model optimization

process by providing incorrect supervision signals. Therefore, learning with noisy data is

a critical and challenging task (Raykar et al., 2010; Ren et al., 2018; Fang et al., 2019;

Han et al., 2018).
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dog

cat

car

Asymmetric noiseSymmetric Noise

Figure 4.1: Training samples of different noise types. Noise samples are marked with red
boxes. Falsely annotated labels with symmetric noise could belong to any other classes
in the training set. In asymmetric noise, noise samples are only from a certain class.

A standard solution is to assign a dynamic weight to each sample when calculating

the overall training loss. Impacts of noisy labeled data will be potentially reduced in

training when they are weighted with smaller weights (Bi et al., 2014). For instance,

assigning zero weights to falsely annotated samples in Figure 4.1 prevents a model from

learning from fallacious supervision signals. Current methods generate sample weights

solely based on the training losses (Shu et al., 2019; Ren et al., 2018; Ma et al., 2017).

Precisely, the large training loss may imply that a sample is incorrectly annotated, and

thus, a small weight will be assigned to the sample (Ren et al., 2018). However, a model

often fits all data to diminish training losses where large weights might be assigned to

noise samples. In this case, the assigned weights become unreliable as small weights

should be produced.

We propose a novel reweighting method, namely self-reweighting from class cen-

troids (SRCC), to ameliorate the weight assignment for noisy data. For each sample, we

generate the weight by exploiting all training samples. Specifically, we first calculate

the centroid of each class in the feature space. Then, the similarities between samples

and class centroids are calculated to produce sample weights. Furthermore, the decision

boundaries might still suffer distortions even after reweighting the noisy data. We thus

leverage mixed inputs that are generated by linearly interpolating two random images
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and their labels to regularize the boundaries. Unlike the setting in MixUp (Zhang et al.,

2017b), our data are noisy, and it is detrimental to train a model with directly interpo-

lated labels. We leverage our learned robust class centroids to evaluate the confidence of

the generated mixed data. The confidence of a mixed input is determined by the feature

similarities between the mixed input and class centroids. In this fashion, assigning the

sample weights of mixed inputs also takes all the data into account rather than two

input labels that might be noisy. Our SRCC thus improves the reliability of sample

weights and alleviates erroneous supervision signals caused by corrupted mixed inputs

in training.

As the model optimization proceeds, sample features and the centroids of all classes

will be updated. However, using all training samples to update class centroids at every

training iteration requires a tremendous computational cost. This chapter proposes a

momentum-based scheme to update class centroids online, where only the features of

training samples in a batch are used to update the centroids. We update the class cen-

troids and the model parameters alternatingly during the optimization. The effectiveness

of our proposed method is analyzed to show the superiority of our algorithm. We have

also conducted extensive experiments to validate the robustness of the proposed method.

Experiments on both the synthetic and natural image recognition tasks demonstrate

that our SRCC outperforms the state-of-the-art methods.

Above all, our contributions are summarized in the following three-fold aspects:

• We propose a simple yet effective self-reweighting from class centroids method

(SRCC) to address samples with erroneous labels in deep network optimization. To

reduce the impact of corrupted labels, we generate a robust sample weight for each

sample based on its feature similarity to the class centroids.

• Our SRCC assigns the mixed data with weights based on their confidence in

belonging to different classes, thus mitigating the problem of noisy mixed labels.
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Our work is the first attempt to exploit mixed data with noisy labels to enhance

deep networks to the best of our knowledge.

• Extensive experimental results on the CIFAR10, CIFAR100, Tiny-ImageNet, and

Clothing1M datasets demonstrate that our method achieves promising classifi-

cation performance and a plausible network generalization ability on the test

set.

4.2 Preliminaries

4.2.1 Empirical Risk Minimization

Suppose training samples, {(x1, y1), . . . , (xN , yN)} ∈D are drawn i.i.d. from an unknown

training distribution P, where xi and yi represent the ith input image and the label,

respectively. N indicates the number of the training samples. Let F (θ) be a prediction

function with parameters θ, mapping the input xi ∈Rd into the output label F (xi;θ) ∈
RK . The objective of the risk minimization (RM) is:

min
θ

E
(xi ,yi)∼P

ℓ(F (xi;θ), yi),(4.1)

where ℓ(·) is the loss function. Eq. (4.1) is empirically approximated by the training data

D:

min
θ

1
N

N∑
i=1

ℓ(F (xi;θ), yi).(4.2)

The empirical risk minimization (ERM) assigns the same weight to all training data

during optimization. However, the noise labels will handicap the model optimization

severely if they are treated equally as the clean data. To alleviate the impact of corrupted

data, a sample reweighting scheme is introduced to the ERM optimization,

(4.3) min
θ

N∑
i=1

viℓ(F (x̃i;θ), ỹi), s.t.
N∑

i=1
vi = 1,
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where vi is a weight ranging from 0 to 1 for sample xi. It represents the confidence that

sample xi is correctly labeled. By assigning large weights to correctly labeled samples

and small weights to noise data, we can reduce the impacts of inaccurate training

losses caused by corrupted labels. Note that, the sample weights in previous studies are

either determined by manually defined weight functions (Kumar et al., 2010; Ma et al.,

2017, 2020a) or learned from extra clean data (Ren et al., 2018; Shu et al., 2019). To be

specific, the weight of each sample is first calculated based on the sample loss and then

normalized to ensure the sum of all the sample weights to be 1. However, since the labels

are noisy and weights are solely computed based on sample losses, the generated sample

weights might be unreliable and fail to tackle noisy data.

4.2.2 MixUp

In ERM, deep models are prone to overfit training examples. When noisy labels exist

in the training data, overfitting will worsen the generalization performance of deep

networks. As the number of clean samples decreases, the performance and generaliza-

tion ability of deep models will degrade. To improve the model discriminative capacity,

MixUp (Zhang et al., 2017b) feed mixed inputs that are linearly interpolated from two

random images to our model. By doing so, the model is able to regularize the decision

boundaries and thus boost the model generalization and classification performance. The

objective function for the mixed data input is written as,

min
θ

E
(xi ,yi)∼P

E
(x j ,yj)∼P

E
λ∼Beta(α,α)

ℓ(F (gmix(xi, x j,λ);θ), gmix(yi, yj,λ)),

(4.4)

where gmix(a,b,λ) = λ ·a+ (1−λ) · b is a mix function. Similar to (Zhang et al., 2017b),

the coefficient λ follows the distribution Beta(α,α). The hyper-parameter α controls the

interpolation weight between an image pair. When α is 0, we have the ERM principle.

The objective in Eq. (4.4) is empirically estimated by minimizing the following mixed
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Figure 4.2: Framework of our self-reweighting from class centroids (SRCC). We use solid
and dash lines to denote the forward and update operations. At each training step, we
first extract features and calculate the class centroids for input images (the upper part
of the figure). Then we randomly mix two images by linearly interpolating two original
images. The weight of the mixed data is evaluated by the similarity between its feature
and all class centroids. The reweighted losses are used to update the network. The class
centroids and the network are iteratively updated to learn feature representations and
classify images.

loss function:

min
θ

1
M

M∑
i=1

�(F (x̃i;θ), ỹi),

ỹi =gmix(yp, yq,λ),

x̃i =gmix(xp, xq,λ),

(4.5)

where (xp, yp) and (xq, yq) are vectors drawn from the N training samples randomly, and

λ ∈ [0,1]. M indicates the number of mixed samples generated from the original samples.

4.3 Self-reweighting from Class Centroids

4.3.1 Framework

We design a self-reweighting strategy from class centroids for our training images. We

intend to leverage more reliable information to generate a sample weight. The class
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centres are statistically more stable to noise labels than individual samples. Using the

class centroids to generate the sample weight and confidence score, we can explore

the relationship between the given sample and all the other training data rather than

treating it as a single data point. The framework of our self-reweighting from class

centroids is shown in Figure 4.2.

Although MixUp performs well on many tasks, the erroneous supervision caused by

noise labels will limit its effectiveness. For example, if two samples (x1, y1) and (x2, y2)

come from the same distribution containing false annotations, the ground-truth label

for the mixed input x̃1 = gmix(x1, x2,λ) does not correspond to gmix(y1, y2,λ). When the

ground-truth labels of interpolated samples are inconsistent with the mixed ones, known

as the manifold intrusion, a model will be trained with incorrect supervision signals. As

shown in Figure 4.3, a mixed data point generated by two samples from two diagonal

classes has a high probability of lying outside the original diagonal classes. These mixed

inputs will degrade the model performance when a model is trained with MixUp. We

also assign a sample weight to every mixed data during training to solve this issue. The

self-reweighting objective is thus formulated as,

min
θ

Lsr(D;θ)=
M∑

i=1
v(x̃i)ℓ(F (x̃i;θ), ỹi),

s.t.
M∑

i=1
v(x̃i)=1,

(4.6)

where x̃i and ỹi indicate the mixed data and label as described in Eq. (4.5), and v(x̃i)

denotes the sample weight of x̃i. The higher v(x̃i) means that the mixed label is more

reliable and closer to the ground-truth one. Otherwise, the mixed inputs are deemed as

noise samples.

Since interpolating mixed labels are often inaccurate as seen in Figure 4.3, our SRCC

measures the quality of mixed inputs to avoid assigning high weights to mixed ones with

incorrect labels. Note that mixed data are used to train the network parameters and

original images are exploited to produce mixed data as well as class centroids.
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4.3.2 Sample Weight Generation

To obtain the sample weight for each mixed data, we first calculate the feature centroid

of each class and then compute the confidence score for each mixed data. Here, we use

ResNet architecture (He et al., 2016b) as the classifier network F (θ). The features from

the penultimate layer (i.e., the last fully-connected layer before the classification layer)

are used as our deep features, denoted by G(xi). Therefore, the relationship between

F (xi;θ) and G(xi) is F (xi;θ)= f (G(xi)), where f is a fully-connected layer followed by a

softmax operation for classification. For each mixed example x̃i, its feature is denoted

as G(x̃i). We use Qc to represent the feature of the center of cth class. The similarity

between the mixed input and the cth class centroid is defined as:

(4.7) Sc(x̃i)= eG(x̃i)TQc∑K
k=1 eG(x̃i)TQk

,

where Sc(x̃i) denotes the similarity between the mixed data x̃i and the class centroid Qc,

and K is the total class number.

Then, we use normalized similarity scores with respect to all classes to measure

mixed input confidence. As a mixed example is generated from examples from any two

classes, we use q(x̃i)= gmix(Sy1(x̃i),Sy2(x̃i),λ) to denote the confidence of a mixed input.

To ensure that the sum of all the sample weights is equal to one, we normalize sample

confidence as our sample weight,

(4.8) v(x̃i)= q(x̃i)∑M
m=1(q(x̃m))

.

To further reduce the impact of corrupted mixed inputs, we set the weight of the most

unreliable sample to zero. This is achieved by using the normalization as follows:

(4.9) v
′
(x̃i)= v(x̃i)−vmin∑M

m=1(v(x̃m)−vmin)
,

where vmin =min
m

v(x̃m) is the minimum confidence score among all the training exam-

ples. In Section 4.4.4.5, we have provided detailed experiments on the scaling of sample
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Figure 4.3: A toy experiment on synthetic data illustrates the effectiveness of our SRCC
on regularizing the decision boundaries. The clean data (the first row) are generated
from five Gaussian distributions with different means and standard deviations. The
noisy data (the second row) are generated by randomly changing labels of examples in
the clean data. The decision boundaries are displayed via Mlxtend (Raschka, 2018).

weights. By doing this, we alleviate the impact of the most unreliable mixed data and

enlarge the range of sample weights. In other words, the reliable samples are assigned

with higher weights. Some methods assign larger weights to the examples closer to the

decision boundary instead of the class centroids. However, it would introduce more noisy

samples in this way as noise annotations are more likely around the decision boundaries.

Compared to the individual sample weight generation methods (Ren et al., 2018; Shu

et al., 2019), our confidence is more robust since the similarities between the sampled

data and all the class centroids provide a more comprehensive manner to measure the

position of the sample in the feature space. As presented in the second row of Figure 4.3,

a training loss might be small for a mixed sample interpolated from two data points

in the categories 1 (orange) and 2 (green) when their labels are mislabeled as category

3 (red). In this case, the network would classify this sample into the category 3 (red zone)

and produces a small loss. Previous methods will assign a large sample weight for the
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mixed data point. Thus, the noisy samples would deviate the optimization process and

degrade classification performance. In contrast, our method correlates the sample weight

of one mixed example with all training samples via the class centroids. Although the

loss for a single data might be small, the calculated distance between the mixed sample

(interpolated from category 1 and 2) and the class centroid of category 3 will be larger

than the distance between the sample and the class centroid of category 2 (green) or the

category 4 (purple). Thus, the computed confidence of the mixed data will be small. We

thus assign a small weight to the mixed data to avoid distraction in optimization.

4.3.3 Class Centroid Update

The weight of the mixed input is generated by similarities between the mixed feature

and all class centroids. If the learned centroid of one class is close to its ground-truth

feature centre, the similarity measurement is of high confidence to reflect the label

correctness of the given samples. For the original sample xi, we first extract the feature

representation G(xi). Suppose we have a model with parameters D and training samples

N. A fully-connected network takes at least DN arithmetic operations to update the

class centroids once. This requires BD (B denotes the batch size, B << N) steps to update

parameters, consuming massive computational resources in each iteration for updating

class centroids.

We propose a momentum-based scheme to update class centroids through batch

samples. Specifically, at the tth iteration, we first calculate the sample weight vt(xi) for

the original data xi according to Eq. (4.7). We then update the class centroids as follows:

(4.10) Qt
c = (1−ξ)Qt−1

c +ξ
B∑

i=1
vt(xi) ·G t(xi) ·Ic(yi),

where t indicates the iteration step and ξ is set to the learning rate to control the

momentum. Ic is an indicator function. It outputs 1 when the cth position in the one-hot

encoding label yi is also 1. Otherwise, the indicator function outputs 0. It only takes
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Algorithm 3 Self-reweighting from Class Centroids

1: Input: Dataset D, Initiated parameters θ0, Initialted centers Q0, mixed parameter
α.

2: for t = 1 : num_iterations do
3: Sample (xi, yi)B

i=1 from D.
4: Extract features {G t(xi)}B from original samples.
5: Update class centroids using Eq. (4.10).
6: Sample another B examples (xi, yi)B

i=1 from D.
7: Calculate mixed samples {(x̃i, ỹi)}B

i=1.
8: Extract features {G t(x̃i)}B

i=1 for mixed inputs.
9: Calculate weights {vt(x̃i)}B

i=1 for mixed samples.
10: Update model parameters using Eq. (4.6).
11: end for

BD arithmetic operations to update the class centroids in one iteration, the same as the

computational cost in a model forward process.

After obtaining the updated class centroids Qt, we sample another batch of the

original data to generate mixed images. Since the network may overly trust the mixed

inputs if they are produced from the same data used for updating the centroids, we

resample another batch of data to avoid this phenomenon. Then, we extract the features

of the mixed samples G(x̃i) as well as calculate the sample weights vt(x̃i) to measure the

training loss. Finally, the loss is backpropagated to update our model parameters.

4.3.4 Training

Algorithm 3 illustrates that our model parameters θ and class centroids Q are updated

alternatingly in each iteration. We first sample B original examples from the dataset

D and extract their features to update the class centroids. In the first few iterations,

we assign all original samples with the same weight when updating class centroids

since the initial network is not discriminative enough at first. Afterwards, we update

class centroids by adopting our proposed reweighting mechanism and momentum based

update strategy as indicated in Eq. (4.10). We then use the updated class centroids to
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obtain sample weights of mixed inputs. The mixed inputs are generated from the original

images with a mixing coefficient λ which is randomly sampled from a beta distribution

parameterized by α. The weights of mixed inputs are determined and normalized by

Eq. (4.7) and Eq. (4.8). We update the model parameters θ by minimizing the objective

in Eq. (4.6).

4.3.5 Analysis of SRCC

In this section, we analyze the effectiveness of our proposed method. For illustration, we

consider a binary classification case and use the features {G(xi)}N
i=1 from the last layer.

We use yi = {0,1} to denote the label of xi. Let Q0 and Q1 be the centroids for negative

and positive sets, respectively. All samples are split into the positive set P = {xi|yi = 1}

and the negative set N = {xi|yi = 0} based on the noisy labels. The samples in the noise

set S are falsely annotated. Let wt and w∗ be the model parameters in the tth step and

the optimal parameter. For each sample in the noise set, we have

(4.11) |yi −σ(w∗TG(xi))| ≈ 1,∀xi ∈S ,

where σ(·) is the sigmoid function. Let ŷt
i =σ(wtTG(xi)) be the predicted label in the tth

iteration. Here, the model with the optimal parameter w∗ is able to output the clean

labels for falsely annotated samples.

For simplicity, we use ℓi to denote the loss of sample xi. The loss based sample

reweighting methods fail to learn optimal parameter in the following theorem.

Theorem 4.1. Suppose that vi = 1− ϵ holds when ℓi < ϵ (ϵ > 0 and ϵ2 ≈ 0) in the loss

sample reweighting algorithms. At the tth iteration, if |yi − ŷt
i | = ϵi and ϵi

1−ϵi
< ϵ for every

ŷt
i , and

∑P ϵiG(xi)−∑N ϵ jG(x j)= 0⃗, the model parameter wt will not converge to w∗ after

iterations.
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Proof: For the binary classification problem, the weighted loss function is then formu-

lated as:

L(w)=−
N∑

i=1
vi{yi log ŷi + (1− yi)log(1− ŷi)},

where ŷi =σ(wTG(xi)) is the prediction by the model.

To update the model parameter, we simply use stochastic gradient descent (SGD) as

follows:

wt+1 =wt −η∇wtL(w),

where η denotes the learning rate. Taking the gradient of the loss function with respect

to w, we obtain

∇wtL(w)=
N∑

i=1

∂L
∂ ŷt

i

∂ ŷt
i

∂at
i
∇at

i(w
t)

=
N∑

i=1

vt
i( ŷt

i − yi)

ŷt
i (1− ŷt

i )
·σ(at

i)(1−σ(at
i)) ·G(xi)

=
N∑

i=1
vt

i( ŷt
i − yi)G(xi),

where we use at
i to denote the wtG(xi) here. When | ŷt

i − yi| = ϵi, we have

ℓi =−yi log ŷi − (1− yi)log(1− ŷi)

=−log(1−ϵi)≤ ϵi

1−ϵi
< ϵ.

We then obtain the sample weight vt
i = 1−ϵ based on the assumption in Theorem 4.1.

The gradient with respect to wt is then formed by:

∇wtL(w)=− ∑
xi∈P

(1−ϵ)ϵiG(xi)+
∑

x j∈N
(1−ϵ)ϵ jG(x j)

≈− ∑
xi∈P

ϵiG(xi)+
∑

x j∈N
ϵ jG(x j)= 0⃗

The model weight will not be updated when the model already fits training noise samples

very well. It indicates that losses of noise samples will not be rectified if a model overfits
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the training samples. In contrast, our proposed method can still update wt to approach

w∗ in the following theorem.

Theorem 4.2. If ∃S ′ ⊆S , the condition QT
yi
G(xi)<QT

1−yi
G(xi) satisfies for every xi in S ′

.

For the rest of xi, (Q1 −Q0 −wt)TG(xi)= 0. The model parameter wt will converge to w∗

after iterations.

Proof: In our proposed method, the sample weight is evaluated by:

vt
i =

eQ
T
yi
G(xi)

eQ
T
0 G(xi) + eQ

T
1 G(xi)

.

For the sample xi ∈S ′
, the sample weight vt

i will less than 0.5 according to the equation.

For other samples satisfying (Q1−Q0−wt)TG(xi)= 0, the sample weight vt
i is calculated

by

vt
i =σ((Qyi −Q1−yi )

TG(xi))= 1−ϵi.

The gradient of loss function with respect to wt is now formulated as:

∇wtL(w)≈ ∑
xi∈S ′

yi=1

(1−vt
i)ϵiG(xi)−

∑
x j∈S ′

yj=0

(1−vt
j)ϵ jG(x j).

Note that we eliminate the zero items in above equations by using
∑P ϵiG(xi)−∑N ϵ jG(x j)= 0⃗ and ϵ2

i ≈ 0. Then, we obtain

||wt+1 −w∗||2 = ||wt −η∇wtL(w)−w∗||2 =

||wt −w∗||2 +η2∇wtL(w)2 −2(wt −w∗)T∇wtL(w)).

The second term in above equation is nearly zero as ϵ2
i ≈ 0. For the samples in

the set {xi|xi ∈ S ′
, yi = 1}, we have wtTG(xi) > 0 since |σ(wtTG(xi))− yi| = ϵi < 0.5, and

w∗TG(xi)< 0 based on Eq. (4.11). For the samples in the set {x j|x j ∈S ′
, yj = 0}, we also

have wtTG(x j) < 0 and w∗TG(x j) > 0. The 1− vt
i > 0.5 for xi in S ′

. Therefore, the third
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term in above equation is larger than zero. We then have ||wt+1 −w∗||2 < ||wt −w∗||2.

This shows that our proposed method is still able to update the model parameter when

the loss based sample weighting methods fail.

4.4 Experiments

4.4.1 Datasets

We testify the effectiveness of our proposed model on two benchmark datasets: CIFAR-10

and CIFAR-100 (Krizhevsky et al., 2009), consisting of color images of 32 × 32 pixels

arranged in 10 and 100 classes, respectively. There are 50,000 training and 10,000

test images in both datasets. We then evaluate our method on a larger dataset Tiny-

ImagNet (Yao and Miller, 2015) which contains a training set of 100,000 images and a

validation set of 10,000 images. These images are collected from 200 different classes

of objects in ImageNet (Krizhevsky et al., 2012), and images are downsampled from

the original resolution 256x256 pixels to 64x64 pixels. Instead of selecting a few clean

examples as metadata to guide the learning process (Shu et al., 2019; Ren et al., 2018),

we use all the training images without using any priors of clean data. We also conduct

experiments on Clothing1M (Xiao et al., 2015), which is a large-scale dataset with real-

world noisy labels and consists of 1M training images collected from online shopping

websites.

4.4.2 Noise Setting

We test two types of label noise following the setting in Han et al. (2018). Symmetric

noisy labels (Figure 4.4a) are produced by replacing a certain proportion of the labels

of one class with other class labels uniformly (Han et al., 2018). In addition, we follow

the setting in Shu et al. (2019) to generate asymmetric noisy data (Figure 4.4b), where
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(a) Symmetric (b) Asymetric

Figure 4.4: Transition matrices of different noise types at 40% noise rate (five classes
contained).

labels are changed to another class in a pre-defined portion. As shown in Figure 4.4, we

adopt different transitional matrices to produce noisy data of different noise types. We

also set the noise rate to different levels following Wang et al. (2019) to measure the

model robustness.

4.4.3 Implementation Details

We use several neural networks as the base classifiers for CIFAR-10 and CIFAR-

100 datasets. ResNet32 (He et al., 2016b), Preact-ResNet18 (He et al., 2016c), Mo-

bileNet (Howard et al., 2017) and WRN28-10 (Zagoruyko and Komodakis, 2016) are

selected as our backbone networks in our experiments. We train all the models by

stochastic gradient descent (SGD) with the batch size of 128 and initial learning rate

0.1 following Zhang et al. (2017b). The learning rate decreases by 10 at the 50 epoch

and 60 epoch, and models are trained for 70 epochs. For the Clothing1M dataset, we

follow the previous work (Shu et al., 2019) and use ResNet-50 with ImageNet pre-trained

weights. We fix the number of mixed training samples M in every training epoch. When

M is large, it requires a longer time to train a model for one epoch. In our experiments,

we set the number of mixed samples M to the number of original training samples for
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Table 4.1: Classification accuracy on synthetic noisy data. Instances are sampled from
the same distribution for five seeds.

Methods seed 1 seed 2 seed 3 seed 4 seed 5
CE 89.67 91.83 89.33 89.67 91.50
Reweight 95.33 97.00 95.67 96.67 97.17
MixUp 97.33 97.33 98.33 98.00 97.33
SRCC 98.33 99.00 98.66 98.83 99.00

implementation efficiency and model performance. The default mixing parameter α is

set to 1.0. We also analyze the effect of α. We run all the experiments on the Nvidia

RTX-2080Ti card. We use the optimal hyperparameters reported in their original papers

for all the compared methods.

4.4.4 Ablation Study

4.4.4.1 Regularization on Decision Boundaries

We conduct experiments on synthetic noise samples to demonstrate the effectiveness

of our proposed SRCC on regularizing the decision boundaries. The training samples

are generated from five Gaussian distributions centred at five 2D points as shown in

Figure 4.3. There are in total 600 samples in the training set. We random flip labels of

40 examples to other classes to generate noisy data. Test samples are generated from

the same distribution. We use a network with 2 hidden layers as the base classifier

for all the methods. All the methods are trained with the batch size 64 for 200 epochs.

In Figure 4.3, the decision boundaries of the compared methods are visualized by the

Mlxtend tool (Raschka, 2018). As illustrated in Figure 4.3, our proposed SRCC better

regularizes the decision boundaries of the network on both clean and noisy data. As a

consequence, our SRCC outperforms the other methods on the classification accuracy, as

indicated in Table 4.1.
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Table 4.2: Classification errors on CIFAR10 and CIFAR100 in different noise rates. Mean
and standard deviation are reported.

Model Methods
CIFAR10 CIFAR100

Symmetric Noise Rate Symmetric Noise Rate
0.2 0.4 0.6 0.2 0.4 0.6

MobileNet
CE 13.53±0.41 18.03±0.28 25.69±0.67 47.95±0.90 55.10±0.22 66.66±0.93
MixUp 12.90±0.16 16.40±0.57 23.24±0.41 38.30±0.69 47.14±0.77 60.84±0.80
SRCC 12.02±0.12 16.11±0.54 22.44±0.69 35.14±0.39 40.76±0.29 54.35±0.49

Preact-ResNet18
CE 16.60±0.40 18.56±2.05 25.16±0.55 40.28±0.53 48.85±0.96 58.97±1.14
MixUp 9.86±0.36 15.54±0.40 22.81±0.71 35.15±0.80 44.86±0.78 54.50±0.68
SRCC 8.50±0.92 12.02±0.45 19.26±1.20 30.48±0.72 38.29±0.45 49.02±1.60

Wide-ResNet28
CE 14.53±0.42 17.40±0.37 25.38±0.35 35.00±0.58 45.80±0.93 56.73±0.97
MixUp 8.83±0.46 13.69±0.48 18.98±1.61 28.80±0.55 37.45±0.81 45.65±0.17
SRCC 7.37±0.36 11.55±0.97 17.81±0.79 27.35±0.21 33.64±0.39 41.77±0.81

4.4.4.2 Noise Rates and Architectures

To demonstrate the robustness of our proposed method, we investigate the performance

of our method for different backbones and noise rates. We conduct experiments on the

CIFAR10, and each experiment is repeated five times using different random seeds. The

mean and standard deviation of the top-1 error rate is reported. In particular, we compare

our SRCC with the MixUp method (Zhang et al., 2017b) in the following settings: (1) The

noisy data are generated with symmetric noise, where the noise rates are set to 0.2, 0.4

and 0.6, respectively. (2) Different classifier architectures, i.e., MobileNet (Howard et al.,

2017), Preact-ResNet18 (He et al., 2016c) and Wide ResNet (Zagoruyko and Komodakis,

2016), are adopted.

Table 4.2 indicates that different base classifiers armed with our SRCC algorithm

achieve the lowest classification errors. Additionally, the error rates of Wide-ResNet28

are lower than those of Preact-ResNet18 and MobileNet. This indicates that a more

robust base classifier also improves the model performance. All the classifiers trained

with our SRCC achieve lower error rates than those trained with MixUp on both datasets

in different noise rates. This manifests that the models trained with SRCC obtain better

robustness against noisy data, demonstrating the superiority of our SRCC.
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Figure 4.5: Test accuracy vs. the number of epochs for SRCC and the compared methods.

(a) Symmetric 0.2 (b) Symmetric 0.6

Figure 4.6: Test accuracy vs. the number of epochs for SRCC and the compared methods
trained with the fixed learning rate.

4.4.4.3 Convergence

To analyze the test accuracy behaviours of different losses during training, we plot

the test accuracy in every iteration in Figure 4.5. Preact-ResNet18 is adopted as the

base classifier for different methods. For the models trained with the CE loss, the

performance decreases dramatically after reaching the highest test accuracy. After
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Table 4.3: Classification errors on CIFAR10 for different hyper-parameter values α.

Methods
Noise Rate

0.2 0.4
MixUp (α= 0.2) 11.13±0.38 16.43±0.72
MixUp (α= 0.5) 11.82±4.23 15.85±0.82
MixUp (α= 1.0) 10.22±0.62 15.25±0.41
SRCC (α= 0.2) 9.35±0.32 13.38±0.34
SRCC (α= 0.5) 8.64±0.49 11.81±0.23
SRCC (α= 1.0) 8.70±0.78 11.52±0.27

50 training iterations, the learning rate is decayed by 10 times. There are noticeable

performance gains in our method since most clean samples are used in our method which

leads to superior convergence. This phenomenon indicates that the noise samples provide

erroneous supervision in training, leading to inferior predictions for the test samples.

Compared with the MixUp, our model achieves better performance on both CIFAR10

and CIFAR100.

To further investigate the causes of performance degradation, we conduct extra

experiments on CIFAR10 with different symmetric noise rates. Instead of decaying the

learning rate, we train all models for 300 epochs with the same learning rate 0.1. As

shown in Figure 4.6, the performance of compared methods (e.g., CE and MixUP) still

decreases even if the learning rate is not decayed. This indicates that the performance

degradation is caused by the fact that the noise examples provide false supervision and

the compared methods cannot suppress these erroneous signals during training. The

performance degradation becomes more severe when compared models are trained on

data containing more noise samples. This shows that the performance of CE and MixUp

is easily affected by noise samples, especially when there are many noise samples in

the training data. Compared to these methods, the performance of our SRCC is stable,

demonstrating the robustness and superiority of our proposed algorithm.
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Table 4.4: Effects of reweighting strategies on CIFAR10 and CIFAR100.

Dataset Methods
Noise Rate

0.2 0.4 0.6

CIFAR10

CE 83.40±0.40 81.44±2.05 74.84±0.55
Reweight 88.41±0.56 85.79±1.19 75.41±2.58
MixUp 90.14±0.36 84.46±0.40 77.19±0.71
SRCC (Lc) 91.22±1.09 87.71±0.62 80.55±1.15
SRCC (Lrc +v1) 91.28±1.28 87.59±0.61 80.81±0.67
SRCC (Lrc +v2) 91.50±0.92 87.98±0.45 80.74±1.20

CIFAR100

CE 59.72±0.53 51.15±0.96 41.03±1.14
Reweight 59.55±0.55 53.11±0.21 42.51±0.58
MixUp 64.85±0.80 55.14±0.78 45.50±0.68
SRCC (Lc) 67.80±0.14 58.72±0.86 48.65±0.61
SRCC (Lrc +v1) 67.88±0.33 59.12±0.84 50.38±0.84
SRCC (Lrc +v2) 69.52±0.72 61.71±0.45 50.98±1.60

4.4.4.4 Sensitivity of Hyper-parameter α

We evaluate the sensitivity of MixUp and SRCC with respect to different mixing co-

efficients controlled by α. The test error rates on CIFAR10 are reported in Table 4.3.

Each model is run three times in this experiment. It can be seen that our SRCC is less

sensitive to the hyper-parameter than MixUp. When α is set to 0.5, the performance

variance of MixUp is much higher than ours. It implies that our proposed method is

more robust to different parameters than MixUP.

4.4.4.5 Class Centroids

To study the effects of reweighting strategies for updating class centroids, we conduct

experiments on CIFAR10 and CIFAR100 in different noise rates. We report test accuracy

in Table 4.4. Lrc and Lc denote the class centroids with or without reweigthing original

images. v1 and v2 denote that the weights of mixed inputs are normalized by Eq. (4.8)

and Eq. (4.9) respectively. It shows that the models with reweighting outperform those

with MixUp on both CIFAR10 and CIFAR100. Furthermore, we observe that a model

updating class centroids with weighted features outperforms the one updating class
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Table 4.5: Overall test accuracy of models with different centroids update strategies on
CIFAR10.

Methods
Noise Rate

0.2 0.4 0.6
Identical sampling 91.02±1.71 87.35±0.67 79.04±2.52
Offline 92.75±0.46 88.70±0.89 79.62±2.64
SRCC 91.50±0.92 87.98±0.45 80.74±1.20

centroids with the mean of sample features. This also demonstrates that our SRCC can

recognize reliable data when updating the class centroids.

We further investigate the effects of different centroids update strategies on the

model performance. As shown in Table 4.5, we adopt three ways to update class centroids.

The “Identical sampling” denotes the same batch samples model to produce mixed inputs

and update class centroids. The “Offline” represents the model updating class centroids

using all training samples after a training epoch. It is observed that the model that

samples another batch of images for generating mixed inputs (i.e., our SRCC) indeed

outperforms the “Identical Sampling” model.

4.4.5 Comparisons with State-of-the-art

We compare our methods with different state-of-art methods. For fair comparisons on

CIFAR10 and CIFAR100, ResNet32 is adopted as the base classifier by all the methods.

For the Tiny-ImagnetNet dataset, we use Preact-ResNet18 as the base classifier for

all the methods. The CE denotes that the model utilizes the cross-entropy loss to train

the networks on noisy data. Forward (Patrini et al., 2017) corrects the prediction by a

label transition matrix. Coteach (Han et al., 2018) adopts two models and an exchange

loss for robust training. Meta-WeightNet (Shu et al., 2019) uses a simple network to

learn a weighting function in a data-driven fashion, representing the state-of-the-art

sample weighting methods. GCE (Zhang and Sabuncu, 2018) introduces a generalized

cross-entropy loss for training deep neural networks with noisy labels. SL (Wang et al.,
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Table 4.6: Comparisons with different state-of-the-art methods on CIFAR10 and CI-
FAR100. Mean and standard deviation of Top-1 Accuracy are reported. The relative
degradation between the noise and clean cases is also reported in the parentheses. The
best and second best results are marked in red and blue respectively.

Dataset Methods Clean
Symmetric Noise Asymmetric Noise

Noise Rate Noise Rate
0.2 0.4 0.6 0.2 0.4

CIFAR10

CE 92.89±0.32 76.83(16.06)±2.30 70.77(22.12)±2.31 63.21(29.68)±4.22 79.24(13.65)±1.33 69.92(22.97)±1.97
Forward 91.85±0.15 87.83(4.12)±0.32 84.19(7.66)±0.21 78.92(12.93)±0.29 89.29(2.56)±0.50 82.32(9.53)±0.70
Coteach 92.19±0.12 90.69(1.50)±0.12 85.30(6.89)±0.29 78.21(13.98)±2.58 82.22(9.97)±0.93 79.00(13.19)±1.27
Meta-WeightNet 92.04±0.15 89.19(2.85)±0.57 86.10(5.94)±0.18 81.31(10.73)±0.37 90.33(1.71)±0.61 87.57(4.47)±0.23
GCE 90.03±0.30 88.51(1.52)±0.37 85.48(4.55)±0.16 81.29(8.74)±0.23 88.55(1.48)±0.22 83.31(6.72)±0.14
SL 89.31±0.29 88.38(0.93)±0.29 86.00(3.31)±0.23 81.19(8.12)±0.40 88.41(0.90)±0.28 82.87(6.44)±0.65
Bi-Tempered 90.11±0.23 88.51(1.60)±0.31 84.93(5.18)±0.67 77.82(12.29)±0.79 88.23(1.88)±0.23 82.43(7.68)±0.23
SRCC 92.41±0.17 90.52(1.89)±0.13 87.43(4.98)±0.42 81.59(10.82)±0.41 91.09(1.32)±0.25 87.89(4.52)±0.52

CIFAR100

CE 70.50±0.12 50.8(19.64)6±0.27 43.01(27.49)±1.16 34.43(36.07)±0.94 52.36(18.14)±0.17 41.23(29.27)±1.26
Forward 68.52±0.36 61.27(7.24)±0.40 55.69(12.83)±0.32 45.15(23.37)±1.88 65.04(3.48)±7.71 46.77(21.75)±0.51
Coteach 65.09±0.19 62.48(2.61)±0.28 53.88(11.21)±0.29 40.94(24.15)±0.87 57.55(7.54)±0.25 49.23(15.86)±0.78
Meta-WeightNet 69.13±0.33 64.22(5.09)±0.28 58.64(10.67)±0.47 47.43(21.58)±0.76 64.22(5.09)±0.28 55.25(14.06)±0.47
GCE 67.39±0.12 63.97(3.42)±0.43 58.33(9.06)±0.35 41.73(25.66)±0.36 62.07(5.32)±0.41 53.29(14.10)±0.09
SL 62.82±1.44 60.74(2.08)±1.27 58.04(4.78)±1.79 46.77(16.05)±2.43 61.49(1.33)±0.85 51.21(11.61)±0.49
Bi-Tempered 67.90±0.27 64.95(2.95)±0.22 59.83(8.07)±0.46 50.73(17.17)±0.50 61.25(6.65)±0.33 46.26(21.64)±0.36
SRCC 69.31±1.16 65.76(3.55)±0.36 60.62(8.69)±0.68 49.23(20.08)±1.49 65.98(3.33)±0.50 54.86(14.45)±0.64

Table 4.7: Comparisons with different state-of-the-art methods in terms of test accuracy
on Tiny-ImageNet.

Methods Clean
Symmetric Asymmetric
Noise Rate Noise Rate

0.2 0.4 0.6 0.2 0.4
CE 58.59 44.39 37.14 31.19 47.01 34.06
Forward (Patrini et al., 2017) 58.52 46.51 37.16 29.72 48.16 34.51
Coteach (Han et al., 2018) 55.23 46.93 42.17 21.53 50.71 39.06
Meta-WeightNet (Shu et al., 2019) 57.55 51.33 46.68 39.91 51.23 37.72
GCE (Zhang and Sabuncu, 2018) 57.13 49.16 46.02 40.73 47.93 39.43
SL (Wang et al., 2019) 56.45 53.09 49.68 41.24 53.16 36.67
Bi-Tempered (Amid et al., 2019) 58.04 53.49 46.44 35.11 49.36 39.25
SRCC 59.77 54.24 50.64 41.56 54.45 40.91

2019) employs an asymmetric cross-entropy loss for robust learning with noisy labels.

Bi-Tempered (Amid et al., 2019) introduces a robust bi-tempered logistic loss for training

models with noisy labels.

As shown in Table 4.6, our proposed SRCC, in general, achieves the highest test

accuracy. Bi-Tempered performs well for symmetric noisy datasets but fails to handle

asymmetric noise. Although the results of Meta-WeigthNet for different noisy types are

stable, it requires extra clean data to calibrate the sample weights during training. As
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Table 4.8: Comparisons with state-of-the-art methods in terms of test accuracy on
Clothing1M.

Method CE Forward (Patrini et al., 2017) SL (Wang et al., 2019) Meta-WeightNet (Shu et al., 2019) SRCC
Accuracy 69.21 69.84 71.02 73.72 73.99

Meta-WeigthNet requires to feed-forward both training and validation data, and propa-

gate gradients backwards three times, it takes at least several times the computational

resources of baseline to update the network. In our SRCC, we only need extra forward

operations to update the class centroids. We also summarize the average running time

of a training epoch on CIFAR10. For one epoch, training the baseline, our SRCC and

Meta-WeightNet, on average, cost 10.72s, 17.73s, and 81.27s, respectively. Therefore,

Meta-WeightNet performs much slower than our approach during training.

For all compared methods, they either adopt different loss functions (such as Bi-

temp) or introduce sample weights (such as Meta-WeightNet). The supervision signals of

these methods are thus different from the standard CE loss. In practice, noise levels of

training data are unknown to the compared algorithms. Therefore, we do not assume

that the clean data are known in advance. Even though all samples are clean, the

compared algorithms may also recognize them as noise ones, thus leading to performance

degeneration. We also report the top-1 accuracy of different methods in the noise-free

case. As suggested, we report the relative degradation in Table 4.6. Our method is

comparable to the baseline in the noise-free case but our model is agnostic against the

noise degrees of data. This implies that our proposed model identifies the clean samples

accurately.

Furthermore, we also report the classification performance of different methods on

Tiny-ImageNet in Table 4.7. Our proposed SRCC achieves the best classification accuracy

when there is no noise in the training data and outperforms all the other methods when

the training data contain different types of noisy examples.

To verify the effectiveness of the proposed method on real-world data, we further
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conduct experiments on Clothing1M. The results of other methods are reported from

original papers. Table 4.8 shows the test accuracy of different methods. Our proposed

method achieves the highest test accuracy on this dataset.

4.5 Summary

In this chapter, we introduced a novel reweighting method, dubbed self-reweighting from

class centroids (SRCC), for learning with noisy labels. Our method exploits the class

centres to measure the reliability of labels in computing the objective function, thus being

more robust to corrupted labels. Furthermore, we also reweight class centroids to remove

the noisy data in an online fashion. By doing so, we significantly reduce the computational

cost while maintaining the effectiveness of the training process. The effectiveness of our

proposed method is analyzed to show the advantage of our proposed method. Extensive

experiments demonstrate that our SRCC achieves superior performance compared to

the state-of-the-art on noisy data.
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5
SINGLE FRAME SUPERVISION FOR TEMPORAL ACTION

LOCALIZATION

5.1 Introduction

Recently, weakly-supervised temporal action localization (TAL) has attracted substantial

interest. Given a training set containing only video-level labels, we aim to detect and

classify each action instance in long, untrimmed testing videos. In the fully-supervised

annotation, the annotators usually need to rollback the video for repeated watching to

give the precise temporal boundary of an action instance when they notice an action

while watching the video (Zhao et al., 2019). For the weakly-supervised annotation,

annotators just need to watch the video once to give labels. They can record the action

class once they notice an unseen action. This significantly reduces annotation resources:

video-level labels use fewer resources than annotating the start and end times in the

fully-supervised setting.

Despite the promising results achieved by state-of-the-art weakly supervised TAL

work (Nguyen et al., 2018; Paul et al., 2018; Shou et al., 2018), their localization per-
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Annotation Process

2. Roll back and forth
 to find

start and end time
3. Annotate full label

2. Annotate weak label

2. Annotate single-frame label

Ti
m

e

(a) Fully

(b) Weakly

(c) Single-frame

1. Once notice 
an action

1. Once notice 
an action

1. Once notice 
an action

class: pull, start: 1.2s, end: 3.6s

class: pull

class: pull, timestamp: 2.4s

Figure 5.1: Different ways of annotating actions while watching a video. (a) Annotating
actions in the fully-supervised way. The start and end time of each action instance
are required to be annotated. (b) Annotating actions in the weakly-supervised setting.
Only action classes are required to be given. (c) Annotating actions in our single frame
supervision. Each action instance should have one timestamp. Note that the time is
automatically generated by the annotation tool. Compared to the weakly-supervised
annotation, the single frame annotation requires only a few extra pauses to annotate
repeated seen actions in one video.

formance is still inferior to fully-supervised TAL work (Chao et al., 2018; Lin et al.,

2018; Shou et al., 2017). In order to bridge this gap, we are motivated to utilize single

frame supervision (Moltisanti et al., 2019): for each action instance, only one single

positive frame is pointed out. The annotation process for single frame supervision is

almost the same as it in the weakly-supervised annotation. The annotators only watch

the video once to record the action class and timestamp when they notice each action.

This significantly reduces annotation resources compared to full supervision.

In order to make full use of single frame supervision for our TAL task, we make

three innovations to improve the model’s capability in distinguishing background frames

and action frames. First, we predict “actionness” at each frame which indicates the

probability of being any actions. Second, based on the actionness, we investigate a novel
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background mining algorithm to determine frames that are likely to be the background

and leverage these pseudo background frames as additional supervision. Third, when

labeling pseudo action frames, besides the frames with high confidence scores, we aim

to determine more pseudo action frames and thus propose an action frame expansion

algorithm.

In addition, detecting precise start time and end time for many real-world applications

is overkill. Consider a reporter who wants to find some car accident shots in an archive

of street camera videos: it is sufficient to retrieve a single frame for each accident. The

reporter can quickly truncate clips of desired lengths. Thus, in addition to evaluating

traditional segment localization in TAL, we propose a new task called single frame

localization, which requires only localizing one frame per action instance.

• To our best knowledge, this is the first work to use single frame supervision for the

challenging problem of localizing temporal boundaries of actions. We show that the

single frame annotation significantly saves annotation time.

• We find that single frame supervision can provide a vital cue about the background.

Thus, from frames that are not annotated, we propose two novel methods to mine

likely background frames and action frames, respectively. These likely background

and action timestamps are further used as pseudo ground-truth for training.

• We conduct extensive experiments on three benchmarks, and the performances

on both segment localization and single frame localization tasks are primarily

boosted.
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Figure 5.2: Overall training framework of our proposed SF-Net. Given single frame
supervision, we employ two novel frame mining strategies to label pseudo action frames
and background frames. The detailed architecture of SF-Net is shown on the right.
SF-Net consists of a classification module to classify each labeled frame and the whole
video, and an actionness module to predict the probability of each frame being action.

5.2 Single Frame Network

5.2.1 Problem Setup

A training video can contain multiple action classes and multiple action instances.

Unlike the fully-supervised setting, which provides temporal boundary annotation of

each action instance, in our single frame supervision setting, each instance only has

one frame pointed out by the annotator with timestamp t and action class y. Note that

y ∈ {1, . . . , Nc} where Nc is the total number of classes and we use index 0 to represent

the background class.

Given a testing video, we perform two temporal localization tasks: (1) Segment

localization. We detect each action instance’s start time and end time with its action

class prediction. (2) Single frame localization. We output the timestamp of each

detected action instance with its action class prediction.
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5.2.2 Framework

Our overall framework is presented in Figure 5.2. During training, learning from single

frame supervision, SF-Net mines pseudo action and background frames. Based on

the labeled frames, we employ three losses to jointly train a classification module to

classify each labeled frame and the whole video, and an actionness module to predict the

probability of each frame being action.

For a training batch of N videos, the features of all frames are extracted and stored

in a feature tensor X ∈RN×T×D , where D is the feature dimension, and T is the number

of frames. As different videos vary in the temporal length, we simply pad zeros when the

number of frames in a video is less than T.

The classification module outputs the score of being each action class for all frames in

the input video. To classify each labeled frame, we feed X into three Fully-Connected (FC)

layers to get the classification score C ∈RN×T×Nc+1. The classification score C is then

used to compute frame classification loss L f rame. We also pool C temporally as described

by Narayan et al. (2019) to compute video-level classification loss Lvideo.

As shown in Figure 5.2, our model has an actionness branch of identifying positive

action frames. Different from the classification module, the actionness module only

produces a scalar for each frame to denote the probability of being contained in an action

segment. To predict an actionness score, we feed X into two temporal convolutional

layers followed by one FC layer, resulting in an actionness score matrix A ∈RN×T . We

apply sigmoid on A and then compute a binary classification loss Lactionness.

5.2.3 Pseudo Label Mining

5.2.3.1 Action Classification

We use cross entropy loss for the action frame classification. As there are NT frames

in the input batch of videos and most of the frames are unlabeled, we first filter the
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Algorithm 4 Action Frame Mining

1: Input: video classification activation C ∈RT×Nc+1, labeled action frame at time t
belonging to action class y, expand radius r = 5, threshold ξ= 0.9.

2: Output: expanded frames set S
3: gather classification score C(t) for the anchor frame
4: S ← {(t, y)}
5: function EXPAND(s):
6: for j ← 1; j ≤ r do
7: ŷpast ← argmin C(t+ ( j−1)s)
8: ŷcurrent ← argmin C(t+ js)
9: ŷf uture ← argmin C(t+ ( j+1)s)

10: if ŷpast == ŷcurrent == ŷf uture and C(t+ js)y ≥ ξC(t)y then
11: S ← (t+ js, y)
12: end if
13: j ← j+ s
14: end for
15: end function
16: EXPAND(-1)
17: EXPAND(1)
18: Return S

labeled frames for classification. Suppose we have Nl labeled frames where Nl ≪ NT.

We can get classification activations of Nl labeled frames from C. These scores are fed to

a Softmax layer to get classification probability pl ∈RNl×Nc+1. The classification loss of

annotated frames is formulated as:

(5.1) Ll
f rame =− 1

Nl

Nl∑
i

yilogpl
i,

where the pl
i denote the prediction for the ith labeled action frame.

5.2.3.2 Mining Action Frames

With only a single label per action instance, the number of positive examples is

relatively small. The model may be challenging to learn from these limited frames. To

increase the temporal information available to the model, we design an action frame

mining to introduce more frames into the training process. We treat each labeled action

frame as an anchor for each action instance. We first set the expand radius r to limit the
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maximum expansion distance to the anchor frame at t. Then we expand the past from

t−1 frame and the future from t+1 frame, separately. Suppose the action class of the

anchor frame is represented by yi. Suppose the current expanding frame has the same

predicted label as the anchor frame, and the classification score at yi class is higher than

that score of the anchor frame multiplying a predefined value ξ. In that case, we then

annotate this frame with label yi and put it into the training pool. Otherwise, we stop

the expansion process for the current anchor frame.

The action frame mining strategy is described in Algorithm 4. We treat the labeled

action frame as the anchor frame and expand frames around it. We use a threshold ξ

and the label consistency with neighbors to decide whether to add the unlabeled frame

or not. The expanded frames are annotated with the same label as the anchor frame.

As shown in Algorithm 4, we expand the frames at t−1 to the anchor frame. We first

gather the classification score of three frames around t−1 frame. We then calculate the

prediction classes for these three frames. If they all have the same predicted class and

the classification score for the current frame at class y is above a threshold, we choose to

put the current frame into the training frame set S. For all experiments in the chapter,

we set ξ= 0.9 for fair comparisons.

5.2.3.3 Mining Background Frames

The background frames are also important and widely used to boost the model perfor-

mance (Liu et al., 2019; Nguyen et al., 2019). Since there is no background label under

the single frame supervision, our proposed model manages to localize background frames

from all the unlabeled frames in the N videos. In the beginning, we do not have supervi-

sion about where the background frames are. Introducing the background class can avoid

classifying a frame into one of the action classes. Our proposed background frame mining

algorithm can offer us the supervision needed for training such a background class to

improve the classifier’s discriminability. Suppose we try to mine ηNl background frames.
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We first gather the classification scores of all unlabeled frames from C. The η is the ratio

of background frames to labeled frames. These scores are then sorted along background

class to select the top ηNl scores pb ∈RηNl as the score vector of the background frames.

The pseudo background classification loss is calculated on the top ηNl frames by

(5.2) Lb
f rame =− 1

ηNl

∑
log pb.

The background frame classification loss assists the model with identifying irrelevant

frames. Different from background mining which either require extra computation source

to generate background frames or adopt a complicated loss for optimization, we mining

background frames across multiple videos and use the classification loss for optimization.

The selected pseudo background frames may have some noises in the initial training

rounds. As the training evolves and the classifier discriminability improves, we are able

to reduce the noises and detect background frames more correctly. With the more correct

background frames as supervision signals, the discriminability can be further boosted.

In our experiments, we observed that this simple background mining strategy allows for

better action localization results. We incorporate the background classification loss with

the labeled frame classification loss to formulate the single frame classification loss

(5.3) L f rame =Ll
f rame +

1
Nc

Lb
f rame

where Nc is the number of action classes to leverage the influence from background class.

5.2.3.4 Actionness Prediction

In fully-supervised TAL, various methods learn to generate action proposals that may

contain the potential activities (Xu et al., 2017; Lin et al., 2018; Chao et al., 2018).

Motivated by this, we have designed the actionness module to make the model focus on

frames relevant to target actions. Instead of producing the temporal segment in proposal

methods, our actionness module produces the actionness score for each frame. The
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actionness module is in parallel with the classification module in our SF-Net. It offers

extra information for temporal action localization. We first gather the actionness score

Al ∈RK of labeled frames in the training videos. The higher the value for a frame, the

higher probability of that frame belongs to a target action. We also use the background

frame mining strategy to get the actionness score Ab ∈ RηNl . The actionness loss is

calculated by,

(5.4) Lactionness =− 1
Nl

∑
logσ(Al)− 1

ηNl

∑
log(1−σ(Ab)),

where σ is the sigmoid function to scale the actionness score to [0,1].

5.2.4 Training

We employ video-level loss as described in Narayan et al. (2019) to tackle the problem of

multi-label action classification at video-level. For the ith video, the top-k activations per

category (where k = Ti/8) of the classification activation C(i) are selected and then are

averaged to obtain a class-specific encoding r i ∈RC+1. We average all the frame label

predictions in the video vi to get the video-level ground-truth qi ∈RNc+1. The video-level

loss is calculated by

(5.5) Lvideo =− 1
N

N∑
i=1

Nc∑
j=1

qi( j) log
exp(r i( j))∑

Nc+1 exp(r i(k))
,

where qi( j) is the jth value of qi representing the probability mass of video vi belong to

jth class.

Consequently, the total training objective for our proposed method is

(5.6) L=L f rame +αLvideo +βLactionness,

where L f rame, Lvideo, and Lactionness, denote the frame classification loss, video classifica-

tion loss, and actionness loss, respectively. α and β are the hyper-parameters leveraging

different losses.
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Figure 5.3: The inference framework of SF-Net. The classification module outputs the
classification score C of each frame for identifying possible target actions in the given
video. The action module produces the actionness score determining the possibility of a
frame containing target actions. The actionness score together with the classification
score are used to generate action segment based on the threshold.

5.2.5 Inference

During the test stage, we need to give the temporal boundary for each detected action.

We follow previous weakly-supervised work (Nguyen et al., 2018) to predict video-level

labels by temporally pooling and thresholding on the classification score. As shown in

Figure 5.3, we first obtain the classification score C and actionness score A by feeding

input features of a video to the classification module and actionness module. Towards

segment localization, we follow the thresholding strategy in Nguyen et al. (2019) to keep

the action frames above the threshold and consecutive action frames constitute an action

segment. For each predicted video-level action class, we localize each action segment by

detecting an interval that the sum of classification score and actionness score exceeds

the preset threshold at every frame inside the interval. We simply set the confidence

score of the detected segment to the sum of its highest frame classification score and the

actionness score. Towards single frame localization, for the action instance, we choose

the frame with the maximum activation score in the detected segment as the localized

action frame.
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5.3 Experiment

5.3.1 Datasets

THUMOS14 (Idrees et al., 2017) contain 1010 validation and 1574 test videos from 101

action categories. Out of these, 20 categories have temporal annotations in 200 validation

and 213 test videos. The dataset is challenging, as it contains an average of 15 activity

instances per video.

GTEA (Lei and Todorovic, 2018) include 28 videos of 7 fine-grained types of daily

activities in a kitchen contained. An activity is performed by four different subjects, and

each video contains about 1800 RGB frames, showing a sequence of 7 actions, including

the background action.

BEOID (Damen et al., 2014) contain 58 videos and an average of 12.5 action instances is

included in each video. The average length is about 60s, and there are 30 action classes

in total. We randomly split the untrimmed videos in an 80-20% proportion for training

and testing, as described in (Moltisanti et al., 2019).

5.3.2 Implementation Details

We use I3D network (Carreira and Zisserman, 2017a) trained on the Kinetics (Carreira

and Zisserman, 2017b) to extract video features. For the RGB stream, we rescale the

smallest dimension of a frame to 256 and perform the center crop of size 224×224. For

the flow stream, we apply the TV-L1 optical flow algorithm (Zach et al., 2007). We follow

the two-stream fusion operation in (Narayan et al., 2019) to integrate predictions from

both appearance (RGB) and motion (Flow) branches. The inputs to the I3D models are

stacks of 16 frames.

On all datasets, we set the learning rate to 10−3 for all experiments, and the model

is trained with a batch size of 32 using the Adam (Kingma and Ba, 2015). Loss weight
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Figure 5.4: Interface for annotating a single frame. First step is to pause the video when
annotators notice an action while watching the video. The second step is to select the
target class for the paused frame. After annotating an action instance, the annotator
can click the video to keep watching the video for the next action instance. Note that the
time is automatically generated by the annotation tool. After watching a whole video,
the annotator can press the generate button to save all records into a csv file.

hyper-parameters α and β are set to 1. The model performance is not sensitive to these

hyper-parameters. For the hyper-parameter η used in mining background frames, we set

it to 5 on THUMOS14 and set it to 1 on the other two datasets. The number of iterations

is set to 500, 2000 and 5000 for GTEA, BEOID and THUMOS14, respectively.

5.3.3 Single Frame Annotation

We invite four annotators with different backgrounds to label single frames for all actions

instances. Before annotating each dataset, four annotators have watched a few video

examples containing different actions to become familiar with action classes. They are

asked to annotate one single frame for each target action instance while watching the

video by our designed annotation tool. Specifically, they must pause the video when they

identify an action instance and choose the action class that the paused frame belongs to.

Once they have chosen the action class, they need to continue watching the video and
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record the frames for the following target action instances. After watching the whole

video, the annotator should press the generation button, and the annotation tool will

then automatically produce the timestamps and action classes of all operated frames for

the given video. The single frame annotation process is much faster than annotating the

temporal boundary of each action in which the annotator often watches the video many

times to define the start and end timestamp of a given action.

5.3.3.1 Annotation Guideline

Different people may have different understandings of what constitutes a given action.

To reduce the ambiguity, we prepare a detailed annotation guideline, including clear

action definitions and positive/negative examples with detailed clarifications for each

action. For each action, we give (1) textual action definition for single frame annotation,

(2) positive single frame annotations, and (3) segmented action instances which the

annotator is familiar with.

5.3.3.2 Annotation Tool

Our annotation tool supports automatically recording timestamps for annotating single

frames. This makes the annotation process faster when annotators notice an action and

are ready to label the paused frame. The interface of our annotation tool is presented in

Figure 5.4. After watching a whole video, the annotator can press the generate button,

the annotation results will be automatically saved into a csv file. When annotators think

they made a wrong annotation, they can delete it at any time while watching the video.

We have shown the one annotation example in the supplementary file. We have uploaded

a video in the supplementary file to show how to annotate single frame while watching

the video.
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Table 5.1: Single frame annotation differences between different annotators on three
datasets. We show the number of action segments annotated by Annotator 1, Annotator
2, Annotator 3, and Annotator 4. In the last column, we report the total number of the
ground-truth action segments for each dataset.

Datasets Annotator 1 Annotator 2 Annotator 3 Annotator 4 # of total segments
GTEA 369 366 377 367 367
BEOID 604 602 589 599 594

THUMOS14 3014 2920 2980 2986 3007

5.3.3.3 Quality Control

We make two efforts to improve the annotation quality. First, each video is labeled by

four annotators, and the annotated single frames of a view are randomly selected during

experiments to reduce annotation bias. Secondly, we train annotators before annotating

videos and make sure that they can notice target actions while watching the video.

5.3.3.4 Annotation Statistics

We also invite four annotators with different backgrounds to label a single frame for

each action segment on three datasets. More details of the annotation process can be

found in the supplementary material. In Table 5.1, we have shown the action instances

of different datasets annotated by different annotators. The ground-truth in the Table

denotes the action instances annotated in the fully-supervised setting. From the Table,

we obtain that different annotators’ number of action instances has a very low variance.

The number of labeled frames is very close to the number of action segments in the

fully-supervised setting. This indicates that annotators have a common justification for

the target actions and hardly miss the action instance. They only pause once to annotate

the single frame of each action.

We also present the distribution of the relative position of single frame annotation to

the corresponding action segment. As shown in Figure 5.5, there are rare frames outside

of the temporal range of action instances from the ground-truth in the fully-supervised
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Figure 5.5: Statistics of human annotated single frame on three datasets. X-axis: single
frame falls in the relative portion of the whole action; Y-axis: percentage of annotated
frames. We use different colors to denote annotation distribution on different datasets.

setting. As the number of annotated single frames is almost the same as the number

of action segments, we can infer that the single frame annotation includes all almost

potential action instances. We obtain that annotators prefer to label frames near to

the middle part of action instances. This indicates that humans can identify an action

without watching the whole action segment. On the other hand, this will significantly

reduce the annotation time compared with fully-supervised annotation as we can quickly

skip the current action instance after single frame annotation.

5.3.3.5 Annotation Speed

To measure the required annotation resource for different supervision, we conducted

a study on GTEA. Four annotators are trained to be familiar with action classes in

GTEA. We ask the annotator to indicate the video-level, single frame, and temporal

boundary labels of 21 videos lasting 93 minutes long. While watching, the annotator

can skim, pause, and go to any timestamp. Each type of annotations are conducted

separately where only video-level annotations are produced if the annotator is required

to generate the video-level annotations. On average, the annotation time used by each

person to annotate 1-minute video is 45s for the video-level label, 50s for the single frame

label, and 300s for the segment label. The annotation time for the single frame label is

close to the annotation time for the video-level label but much fewer than time for the
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Table 5.2: Comparisons between different methods for simulating single frame supervi-
sion on THUMOS14. “Annotation” means that the model uses human annotated frame
for training. “TS” denotes that the single frame is sampled from action instances using a
uniform distribution, while “TS in GT” is using a Gaussian distribution near the mid
timestamp of each activity. The AVG for segment localization is the average mAP from
IoU 0.1 to 0.7.

Position mAP@hit
Segment mAP@IoU

0.3 0.5 0.7 AVG
Annotation 60.2±0.70 53.3±0.30 28.8±0.57 9.7±0.35 40.6±0.40
TS 57.6±0.60 52.0±0.35 30.2±0.48 11.8±0.35 40.5±0.28
TS in GT 52.8±0.85 47.4±0.72 26.2±0.64 9.1±0.41 36.7±0.52

fully-supervised annotation.

5.3.4 Evaluation Metric

(1) Segment localization: We follow the standard protocol, provided with the three

datasets, for evaluation. The evaluation protocol is based on mean Average Precision

(mAP) for different intersection over union (IoU) values for the action localization task.

(2) Single frame localization: We also use mAP to compare performances. Instead

of measuring IoU, the predicted single frame is regarded as correct when it lies in

the temporal area of the ground-truth segment, and the class label is correct. We use

mAP@hit to denote the mean average precision of selected action frame falling in the

correct action segment.

5.3.5 Ablation Study

5.3.5.1 Simulation of Single Frame Supervision

First, to simulate the single frame supervision based on ground-truth boundary an-

notations in the above three datasets, we explore the different strategies to sample a

single frame for each action instance. We follow the strategy in Moltisanti et al. (2019) to

generate single frame annotations with uniform and Gaussian distribution (Denoted
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by TS and TS in GT). We report the segment localization at different IoU thresholds

and frame localization results on THUMOS14 in Table 5.2. The model with each single

frame annotation is trained five times. The mean and standard deviation of mAP is

reported in the Table. Compared to models trained on sampled frames, the model trained

on human annotated frames achieves the highest mAP@hit. As the action frame has the

largest prediction score in the prediction segment, the model with higher mAP@hit can

assist with localizing action timestamp more accurately when people need to retrieve the

frame of target actions. When sampling frames are from near middle timestamps to the

action segment (TS in GT), the model performs inferior to other models as these frames

may not contain informative elements of complete actions. For the segment localization

result, the model trained on truly single frame annotations achieves higher mAP at small

IoU thresholds, and the model trained on frames sampled uniformly from the action

instance gets higher mAP at larger IoU thresholds. It may be originated by sampled

frames of uniform distribution containing more boundary information for the given

action instances.

5.3.5.2 Module Design

To analyze the contribution of the classification module, actionness module, background

frame mining strategy, and the action frame mining strategy, we perform a set of ablation

studies on THUMOS14, GTEA and BEOID datasets. The segment localization mAP at

different thresholds is presented in Table 5.3. We also compare the model with only weak

supervision and the model with full supervision. The model with weak supervision is

implemented based on Narayan et al. (2019). When the single frame annotations are

adopted, large performance gain are obtained on all three datasets.

We observe that the model with single frame supervision outperforms the weakly-

supervised model. Moreover, a significant performance gain is obtained on GTEA and

BEOID datasets as the single video often contains multiple action classes, while action
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Table 5.3: Segment localization mAP results at different IoU thresholds on three datasets.
Weak denotes that only video-level labels are used for training. All action frames are
used in the full supervision approach. SF uses extra single frame supervision with frame
level classification loss. SFB means that pseudo background frames are added into the
training, while the SFBA adopts the actionness module, and the SFBAE indicates the
action frame mining strategy added in the model. For models trained on single frame
annotations, we report mean and standard deviation results of five runs. AVG is the
average mAP from IoU 0.1 to 0.7.

Dataset Models
mAP@IoU

0.1 0.3 0.5 0.7 AVG

GTEA

Full 58.1 40.0 22.2 14.8 31.5
Weak 14.0 9.7 4.0 3.4 7.0
SF 50.0±1.42 35.6±2.61 21.6±1.67 17.7±0.96 30.5±1.23
SFB 52.9±3.84 34.9±4.72 17.2±3.46 11.0±2.52 28.0±3.53
SFBA 52.6±5.32 32.7±3.07 15.3±3.63 8.5±1.95 26.4±3.61
SFBAE 58.0±2.83 37.9±3.18 19.3±1.03 11.9±3.89 31.0±1.63

BEOID

Full 65.1 38.6 22.9 7.9 33.6
Weak 22.5 11.8 1.4 0.3 8.7
SF 54.1±2.48 24.1±2.37 6.7±1.72 1.5±0.84 19.7±1.25
SFB 57.2±3.21 26.8±1.77 9.3±1.94 1.7±0.68 21.7±1.43
SFBA 62.9±1.68 36.1±3.17 12.2±3.15 2.2±2.07 27.1±1.44
SFBAE 62.9±1.39 40.6±1.8 16.7±3.56 3.5±0.25 30.1±1.22

THUMOS14

Full 68.7 54.5 34.4 16.7 43.8
Weak 55.3 40.4 20.4 7.3 30.8
SF 58.6±0.56 41.3±0.62 20.4±0.55 6.9±0.33 31.7±0.41
SFB 60.8±0.65 44.5±0.37 22.9±0.38 7.8±0.46 33.9±0.31
SFBA 68.7±0.33 52.3±1.21 28.2±0.42 9.7±0.51 39.9±0.43
SFBAE 70.0±0.64 53.3±0.3 28.8±0.57 9.7±0.35 40.6±0.40

classes in one video are fewer in THUMOS14. Both background frame mining strategy

and action frame mining strategy boost the performance on BEOID and THUMOS14

by putting more frames into the training, the performance on GTEA decreases mainly

due to that GTEA contains almost no background frame. In this case, it is not helpful to

employ background mining and the actionness module to distinguish background against

action. The actionness module works well for the BEOID and THUMOS14 datasets,

although the actionness module only produces one score for each frame.
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Table 5.4: The background η analysis on THUMOS14. AVG is the average mAP at IoU
0.1 to 0.7.

η mAP@hit
mAP@IoU

0.1 0.3 0.5 0.6 0.7 AVG
0.0 44.4±0.56 58.6±0.55 41.1±0.80 20.2±0.69 12.9±0.58 7.3±0.10 31.7±0.47
1.0 57.7±0.41 68.3±0.37 51.1±0.57 28.2±0.52 17.7±0.09 9.4±0.31 39.3±0.13
3.0 60.6±1.36 71.0±1.21 53.8±0.71 29.3±1.14 18.9±0.88 9.4±0.43 41.1±0.80
5.0 60.6±0.85 70.6±0.92 53.7±1.21 29.1±0.39 19.1±1.31 10.2±0.84 41.1±0.78
7.0 60.9±0.56 70.7±0.08 54.3±1.18 29.5±0.13 19.0±0.50 10.1±0.27 41.3±0.44
9.0 60.2±1.12 70.3±0.83 53.4±0.8 29.6±0.58 18.8±0.99 10.1±0.37 41.0±0.60

Table 5.5: The loss coefficients analysis on THUMOS14. AVG is the average mAP at IoU
0.1 to 0.7.

parameter mAP@hit
Segment mAP@IoU

0.1 0.3 0.5 0.6 0.7 AVG
α= 0.2 61.9±0.34 71.6±0.73 54.2±1.31 29.3±0.47 18.4±0.62 9.7±0.35 41.3±0.56
α= 0.5 61.9±0.68 71.8±0.36 54.4±0.68 30.2±0.41 19.3±0.92 10.2±1.14 41.9±0.47
α= 0.8 60.7±0.95 71.0±0.40 53.8±0.64 29.4±0.26 19.0±0.23 10.0±0.25 41.2±0.22
β= 0.2 60.6±1.55 70.5±1.21 53.2±1.09 29.4±0.64 18.8±0.71 9.7±0.33 41.0±0.67
β= 0.5 60.2±0.69 70.5±0.55 53.7±0.71 29.4±0.16 18.8±0.47 10.0±0.34 41.1±0.42
β= 0.8 60.8±1.05 70.6±0.50 53.8±1.47 29.6±0.34 18.9±0.36 10.0±0.37 41.2±0.55

5.3.5.3 Background Ratio

Table 5.4 shows the results with respect to different background ratios η on THUMOS14.

The mean and standard deviation of segment and frame metrics are reported. We ran

each experiment three times. The single frame annotation for each video is randomly

sampled from annotations by four annotators. From Table 5.4, we find that our proposed

SF-Net boosts the segment and frame evaluation metrics on THUMOS14 dataset with

background mining. The model becomes stable when the η is set in range from 3 to 9.

5.3.5.4 Loss Coefficients

We also conduct experiments to analyze the hyper-parameters of each loss item on

the THUMOS14 in Table 5.5. The mean and standard deviation of segment and frame

metrics are reported. We run each experiment three times. The single frame annotation
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Table 5.6: Classification accuracy and class-agnostic localization AP on THUMOS14.

Classification Class-agnostic localization
mAP AP@IoU=0.3 AP@IoU=0.5 AP@IoU=0.7

Ours w/o single frame 97.8 42.1 18.1 5.5
Ours w/ single frame 98.5 58.8 32.4 9.4

for each video is randomly sampled from annotations by four annotators. The default

values of α and β are 1. Note that the main frame loss 5.2 is used in all experiments.

We change one hyper-parameter and fix the other one in this experiment. From the

Table 5.5, we observe that our model is not sensitive to these hyper-parameters. Our

model achieves highest performance when the α is set to 0.2.

5.3.5.5 Classification & Localization Evaluation

We independently evaluate our single frame supervised and weakly-supervised models in

terms of classification and localization. We adopt mean average precision (mAP) in Wang

et al. (2016) to evaluate the video-level classification performance and AP at different

IoU thresholds to evaluate the class-agnostic localization quality regardless of the action

class. We report the video-level classification mAP in Table 5.6, showing only marginal

gain as expected. THUMOS14 only contains one or two action classes in a single video,

which makes the video easily classified into the target action category. We also evaluate

boundary detection AP regardless of the label in Table 5.6, showing a large gain after

adding single frame supervision.

5.3.5.6 Qualitative Results

We present the qualitative results on BEOID dataset in Figure 5.6. The first example has

two action instances: scan card and open door. Our model localizes every action instance

and classifies each action instance into the correct category. The temporal boundary for

each instance is also close to the ground-truth annotation despite that we do not have
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Figure 5.6: Qualitative Results on BEOID dataset. GT denotes the ground-truth and
the action segment is marked with blue. Our proposed method detects all the action
instances in the videos.

any temporal boundary information during training. For the second example, there are

three different actions and total four action instances. Our SF-Net has detected all the

positive instances in the videos. The drawback is that the number of detected segments

for each action class is greater than the number of ground-truth segments. The model

should encode the fine-grained action information from the target action area instead of

the 1D feature directly extracted from the whole frame to better distinguish the actions

of different classes. We will consider this in future work.

5.3.6 Comparisons with State-of-the-art

Experimental results on THUMOS14 testing set are shown in Table 5.7. Our proposed

single frame action localization method is compared to existing methods for weakly-

supervised temporal action localization and several fully-supervised ones. Our model

outperforms the previous weakly-supervised methods at all IoU thresholds regardless of

the choice of feature extraction network. The gain is substantial even though only one

single frame for each action instance is provided. The model trained on human annotated

frames achieves higher mAP at lower IoU compared to model trained on sampling frames
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Table 5.7: Segment localization results on THUMOS14 dataset. The mAP values at
different IoU thresholds are reported, and the column AVG indicates the average mAP
at IoU thresholds from 0.1 to 0.5. * denotes the single frame labels are uniform sampled
from the ground-truth annotations (see 5.3.5.1 for more details). # denotes single frame
labels are manually annotated by human annotators.

Supervision Method
mAP @IoU

0.1 0.2 0.3 0.4 0.5 0.6 0.7 AVG
Full S-CNN (Shou et al., 2016) 47.7 43.5 36.3 28.7 19.0 - 5.3 35.0
Full CDC (Shou et al., 2017) - - 40.1 29.4 23.3 - 7.9 -
Full R-C3D (Xu et al., 2017) 54.5 51.5 44.8 35.6 28.9 - - 43.1
Full SSN (Zhao et al., 2017b) 60.3 56.2 50.6 40.8 29.1 - - 47.4
Full Faster (Chao et al., 2018) 59.8 57.1 53.2 48.5 42.8 33.8 20.8 52.3
Full BMN (Lin et al., 2019) - - 56.0 47.4 38.8 29.7 20.5 -
Full P-GCN (Zeng et al., 2019) 69.5 67.8 63.6 57.8 49.1 - - 61.6

Weak Hide-and-Seek (Singh and Lee, 2017) 36.4 27.8 19.5 12.7 6.8 - - 20.6
Weak UntrimmedNet (Wang et al., 2017) 44.4 37.7 28.2 21.1 13.7 - - 29.0
Weak W-TALC (Ding and Xu, 2018) 49.0 42.8 32.0 26.0 18.8 - 6.2 33.7
Weak AutoLoc (Shou et al., 2018) - - 35.8 29.0 21.2 13.4 5.8 -
Weak STPN (Nguyen et al., 2018) 52.0 44.7 35.5 25.8 16.9 9.9 4.3 35.0
Weak W-TALC (Paul et al., 2018) 55.2 49.6 40.1 31.1 22.8 - 7.6 39.7
Weak Liu et al. (2019) 57.4 50.8 41.2 32.1 23.1 15.0 7.0 40.9
Weak Nguyen et al. (2019) 60.4 56.0 46.6 37.5 26.8 17.6 9.0 45.5
Weak 3C-Net (Narayan et al., 2019) 59.1 53.5 44.2 34.1 26.6 - 8.1 43.5

Single frame simulation* Moltisanti et al. (2019) 24.3 19.9 15.9 12.5 9.0 - - 16.3
Single frame simulation* SF-Net 68.3 62.3 52.8 42.2 30.5 20.6 12.0 51.2

Single frame# SF-Net 71.0 63.4 53.2 40.7 29.3 18.4 9.6 51.5

uniformly from action segments. The differences are that the uniform sampling frames

from ground-truth action segments contain more information about temporal boundaries

for different actions. As there are many background frames in the THUMOS14 dataset,

the single frame supervision assists the proposed model with localizing potential action

frames among the whole video. Note that the supervised methods have the regression

module to refine the action boundary, while we simply threshold on the score sequence

and still achieve comparable results.

We conduct experiments on ActiviytNet1.2 by randomly sampling single frame an-

notations from ground-truth temporal boundaries. Table 5.8 presents the results on

ActivityNet1.2 validation set. In this experiment, the annotations are generated by

randomly sampling a single frame from ground-truth segments. We follow the standard

evaluation protocal (Caba Heilbron et al., 2015) by reporting the mean mAP scores at

different thresholds (0.5:0.05:0.95). Our proposed method can still obtain a performance
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Table 5.8: Segment localization results on ActivityNet1.2 validation set. The AVG indi-
cates the average mAP from IoU 0.5 to 0.95.

Supervision Method
mAP @IoU

0.5 0.7 0.9 AVG
Full CDC (Shou et al., 2017) 45.3 - - 23.8
Full SSN (Zhao et al., 2017b) 41.3 30.4 13.2 28.3

Weak UntrimmedNet (Wang et al., 2017) 7.4 3.9 1.2 3.6
Weak AutoLoc (Shou et al., 2018) 27.3 17.5 6.8 16.0
Weak W-TALC (Ding and Xu, 2018) 37.0 14.6 - 18.0
Weak Liu et al. (2019) 36.8 - - 22.4
Weak 3C-Net (Narayan et al., 2019) 37.2 23.7 9.2 21.7

Single frame SF-Net (Ours) 37.8 24.6 10.3 22.8

gain with single frame supervision on the large scale dataset.

5.4 Summary

This chapter has investigated how to leverage single frame supervision to train temporal

action localization models for both segment localization and single frame localization

during inference. Our SF-Net uses single frame supervision by predicting actionness

score, pseudo background frame mining and pseudo action frame mining. SF-Net signifi-

cantly outperforms weakly-supervised methods in segment localization and single frame

localization on three standard benchmarks. We demonstrate that the model can achieve

impressive results even with data annotation containing much less information than the

desired outputs.
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6
WEAKLY-SUPERVISED MOMENT LOCALIZATION WITH

DECOUPLED CONSISTENT CONCEPT PREDICTION

6.1 Introduction

Temporal localization of target events with natural language has attracted many inter-

ests recently (Anne Hendricks et al., 2017; Gao et al., 2017; Chen et al., 2018; Zhang et al.,

2019). Given a natural language query, this task is to determine the start and the end

timestamps of the described moment from a long video. The typical approach is to learn

the correlations between the query sentence and the target video clip in a supervised

way through temporal annotations (Anne Hendricks et al., 2017; Gao et al., 2017; Chen

et al., 2018; Ning et al., 2018; Zhang et al., 2018), where the language description and

the temporal location are given in each training sample (Figure 6.1). However, manually

annotating temporal boundaries for a new large-scale dataset is extremely expensive and

time-consuming (Zhao et al., 2017a). Learning with limited annotations is substantial

in practical scenarios (Wang et al., 2020) which only requires a few samples for model

learning. It is thus necessary to develop an algorithm that can automatically localize the
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Figure 6.1: Illustration of video moment retrieval task with natural language in the
fully-supervised and weakly-supervised settings. The start and end timestamps of the
video moment for each text query is given in the fully-supervised setting. These temporal
annotations are not available in the weakly-supervised setting.

video moment using only the video-level texts.

In the weakly-supervised setting, modelling the relationship between the video clip

and the query sentence is non-trivial due to the lack of supervision. Mithun et al. (2019)

tackled this problem by learning a joint video-text embedding. A triplet ranking loss

is used to maximize the similarities between the matched pairs, while the similarities

of non-matched pairs are minimized. Gao et al. (2019) proposed to align and match

video-sentence feature pairs to detect events in the video. However, when the supervision

signals are absent, it is challenging to localize the visual representations through only

sentence-level texts. On the contrary, the localization of atomic objects and actions,

e.g., “hand”, “hat”, “put”, “turn”, is much easier. The localization for complex sentence

queries could be achieved by exploiting the localization of atomic concepts in videos.

As long as sufficient samples containing different atomic concepts are contained in

the training dataset, the different video-language pairs could be exploited to build

semantic connections between video clips and language descriptions. Gu et al. (2018) also
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showed that learning atomic components is helpful for higher-level event localization.

The atomic components can be composed into complicated higher-level events where

the simple components are naturally correlated. This chapter introduces the decoupled

consistent concept prediction (DCCP) for weakly-supervised video localization with

language queries.

Instead of directly learning correspondence between the query language and video

clips, we decouple the task into the recognition of the objects and actions in both queries

and videos. For example, in the text query “child holds the bottle”, the nouns, i.e.,

“child”, “bottle”, and the verb “hold” are extracted. The language features of concepts and

the video clip are mapped into the common embedding space for retrieving plausible

video clips, which are further classified into the object or action categories. When the

classification loss is minimized, the word and video clip features become more similar

in the embedding space. The localization of the concept is thus resolved by matching

features between word and video features. Our model can identify video moments for

query sentences by leveraging the localisation of key concepts. To achieve this, we develop

a concept pairing module in our DCCP framework to match the word with the video clips.

In this module, the concept in the sentence is a probe to match moments in the video.

The matching process is implemented in a pairing module with the attention mechanism,

which has been widely used for relation reasoning in many natural language processing

and computer vision tasks (Bahdanau et al., 2014; Vaswani et al., 2017). Our pairing

module is fed with both concept language and video features and outputs the temporal

localization map of concepts and the visual representation for concept classification.

In addition, we construct a consistency loss to encourage that temporal localization of

concepts in the same query language is overlapped. We make the following contributions

in this chapter:

• A novel decoupled consistent concept prediction (DCCP) framework is proposed to
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Figure 6.2: We demonstrate that localizing moments in a video with natural language
can be well addressed through the localization of concepts in the video. The nouns and
verbs in the query sentence are extracted to be localized in the video. The predictions
from all concepts are merged to retrieve moments for the query sentence.

facilitate visual and language representation learning in the weakly-supervised

video moment localization. Our framework decouples the moment localization with

language into several sub-tasks of localizing key concepts.

• We introduce a concept pairing module in the DCCP framework for classification

and a consistency loss for regularizing localization maps. Both designs effectively

enhance the matching between the learned visual representation and the query

concepts.

• Our framework achieves the state-of-the-art performance in the weakly-supervised

setting on three standard moment retrieval datasets. Also, extensive ablations

demonstrate the effectiveness of our proposed framework.
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Figure 6.3: The framework of our decoupled consistent concept prediction (DCCP). The
concepts in the query sentence are first extracted and then passed to the embedding
layer. We introduce the concept prediction module to build semantic connections between
the language and the video features. Details of the visual concept mining module are
described in Section 6.2.2. The concept prediction module outputs the localization map
and the visual embedding for each object and action concept, respectively. The localization
map for the concept is the probability of each video clip containing that concept.

6.2 Decoupled Consistent Concept Prediction

6.2.1 Problem Setup

A video usually contains different visual objects (e.g., person, cat, train) and actions (e.g.,

run, shake) in different timelines. Events are highly related to these visual objects and

actions, and the event descriptions also contain the corresponding object and action

words. For instance, given a sentence in Figure 6.2, “the boy puts the hat on", the “boy"

and “hat" are the objects and “put" is the action. The target video moment should also

contain the visual concepts “boy" and “hat", and the action concept “put". When the query

sentence becomes more complex, such as “the moment after the boy putting the hat on",

the target video moment is still highly related to the moment “the boy puts the hat on”.

Therefore, learning the semantic connections between videos and natural languages is

103



CHAPTER 6. WEAKLY-SUPERVISED MOMENT LOCALIZATION WITH DECOUPLED
CONSISTENT CONCEPT PREDICTION

significant for retrieving moments with natural language.

We focus on building the correlation between query sentences and videos through

decoupled concepts in complicated query languages. We first extract the object and action

concepts in the sentence and manage to localize these concepts in the video. These

concepts can be extracted using POS tagger (Javed et al., 2018). Every words in the

sentence would be tagged first via the POS tagger and the noun and verb words are

extracted as the concepts. If the word embedding is similar to features of video clips

containing the word concept, the temporal localization of the word could be determined

by matching video features with the word embedding. As we use the pairing video clip

for concept classification, features of video clips containing the target will be close to the

language features in the embedding space after training. We construct such a model in

Figure 6.3 where the visual representation of decoupled objects and actions are learned.

In the meantime, the temporal localization of each concept is produced in the pairing

module. The localization of all concepts is then used for retrieving moments for the query

sentence.

The input video to our model is denoted as V . Each video is associated with descrip-

tions S = {si}M
i=1, where M is the number of sentence annotations, and s j is a sentence

description describing scenes in one of the video clips Vsi = { f t}τ
e

τs . The start frame τs and

end frame τe are unknown during training. The task is to predict the start τ̂s and the end

τ̂e in videos for the natural language query si. Instead of directly localizing the moment

with the sentence, we decouple the objects and actions from the query languages and

localize the start and end timestamps of each concept in videos. As shown in Figure 6.3,

we manage to utilize concept words to learn the visual representation in the given video.

Once the visual embedding of the concept has been learned from the video, the moment

containing that concept will be localized.
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6.2.2 Framework

To learn the visual concept representation, we need first to localize the video moments

containing that concept and then extract concept representation from localized video

clips. We design a concept pairing module for localizing the concepts in the video and

a feature gating block to mine visual concept embeddings for classification. The whole

framework for concept prediction is displayed in Figure 6.4. There are concept pairing

modules for matching the concept word with video clips and gating blocks for learning

visual concept representation for each object and action concept.

6.2.2.1 Input Encoding

Along with the availability of large and well-labeled datasets in videos and languages,

object and action concepts in videos and language can be well represented by off-the-shelf

models. In this section, we adopt the existing vision and language models to encode the

data.

Video Encoding. To encode both visual object and motion information in videos, we

adopt TVL1 (Zach et al., 2007) to extract optical flow and use RGB and flow images for

extracting video features. For a long untrimmed video V , we split the video into H equal

clips V = {vi}H
i=1, where H is the predefined number of clips. The start and end of the ith

clip are denoted by ts
i and te

i , respectively. Then RGB features Vr = [vr
1, · · · ,vr

H]T and flow

features V f = [v f
1 , · · · ,v f

H]T are produced to represent the visual encoding.

Language Encoding. We first extract all the nouns and verbs in all query sentences

for the dataset. Afterwards, we sort these nouns and verbs based on the frequency in

descending order. For the ease of the counting process, all nouns are singularized first,

and all verbs are transformed into the present forms. The top No nouns and Na verbs

are preserved as object and action concepts for classification, respectively. The details

of selecting the nouns and verbs are presented in Section 6.3.4.1. For each sentence
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Figure 6.4: Illustration of our concept prediction module. The inputs include the object
and action word embeddings, and the RGB and Flow video clip features. There are two
types of concept pairing modules. Each module contains three pairing blocks (“PB”).
“Gating” is the feature gating block to learn the visual concept embedding.

⊙
and

⊗
are

element-wise and matrix multiplication operations, respectively. σ denotes the sigmoid
activation function. Two classification losses and one consistency loss are utilized for
training the proposed model.

s, we extract the words belonging to the selected No objects or the Na actions. The

sentence and word features are extracted using the universal sentence encoder (Cer

et al., 2018). We denote ws as the sentence feature, wo and wa as the object and action

word embedding, respectively.

6.2.2.2 Object and Action Pairing

The concept pairing module accepts word embeddings and video features as inputs, and

produces the localization map and the visual feature for the query word. An intuitive
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solution to match the word with the correct video clip is to project features from different

domains into the identical embedding space and select the video clip with the shortest

distance to the concept word embedding as the matched video clip. This could be wrong

when the target concept is contained in multiple video clips. Instead of directly selecting

one video clip, we adopt the attention mechanism in the pairing module as it can leverage

features from all video clips.

We adopt a word embedding as a probe to attend to video features to calculate the

attention map and visual representation for the concept. As shown in Fig 6.4, the concept

pairing module contains three pairing blocks. The first two blocks are used to learn

RGB and Flow representations, and the third pairing block is to leverage features from

previous blocks and output fused features for concept classification. Here we use the RGB

feature Vr as input and denote wo as the object word embedding for simple declaration.

For the kth video clip in the RGB branch, the score containing the object concept is

computed as follows:

(6.1) ar
o,k =

escore(wo,vr
k)}∑H

i=1 escore(wo,vr
i )}

,

where the function score(wo,vr
k) calculates the pairing scores between the object and the

kth video clip. We adopt two designs to calculate pairing scores. We first map language

and visual features into the embedding space. The inner product is then used in the first

design to calculate the score:

(6.2) scoredot(wo,vr
k)= w(woWpo)T(vr

kWpv)

where Wpo and Wpv denote the projection matrix with respect to word and video features,

respectively. w is the scalar for scaling scores. Another design is to calculate the matching

score is by:

(6.3) scoreadd(wo,vr
k)=wk

Tσ(woWpo +vr
kWpv)
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where σ denotes the sigmoid activation function. We can also use other non-linear

functions, such as tanh. wk denotes the weight parameter for weighting feature channels.

The pairing block outputs the RGB visual feature vr
o with respect to the object concept

by averaging the features of video clips:

(6.4) vr
o =

∑
k

ar
o,kvr

kW′
pv,

where W′
pv denotes the linear transformation matrix for the visual feature. The flow

visual feature v f
o is computed in the same way.

Given the word query, both RGB and Flow features could contain useful information,

but we do not know which feature is more important for learning the visual concept

representation. We stack both RGB (vr
o) and Flow (v f

o ) features and feed it to the pairing

block to learn a better visual representation for the given concept. The visual concept

representation vo is produced in terms of the query object word by:

(6.5)
vo = movr

o + (1−mo)v f
o ,

mo = escore(wo,vr
o)}

escore(wo,vr
o) + escore(wo,v f

o )
,

We use the weight mo to calculate the localization map ao in terms of the given object

by:

(6.6) ao = moar
o + (1−mo)a f

o .

Also, we obtain the action localization map aa and the action feature va in the action

pairing module in the same manner.

6.2.2.3 Feature Gating Block

The pairing module outputs the visual feature using the weighted average of all video

features. Since a video clip may contain multiple concepts, the representation ability of

the output feature for the single concept is limited. For instance, the weighted feature
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may contain both people and animal information, while only "people" exists in the query

sentence. Using the weighted feature directly for the single target classification may

impede the process of localizing the concept if the visual concept feature is not well

learned.

To learn a more discriminative feature for classification., we employ a feature gating

block in Figure 6.4. We take the object visual feature vo as an example. The classification

logit is calculated by:

(6.7)
ho =Wl(Relu(BN(Wovo))⊙ fm),

fm =σ(WlWovwo),

where Wo and Wl are learnable parameters for the object visual feature, Wov is the

projection matrix for the object word feature, σ is a sigmoid operation, and BN denotes

the batch normalization operation. fm is a soft concept-oriented feature mask to force

the visual feature focusing on dimensions highly related to the given word query.

The object prediction probability ȳo is calculated on ho with a sof tmax function. Sim-

ilarly, the prediction ȳa for the action concept can also be calculated. All the parameters

introduced for computing each prediction do not share weights.

6.2.3 Training

To train the whole network, we use the cross entropy loss for learning both object and

action concept embeddings. We also introduce the consistency loss to relate the predic-

tions from objects with the predictions from action pairing modules. During training,

the object and action concepts are randomly sampled from the query sentence. Note

that the number of objects and actions are determined before training and we use the

classification layer with a fixed vocabulary. The classification loss for the object concept

is calculated as follows:

109



CHAPTER 6. WEAKLY-SUPERVISED MOMENT LOCALIZATION WITH DECOUPLED
CONSISTENT CONCEPT PREDICTION

(6.8) Lob j =
No∑
i=1

−yi
olog ȳi

o,

where yi
o = 1 if the query word is the ith selected object word. The classification loss of

action concept Lact is computed in the same way.

As the video clip related to the query sentence usually contains both object and action

concepts, the localization map for both object and motion should also be correlated. If

kth video clip is the target clip for the query sentence, both ak
o and ak

m should be large to

denote higher probabilities. We design the following consistency loss to regularize the

localization map of objects and actions:

Lcos = 1−aT
o aa.(6.9)

The consistency loss is to ensure that the localization maps of objects and actions

should have overlap. Our training objective is then formulated as follows:

L=Lob j +Lact +βLcos,(6.10)

where β is the hyperparameter to leverage the consistency loss. When the loss function

is minimized, the localization map will be updated to learn a good visual representation

for the query concept.

6.2.4 Inference

The classification task is designed to localize correct moments by projecting the language

features and the visual features into the same embedding space. During inference, our

model only deployed the pairing module for localizing moments without classifying video

clips. In addition, we only sample a single noun and verb from the query sentence as

one training example to the model, while all the object and action words in the sentence
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Algorithm 5 Proposal Generation

1: Input: H video clips, the ith clip is represented by (ts
i , te

i , ai).
2: D ← {(ts

i , te
i ,ai)}H

i=1
3: C ← Combination(H,2)
4: for (i, j) in C do
5: s ← ts

i , e ← te
j

6: A ← [ai, · · · ,a j]
7: if std(A)<λ and mean(A)> 1/H then
8: a ← max(A)+λ∗ ( j− i)
9: else

10: a ← min(A)−λ∗ ( j− i)
11: end if
12: D ← D∪ {(s, e,a)}
13: end for
14: Output: Proposal clips D

are used during inference. Suppose we have n concept words for the query sentence, the

model will output n attention maps. We simply average all the results to produce the

localization map for the query sentence.

For the ith video clip, we use (ts
i , te

i , ai) denote the start frame, end frame and

prediction score, respectively. To generate proposals of longer video moments, we use

the combination of H clips to create
(H

2

)
longer video clips. The score of each new clip is

updated by merging predictions from video clips in the combination result. The detailed

generation process is presented in Algorithm 5.

After generating more clip proposals, we have a set D containing several video clips

with confidence scores. We then retrieve the video clip for the query sentence from the

result set D. The video clip with the highest score is treated as the matched clip for the

query sentence. The predicted start and end frames are calculated as follows:

(6.11)
τ̂s = Dk∗[0], τ̂e = Dk∗[1],

where k∗ = argmax
k

Dk[2],

where Dk[i] denote the ith(i = 0,1,2) element of the kth video clip in the set D.
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6.3 Experiments

6.3.1 Datasets

We present experiments on three benchmark datasets for video moment retrieval with

natural language to evaluate the performance of our proposed framework.

DiDeMo dataset for text to video moment retrieval was first introduced in Anne Hen-

dricks et al. (2017). DiDeMo consists of 10,464 long videos; each video is 25-50 seconds

and is split into six equal clips for a fair comparison. All the videos are collected from

Flickr and contain a total of 26,892 moments. There are 33008, 4180, and 4022 video-

sentence pairs for training, validation, and testing, respectively. The task in DiDeMo is

to locate the video clip given a sentence query.

Charades-STA dataset (Gao et al., 2017) is built on the Charades (Sigurdsson et al.,

2016) dataset, which contains 9,958 videos with an average length of 30 seconds. There

are 16,128 video-sentence pairs contained in the Charades-STA dataset. The released

annotations consist of 12,408 and 3,720 video-sentence pairs for training and testing,

respectively.

ActivityNet Captions (Krishna et al., 2017) is a large-scale dataset of human activities.

It contains 20k videos, amounting to 849 video hours with 100k total descriptions, each

with its unique start and end time.

6.3.2 Implementation Details

We implement our model on Tensorflow (Abadi et al., 2016). For the languages in all

datasets, we use pre-trained Universal Encoder (Cer et al., 2018) for extracting language

features. We use the off-the-shelf tool NLTK (Loper and Bird, 2002) to extract nouns and

verbs in the sentence and convert the nouns and verbs to the singular form and present

tense, respectively. For DiDeMo dataset, we use pre-trained two-stream ConvNets (Si-
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monyan and Zisserman, 2014a) as video clip encoder following Anne Hendricks et al.

(2017). For the Charades-STA dataset, we use the extracted feature following Lin et al.

(2020) which is released on the public website. We use a sliding window of length 192

frames with an overlap of 128 frames following Ning et al. (2018) to generate candidate

video moments in the test set. For ActivityNet captions, we follow the setting in Gao

et al. (2019) to split the video into five clips and only C3D (Tran et al., 2015) RGB feature

are used. We use the gradient descent algorithm with a learning rate of 1.0×10−3 and

moment 0.9 to train our proposed model for 20k steps. We set the batch size to 128 during

the training period. The coefficient hyperparameter for the consistency loss β is set to

0.1, and the threshold λ is set to 0.05.

6.3.3 Evaluation Metric

For DiDeMo, we use the evaluation criteria following prior works in literature (Anne Hen-

dricks et al., 2017). Specifically, the quality of an algorithm is judged by rank-based

performance R@N (Recall at K), which calculates the percentage of test samples for

which the correct result is found in the top-K retrievals to the query description. We

present results for R@1, R@5, and R@10. The mean intersection over union (mIoU) is

also adopted for evaluating DiDeMo dataset. Different from the DiDeMo dataset, which

is to generate the clip number for a sentence query, the start and end time of the paired

video clip is required to be produced in Charades-STA and ActivityNet Captions. We use

R@1 and R@5 with different IoU thresholds to evaluate the proposed model.

6.3.4 Ablation Study

In this section, we conduct ablation studies on DiDeMo to demonstrate the effectiveness

of each designed module in our proposed model. The localization map is also visualized

for DiDeMo and Charades-STA.
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Figure 6.5: The number of top-50 nouns and verbs. We treat nouns in the sentence as
objects and verbs as actions. We use green and red to distinguish the object and action.

Table 6.1: Comparisons on DiDeMo validation set in terms of vocabulary volume. Highest
score is marked in bold.

words
Verb@10 Verb@50 Verb@100 Verb@200 Verb@400

R@1 / R@5 / mIoU R@1 / R@5 / mIoU R@1 / R@5 / mIoU R@1 / R@5 / mIoU R@1 / R@5 / mIoU

Noun@10 17.13/67.01/29.84 16.74/67.34/28.87 17.15/67.96/28.63 17.40/68.18/29.75 16.94/68.11/28.09
Noun@50 17.66/67.75/31.69 18.10/69.33/30.75 16.10/68.49/27.76 17.00/68.32/28.53 14.88/65.57/25.89
Noun@100 16.95/67.99/29.83 18.29/67.48/31.41 17.32/69.18/29.45 16.19/68.27/28.36 17.44/68.42/29.14
Noun@200 17.36/68.37/29.76 18.25/67.08/31.85 17.05/67.91/29.20 16.98/69.23/28.56 17.00/68.70/29.28
Noun@400 17.60/68.37/29.56 17.66/67.39/30.68 17.58/67.63/29.59 15.66/63.11/27.04 15.86/68.58/27.15

6.3.4.1 Concept Selection

The object and action concepts are selected from all query sentences. We evaluate the

model with different numbers of nouns and verbs. We sort all the nouns and verbs based

on their frequencies in descending order and select the top-k words. Top 50 nouns and

verbs are displayed in Figure 6.5. We remove the top-1 verb “be”, as it is not appropriate

to be treated as an action concept. These nouns and verbs are the target object and

action concepts required to be classified during training. We set the number of nouns

and verbs to 10, 50, 100, 200, 400. The results are shown in Table 6.1. From the table, we

observe that the proposed model achieves the highest mIoU with 200 nouns and 50 verbs.

Our model performs more stable when the number of selected verbs is set to a medium

value. Note that the number of training instances significantly decreased as more nouns
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Table 6.2: Comparisons on DiDeMo validation set in terms of loss functions.

Lob j Lact Lcos R@1 R@5 mIoU
✓ ✗ ✗ 15.00 62.94 30.01
✗ ✓ ✗ 15.91 64.54 28.51
✗ ✗ ✓ 10.23 56.84 16.81
✓ ✓ ✗ 16.67 66.36 30.87
✓ ✓ ✓ 18.25 67.08 31.85

Table 6.3: Comparisons on DiDeMo validation set in terms of video features.

Feature R@1 R@5 mIoU
RGB 14.70 64.70 26.79
Flow 17.93 65.64 30.46
Average RGB + Flow 16.55 66.83 29.98
Attention RGB + Flow 18.25 67.08 31.85

or verbs are contained. Although localizing more concepts would help localize target

moments, the imbalanced supervision makes the model hard for training and impacts

the model performance. Therefore, there is a trade-off between the number of concepts

and model performance. From Table 6.1, we observe that the proposed model performs

stable when 200 nouns are selected. And the same situation happens when the model

with 50 verbs are selected as action classes when the picked object classes are varied.

This helps us choose the appropriate number of object and action concepts to get a good

model. We use 200 nouns and 50 verbs as the default setting.

6.3.4.2 Loss Function

The loss function is trained to guide the model to find the correct localization of the given

concept. In Table 6.2, we evaluate models with different loss combinations. First, we

evaluate our model with the single loss to guide the training process. The model trained

with a single consistency loss achieves the lowest performance. It is likely that a single

consistency loss can not well guide the concept learning process. Then we validate the
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Table 6.4: Comparisons on DiDeMo in terms of pairing score functions.

Score function
Val Set Test Set

R@1 R@5 mIoU R@1 R@5 mIoU
l2 12.60 54.49 20.84 13.13 52.27 22.11
scoredot 15.26 65.91 27.11 14.62 64.58 26.22
scoreadd / σ 18.03 67.96 30.35 17.31 66.53 29.80
scoreadd/ tanh 18.25 67.08 31.85 19.34 67.12 32.51

proposed model using object and action concept classification losses together. The result

is higher than the model using only a single object or verb classification loss. The model

trained with both classification and consistency losses acquires the highest performance.

It demonstrates that all designed losses are critical for localizing moments with natural

languages.

6.3.4.3 Feature Fusion

We use both RGB and Flow features to localize moments in the experiment. In Table 6.3,

we report the results of models with different RGB and Flow features. Our model with

attention weights in Eq. (6.6) achieves much higher performance compared to models

with RGB or Flow features only. This indicates that both RGB and Flow features contain

useful information for localizing target moments.

6.3.4.4 Pairing Block

The pairing block is essential for matching the query word with video clips as the pairing

result is used for visual concept mining during training and moment localization during

inference. We compare different pairing blocks and evaluate them on both validation

and test sets in Table 6.4. First, we use l2 to denote the model using Euclidean distance

for pairing the query concept and video clips. The clip with minimum distance to the

query feature is treated as the prediction clip. The scoredot and scoreadd denotes the

116



6.3. EXPERIMENTS

Table 6.5: Results with feature gating strategies on DiDeMo.

Configuration
Val Set Test Set

R@1 R@5 mIoU R@1 R@5 mIoU
W/O Gate 14.52 61.48 25.91 14.72 61.62 26.76
With Gate 18.25 67.08 31.85 19.34 67.12 32.51

model trained with score function Eq. (6.2) and Eq. (6.3), respectively. We also evaluate

the model with the sigmoid and tanh activation functions. The models trained with

the scoreadd score function achieves better performance than models using the dot-

based score function. Moreover, the activation function sigmoid is inferior to tanh on

validation and testing set in terms of R@1 and mIOU metrics.

6.3.4.5 Feature Gating

The feature gating block is for learning a discriminative visual concept embedding, which

implicitly improves the localization performance. We measure the contribution of the

gating block in Table 6.5. Without any feature manipulation, the model performs inferior

to models with feature gating. This validates the effectiveness of our proposed feature

gating block.

6.3.4.6 Example Predictions

We qualitatively present a few examples illustrating the effectiveness of our weakly

concept localization method. We qualitatively present a few examples illustrating the

impact of our self-supervised concept localization method in Figure 6.6. Specifically, we

display the localization map of every concept in the query sentence and present the final

temporal localization with a green square. Note that there may be several ground-truth

segments for one query sentence in DiDeMo, our model only outputs the segment with

the highest localization score. The probabilities are produced by our DCCP model. We

observe that the video clips can be localized through different concepts in the query
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Figure 6.6: Natural language moment retrieval results on DiDeMo. Ground-truth mo-
ments are outlined with the yellow dashed line and retrieved moments are marked with
the orange rectangle.

sentences.

For the first example, the moment “a train quickly passes by" is localized by the

object concept “train". The localization of the action concept “pass" is wrong since “pass"

is a metaphysical concept which makes it hard to be learned in the proposed network.

However, Our proposed model successfully localizes two moments containing trains with

high confidence and eventually retrieves the right moment for the query sentence. The

second example contains three concepts in total, two of them are object concepts (woman

and shirt) and the other one is action concept (pick). Since there are many people with

clothes shown in videos, localizing moments becomes hard using predictions from only

the object branch. Our algorithm detects that “woman" and “skirt" may be contained

in the three video segments from the start. And through the localization of the action

concept “pick", the target moment is localized accurately through the proposed method.
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Query: a person run by with shoes in hand.

Query: a person is washing the clothes.

Query : person walks into a room holding a sandwich.

[4.0 – 12.5s]
[5.3 – 13.3s]

[15.9 – 25.8s]

[0 – 13.3s]

[16.0 – 25.8s]

[0 – 14.3s]

[0.8 – 15.3s]
[0 – 8s]

Query: a person standing in the kitchen opens a cabinet

GT
Prediction

GT
Prediction

GT
Prediction

GT
Prediction

Figure 6.7: Natural language moment retrieval results on Charades-STA by the proposed
method. Ground-truth moments are marked in yellow and retrieved moments are marked
in orange.

This not only validates that localizing moments with natural language can be solved by

localizing concepts in the language, but also testifies the effectiveness of our model for

localizing concepts. For the last examples, our model retrieves the first “turning" moment

instead of the second one. This is due to the difficulty of reasoning temporal information

from language. Moreover, the task becomes more challenging to connect complicated

language with the video moments for inferring the visual context. Our model is currently

unable to handle such cases.

We also display a few examples on Charades-STA dataset in Figure 6.7. Specifically,

we present the start and end timestamps of predictions and ground-truth given the query

sentence. We obtain that our proposed model can output predictions with varied lengths.

This validates the effectiveness of our merge algorithm on predictions. In each case, the

target moment contains all concepts in the query sentence, and some concepts are only

shown in the ground-truth video moment. For example, the “shoes”, “hand”, and “run”
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Table 6.6: Comparisons on DiDeMo with different methods.

Method Mode R@1 R@5 mIoU
Random - 3.75 22.50 22.64
CCA Full 18.11 52.11 37.82
MCN (Anne Hendricks et al., 2017) Full 19.88 62.39 33.51
TGN (Chen et al., 2018) Full 28.23 79.26 42.97
ASST (Ning et al., 2018) Full 30.53 77.34 47.14
MLLC (Hendricks et al., 2018) Full 25.65 73.60 40.86
TGA (Mithun et al., 2019) Weak 12.19 39.74 24.92
WSLLN (Gao et al., 2019) Weak 18.40 54.40 27.40
VLANet (Ma et al., 2020c) Weak 19.32 65.68 25.33
WSTAN (Wang et al., 2021a) Weak 19.40 54.64 31.94
FSAN (Wang et al., 2021b) Weak 19.40 57.85 31.92
DCCP(Ours) Weak 19.34 67.12 32.51

concepts in the first case are only present in the ground-truth moment. The retrieval

results in the second and third examples are longer than the length of predefined video

clips (8s). It shows that adjacent clips have close prediction scores, and we retrieve the

video moment more accurately with the final fused predictions. The prediction in the

fourth case only gives a shorter video clip compared to the ground-truth clip. We believe

it is difficult to capture without additional spatial and temporal reasoning as the moment

of “washing hands” is not visible in the given video. Moreover, utilizing more cues from

videos (e.g., audio, and context) may be helpful in localizing the target moment.

6.3.5 Comparisons with State-of-the-art

We first compare with other state-of-the-art supervised and weakly-supervised algo-

rithms on DiDeMo in Table 6.6. All current supervised methods use temporal boundary

annotations during training. The random result is generated by selecting a video clip

randomly from the 21 video clips given a query sentence. Canonical correlation analysis

(CCA) seeks vectors to maximize the correlation between sentence and video repre-
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Table 6.7: Comparisons on ActivityNet Captions with different methods.

Method Mode
R@1

IoU=0.5
R@1

IoU=0.3
R@5

IoU=0.5
R@5

IoU=0.3
Random - 7.63 18.6 29.4 52.7
CTRL (Gao et al., 2017) Full 14.0 28.7 - -
QSPN (Xu et al., 2019) Full 27.7 45.3 59.2 75.7
WSLLN (Wang et al., 2021a) Weak 22.7 42.8 - -
DCCP(Ours) Weak 23.2 41.6 41.7 61.4

sentations. MCN (Anne Hendricks et al., 2017) integrates context features with the

target clip feature to learn a better sentence-video match. CAL (Escorcia et al., 2019)

aligns the video clips with language and demonstrates that data bias can be exploited

using the temporal endpoint feature and temporal annotations. We report the result

without the tef for a fair comparison. We also report results of ASST (Ning et al., 2018),

TGN (Chen et al., 2018), and MLLC (Hendricks et al., 2018) methods. All these super-

vised methods utilize sentence and target video clips to build semantic connections. We

report the weakly-supervised method TGA (Mithun et al., 2019), which employed the

text-guided attention mechanism to minimize the distance of the video and language

features. WSLLN (Gao et al., 2019) aligned the sentence feature with the detected clips.

VLANet (Ma et al., 2020c) learned sharper attention by pruning out spurious candi-

date proposals. WSTAN (Wang et al., 2021a) aligned cross-modal semantic information

by exploiting adjacent temporal networks in a multiple instance learning paradigm.

FSAN (Wang et al., 2021b) learned token-by-clip cross-modal semantic alignment by

an iterative cross-modal interaction module From Table 6.6, we can observe that our

proposed model achieves the highest R@1 and R@5 results at IoU=0.5 compared to other

weakly-supervised methods. Our proposed model is on par with the supervised CCA.

Overall, our proposed model performs well even if no temporal annotations are provided.

We evaluate our method on ActivityNet Captions in Table 6.7. All the results are

reported from the original papers. The “Random” result in the first line of the table is a
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Table 6.8: Comparisons on Charades-STA with different methods.

Method Mode
R@1

IoU=0.7
R@1

IoU=0.5
R@5

IoU=0.7
R@5

IoU=0.5
Random - 3.03 8.51 14.1 37.1
CTRL (Gao et al., 2017) Full 7.15 21.4 26.9 29.1
CAL (Escorcia et al., 2019) Full 12.0 - 23.0 -
ACL (Ge et al., 2019) Full 12.2 30.5 35.1 64.8
SAP (Chen and Jiang, 2019) Full 13.4 27.4 38.2 66.4
QSPN (Xu et al., 2019) Full 15.8 35.6 45.4 77.0
TGA (Mithun et al., 2019) Weak 8.84 19.9 33.5 65.5
WSLLN (Wang et al., 2021a) Weak 9.21 25.3 30.5 68.8
SCN (Lin et al., 2020) Weak 9.97 23.5 38.8 71.8
WSTAN (Wang et al., 2021a) Weak 12.2 29.3 - -
DCCP(Ours) Weak 11.9 29.8 32.2 77.2

trivial baseline that we randomly select among candidate clips. CTRL (Gao et al., 2017)

used a cross-model to retrieve moments with query sentences. QSPN (Xu et al., 2019)

employed a multi-task loss to detect query sentences. All these methods used temporal

annotations during training and trained a regression model to refine the boundary of

the candidate clips. We observe that our model achieves similar performance compared

to WSLLN on this dataset. This could be explained by the fact that the ActivityNet

Captions contains many extremely long sentences and the scenes in videos are more

complicated than the other two datasets.

We then compare our methods with the state-of-the-art supervised methods on

Charades-STA, and the results are presented in Table 6.8. ACL (Ge et al., 2019) method

is proposed to mine activities from both video and language modalities using activity

concepts. SAP (Chen and Jiang, 2019) integrated semantic information in sentence

query for better localizing the video activities. For the weakly-supervised methods, we

also report results of TGA (Mithun et al., 2019), WSLLN (Gao et al., 2019), SCN (Lin

et al., 2020) and WSTAN (Wang et al., 2021a). It is observed that our model outperforms
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other weakly-supervised methods in R@1 metrics. Although temporal annotations are

significant for learning sentence-moment relationships, our proposed method achieves

impressive performance compared to other supervised methods.

6.4 Summary

This chapter attempts to localize moments in videos for language in a weakly-supervised

setting. We introduce a decoupled consistent concept prediction (DCCP) framework to

build the relationship between video clips with decoupled concepts in the sentence. The

concept prediction module is decoupled into object and action concept mining modules in

DCCP. Each module consists of a pairing module to match the word with a video clip and

learn a common embedding space for language and visual features. Both the object and

action concept mining modules are optimized simultaneously by introducing a consistency

loss. Experiments demonstrate the effectiveness of our proposed method and display

an excellent performance for localizing moments with languages even compared to

supervised methods. Temporal reasoning is essential for the complicated query sentence

to localize the correct video moment. This requires comprehensive language reasoning

on the temporal dimension, and we will consider it in future.
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7
CONCLUSION AND FUTURE WORK

In this dissertation, we present that machine learning models can learn with imperfect

data. We categorize the imperfect training data into three classes: 1) limited annotations;

2) noisy annotations; 3) weak annotations. Algorithms directly learned from these data

usually perform poor in practical applications. We have designed several algorithms

in chapters to show that models with impressive performance can be obtained with

these imperfect data. In chapter 3, we studied the SSL and introduced a self-paced

co-training (SPaCo) for various tasks where limited annotated samples and amounts

of unlabeled samples are available. Chapter 4 solved the noisy training by proposing a

self-reweighing scheme based on learned class centroids. We investigated two practical

weak annotation problems in Chapters 5 and 6 and developed different networks for

each task. Experiments demonstrate that our methods archive impressive performance

when trained with weakly annotated data.

However, the model for noisy learning may not work on the weak annotations and

vice versa. Annotated data of different types are processed separately in the present

manuscript. In practice, even the weak annotations could have corrupted labels. There-

fore, designing a unified algorithm for all types of imperfect supervision is thus a
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significant and challenging task and will attract more attention in the future. Also, fair

classification (Fogliato et al., 2020) is also significant when imperfect annotations are

available. It would be interesting to investigate how each category information supervise

the learning process. In addition, the temporal information in videos and connections

between multi-modal sources are not well encoded in this dissertation. It is also worth

further studies on the temporal modeling and visual language learning.
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