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Brain tumors are the most frequently occurring and severe type 

of cancer, with a life expectancy of only a few months in most 

advanced stages. As a result, planning the best course of 

therapy is critical to improve a patient’s ability to fight cancer 

and their quality of life. Various imaging modalities, such as 

computed tomography (CT), magnetic resonance imaging 

(MRI) and ultrasound imaging, are commonly employed to 

assess a brain tumor. This research proposes a novel technique 

for extracting and classifying tumor features in 3D brain slice 

images. After input images are processed for noise removal, 

resizing, and smoothening, features of brain tumor are 

extracted using Volume of Interest (VOI). The extracted 

features are then classified using the Deformable Hierarchical 

Heuristic Model-Deep Deconvolutional Residual Network 

(DHHM-DDRN) based on surfaces, curves, and geometric 

patterns. Experimental results show that proposed approach 

obtained an accuracy of 95%, DSC of 83%, precision of 80%, 

recall of 85%, and F1 score of 55% for classifying brain cancer 

features. 

 

 

1. Introduction 

Brain tumors are produced by uncontrolled 

accumulation of cancerous tissue that can be implanted 

in various parts of the brain, which can drastically affect 

the body's responsive functioning. These tumors are 

considered one of the most dangerous and complicated 

types to diagnose and treat [2]. There are 2 sorts of 

tumors: benign as well as malignant tumors. While 

benign tumors are typically harmless, they can harm the 

brain's healthy tissue if they continue to grow then it 

turns into cancer cells. Brain cancer is defined by 

malignant tumors that grow within the brain [1]. A 

glioma refers to a tumor that develops in glial cells, 

which are the most abundant cells in the central nervous 

system that surround and insulate the neurons [3]. 

While meningiomas are usually benign, a small 

percentage of them are malignant and are more common 

in those aged 45 to 55 years. Over the past two decades, 

groundbreaking approaches and computer-aided 

methods for the segmentation of brain tumors have 

gradually emerged to better classify brain tumors.  

Imaging technology is crucial in diagnosis and 

treatment of brain tumors. Doctors and researchers 

often utilize CT scans and MRIs to non-invasively 

examine the brain. Specifically, MRI images yield a huge 

volume of spatial brain structure information and the 

anatomy of soft tissue that are pertinent for medical 

diagnosis. The picture intensity of an MRI image affects 

four specifications: the density of protons (PD), which is 

governed by relative water molecule concentration; and 

T1, T2, and T2* relaxation, which indicate different local 

properties of individual protons [4]. 



 

 

In cancer detection, treatment planning, and treatment 

outcome estimation, early detection via proper grading 

as well as classification of brain tumors is critical. 

Despite contemporary medical technological 

improvements, histological examination of biopsy 

specimens is still performed to diagnose, classify, and 

grade brain cancers [5]. To attain a final diagnosis, 

clinical examination as well as interpretation of imaging 

modalities like MRI or CT, followed by pathological 

tests, are routinely performed. However, this process is 

invasive, time-consuming, and prone to sampling errors. 

Using computer-aided and entirely automated detection 

as well as diagnosis systems to obtain rapid and accurate 

classification, it is possible for physicians and 

radiologists to make more accurate diagnoses in a 

shorter time. Precision labelling of MRI image pixels is 

needed for accurate MRI segmentation, which is used to 

detect contaminated tumor tissues and subsequently 

determine the optimal treatment and radiation therapy 

[6]. 

The process of this research is described as follows: 

• To accurately predict brain tumors in 3D images, the 

proposed system performance was improved by 

adding additional class identifications to gain more 

data about type of brain tumor, enhance the quantity 

of training and test data, and thereby obtain more 

accurate results so that a better cancer prognosis can 

be made. 

• The features in the region of the tumor processed 

brain image were extracted using Volume of Interest 

(VOI). 

• The extracted image was classified using the 

Deformable Hierarchical Heuristic Model-based 

Deep Deconvolutional Residual Network (DHHM-

DDRN) 

• A parametric analysis was conducted to evaluate and 

compare the proposed technique with existing 

methods in terms of DSC, accuracy, precision, recall, 

and F1 score. 

Organization of this article is as follows: section 2 

presents related works; section 3 discusses proposed 

methodology; section 4 provides performance analysis; 

and section 5 concludes research. 

 

2. Related Works 

The segmentation pipeline in works using traditional 

machine learning approaches involves a preprocessing 

stage for feature extraction [7]. In [8], a semi-automatic 

approach was used to extract the tumor contour, from 

which 71 features were subsequently evaluated. Skull 

stripping is also a typical preparation stage in traditional 

discriminative techniques despite limitations, including 

parameter selection, the necessity for prior data about 

pictures, and long computation time [9]. Retrieved 

features are fed into a step of classification or 

segmentation. Another work [10] compared ANN 

(Artificial Neural Network) and SVM (Support Vector 

Machine) classifiers, which achieved accuracies of 75.6-

94.9% and 79.3-91.7%, respectively. Similarly, [11] 

proposed an automatic brain tumor classification 

method based on 10 characteristics and a Back-

Propagation Network as a classifier, obtaining a 95.3% 

accuracy. The use of fractal wavelet characteristics as 

input to a SOM (Self-Organizing Map) [12] resulted in 

an average precision of 90%. Instance-based learning is 

also used in tumor classification algorithms. For 

instance, [13] built a semi-automated system using a 

KNN classifier. To obtain a compression method called 

the region of interest (ROI), the authors [14] introduced 

a novel segmentation-based ACM, and those of [15] 

presented a region-based Active Contour Method (ACM) 

for segmentation that has good accuracy, sensitivity, and 

specificity. Furthermore, models based on brain regions 

are less sensitive to preliminary contours and are unable 

to segment images with inhomogeneous intensity. The 

author of [16] proposed a Geodesic Active Contour 

(GAC) model based on AC that increases over time 

depending on the image's underlying geometric 

measurements and uses an edge-based ACM to 

determine object boundaries [17]. Because only edge 

data are incorporated in the original GAC model, [18] 

developed a region-aided GAC method, which 

outperforms the conventional method, especially when 

dealing with pictures containing holes, weak edges, and 

noise [19]. In a competitive, unsupervised method of 

practice, the authors of [20] suggested a SOM approach 

that incorporates CNN with regularization and an 

altered SoftMax loss for segmenting images and 

obtained output images containing more segmented data 

than the input photos. In [21], the authors proposed a 

method using deep CNN that integrates segmentation as 

well as error correction portions, achieving a 2% higher 

accuracy than other methods and processing time of 40-

50 ms [22]. Another study [23] suggested a brain tumor 



 

 

detection as well as classification method in MR images, 

where a tumor section is first obtained from a brain 

image, then textural features of tumor are extracted 

using grey level co-occurrence matrix (GLCM) and 

classified utilizing a neuro-fuzzy classifier. In [24], the 

classification of brain MR images is based on FFNN 

classifiers and rough set theory. The authors of [25] 

proposed an SVM-based hybrid method for detecting 

brain tumors in MR images, which applies features of 

texture and intensity. 

3. Proposed Model 

This section discusses proposed design of brain tumor 

feature extraction and classification method using 

deformable models integrated with DL methods. Overall 

proposed architecture is given in Fig. 1. After input 

images are processed for noise removal, resizing, and 

smoothening, features of brain tumor are extracted 

using Volume of Interest (VOI). The extracted features 

are then classified using the Deformable Hierarchical 

Heuristic Model-Deep Deconvolutional Residual 

Network (DHHM-DDRN) based on surfaces, curves, and 

geometric patterns. 

 

Fig. 1. Overall proposed architecture 

3.1 Feature Extraction using Volume of Interest (VOI) 

This section provides a full overview of the biological 

assumptions and derived equations. The proposed 

model contains two components, or two cell types, in a 

tumor: proliferating and non-dividing cells. Proliferating 

cells can either continue to segregate at a rate equal to 

the growth rate of tumor with t times cell p(D), which is 

termed proliferation probability, or shift to a non-

dividing state at a rate equal to g(D). Non-dividing cells 

are removed from their initial position at a cell clearance 

rate of ηcl based on the proliferating tumor volume VT(𝑡) 

and tumor growth rate λ(t). Tumor volume is derived 

using Eq. (1): 

𝑑𝑉𝑇

𝑑𝑡
= 𝜆(𝑡)𝑽𝑇 

𝑑𝜆

𝑑𝑡
= −𝜃𝜆(0)𝜆         (1) 

For 𝜏rad  related to active radiation effect, ODEs are 

resolved by Eq. (2). i.e., in𝑡R ≤ 𝑡 < 𝑡R + 𝜏rad: 



 

 

𝑑𝑉𝑇

𝑑𝑡
= 𝜆(𝑡)𝑝(𝐷)𝑽𝑇 − 𝑔(𝐷)𝑽𝑇 

𝑑𝑉𝑁𝐷

𝑑𝑡
= 𝑔(𝐷)𝑉𝑇 − 𝜂𝑐𝑙𝑉𝑁𝐷 

𝑑𝜆

𝑑𝑡
= −𝜃𝜆(0)𝜆                               (2) 

For 𝑡 > 𝑡R + 𝜏rad, 𝑉T, 𝑉ND and 𝜆 are results of 

corresponding ODEs given by Eq. (3): 

𝑑𝑉𝑇

𝑑𝑡
= 𝜆(𝑡)𝑽𝑇 

𝑑𝑽𝑁𝐷

𝑑𝑡
= −𝜼R𝑙𝑽𝑁𝐷  

𝑑𝜆

𝑑𝑡
= −𝜃𝜆(0)𝜆    (3) 

For LQ method, χ(D) is a function of α, and α/β is 

assumed by Eq. (4): 

𝜒(𝐷) = 𝛼𝐷 (1 +
𝐷

𝛼/𝛽
)          (4) 

Parameters α, λ(0), θ, and ηcl indicate the best fit 

between design and experimental/clinical data for 

temporal changes in total tumor volume, i.e. sum of 

VT 𝑎𝑛𝑑 VND . VT refers to total volume of cancerous 

cells, and 𝑇𝑐𝑐 is the time at which a malignant cell divides 

in the cell cycle. Some radiated cells stop proliferating 

and die when they are exposed to radiation, while other 

cells survive and continue to divide. VND is the volume of 

non-dividing cells, which separate from their original 

location. The following ODEs represent these processes: 

𝑑𝑉𝑇

𝑑𝑡
= 𝑓(𝑉𝑇 , 𝑉𝑣 , 𝐷)𝑉𝑇 − 𝑔(𝐷)𝑉𝑇 

𝑑𝑉𝑁𝐷

𝑑𝑡
= 𝑔(𝐷)𝑉𝑇 − 𝜂𝑐𝑙𝑉𝑁𝐷            (5) 

where V𝑣 is the vascular volume; and f and g are 

dependent on dose D. Consider function f, which has two 

elements, and is given by Eq. (6): 

𝑓(𝑉𝑇 , 𝑉𝑣 , 𝐷) = 𝜆(𝑉𝑇 , 𝑉𝑣)𝑝(𝐷) (6) 

The steps below must be completed for each cycle. 

1) Reduce the image size to 140x90 pixels. 

2) Using the mean shift approach, calculate an image 

segmentation. For a given x, where xi, i=1, n is a random 

set of n points inside a dataset. Mean shift process can be 

obtained by evaluating the mean shift vector m(x) via 

Eq. (7): 

𝑚(𝑦𝑗) + 𝑦𝑗 =

∑𝑘=1
∞  𝑥𝑘𝑔(

∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝑠𝑘

ℎ𝑘 ∥
∥
∥
∥

2

)𝑔(
∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝐹(𝑠𝑘)

ℎ𝑟 ∥
∥
∥
∥

2

)

∑𝑖=1
∞  𝑔(

𝑦𝑖𝑗
′ −𝑠𝑘

ℎ𝑠
∥2)𝑔(

∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝐹(𝑠𝑘)

ℎ𝑟 ∥
∥
∥
∥

2

)

                  

(7) 

Assuming y1 is the original value, the new concentrated x 

movement is evaluated using Eq. (8): 

𝑚(𝑦𝑗) + 𝑦𝑗 =

∑𝑘=1
∞  𝑥𝑘𝑔(

∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝑠𝑘

ℎ𝑘 ∥
∥
∥
∥

2

)𝑔(
∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝐹(𝑠𝑘)

ℎ𝑟 ∥
∥
∥
∥

2

)

∑𝑖=1
∞  𝑔(

𝑦𝑖𝑗
′ −𝑠𝑘

ℎ𝑠
∥2)𝑔(

∥
∥
∥
∥𝑦𝑖,𝑗

′ −𝐹(𝑠𝑘)

ℎ𝑟 ∥
∥
∥
∥

2

)

        

(8) 

3) Gray images are created from photos that pass the 

mean shift process. 

4) Initial function φ0 is therefore described as follows: 

𝜙0(𝑥, 𝑦) = {

−𝜌 (𝑥, 𝑦) ∈ Ω0 − 𝛼Ω0

0 (𝑥, 𝑦) ∈ Ω0

𝜌 Ω − Ω0

  (9) 

where ρ > 0 is a constant.  

5) Equation (9) computes early level set functions from 

an arbitrary region Ω0 in picture domain Ω. 

For every patient 𝑃𝑡𝑐𝑔𝑎in TCGA data, the total cell 

number (𝑇𝐶𝑁𝑡𝑐𝑔𝑎) that is considered proportional to 

tumor weight is given by Eq. (10): 

TCN𝑡𝑐𝑔𝑎 = 𝛼
 tumor weight (𝑃tcga)

1

K
∑  all𝑃tega

  tumor weight (𝑃tcga)
  (10) 

In TCGA data, for 𝐾 patients, the numbers of necrotic 

cells (𝑁𝑡𝑐𝑔𝑎), cancer cells (𝐶𝑡𝑐𝑔𝑎) and total immune cells 

(𝑇𝐼𝐶𝑡𝑐𝑔𝑎) are evaluated by utilizing an erotic percentage 

(𝑁𝑝) for each patient via Eq. (11): 

Ntcga = TCN𝑡𝑐𝑔𝑎Np, Ctega =
2

3
TCN𝑡𝑐𝑔𝑎(1 −

Np) and TICtega = 0.5Ctcga                       (11) 

3.2 Deformable Hierarchical Heuristic Model-based 

Deconvolutional Residual Network (DHHM-DDRN) 



 

 

Consider data {𝑦𝑗} with labels {𝑧𝑗}as𝜒 = {(𝑦𝑗 , 𝑥𝑗) ∣ 𝑦𝑗 ∈

ℜ𝑚, 𝑧𝑗 ∈ ℜ𝑛 , 𝑗 = 1, … M], and DNN regulates a function 

𝑓𝐷𝑁𝑁: ℜ𝑚 → ℜ𝑛. Neurons 𝑥𝑗 ∈ ℜ, 1layer of l neurons 𝑥 =

(𝑥1, … 𝑥𝑙), and ρ is the activation function. If a DNN has 

layers i = 0, . . .k, each of them has mi neurons given by 

Eq. (12): 

𝑥(𝑖) = 𝜌(Θ(𝑖−1) ⋅ 𝑥(𝑖−1) + 𝑎(𝑖−1))(12) 

Objective function 𝑀in(𝐹) is determined by Eq. (13): 

𝐹 = Min [Min (∑  𝑋
𝑥=1  Min (𝑓1)) − Min (𝑓2) + Min (𝑓3)]                  

(13) 

where f1-f3 are determined as follows, 

𝑓1 = Min (∑  

𝐼

𝑖=1

  ∑  

𝑌

𝑦=1

 ∑  

𝑧

𝑧=1

  (𝑡𝑖𝑥𝑦𝑧)(𝑙𝑖𝑥𝑦𝑥)) 

𝑓2 = Max (
𝐼 ∗ 𝑋

∑  𝑙
𝑖=1  ∑  𝑋

𝑥=1  ∑  𝑌
𝑦=1  ∑  𝑧

𝑧=1   (𝑡𝑖𝑥𝑦𝑧)(𝑙𝑙𝑥𝑦𝑥)
) 

𝑓3 = m (∑  𝑙
𝑖=1  ∑  𝑌

𝑦=1  ∑  𝑧
𝑧=1   (𝑙𝑙𝑥𝑦𝑧)(𝑡𝑖𝑥𝑦𝑧) −

∑  𝑙
𝑖=1  ∑  𝑌

𝑦=1  ∑  𝑧
𝑧=1   (𝑙𝑖(𝑥+1)𝑦𝑧)(𝑡𝑖(𝑥+1)𝑦𝑧)) ≈ 0 ∀𝑀𝑥,𝑥(14) 

Decision variables and constraints are determined using 

Eq. (15): 

∑  

𝑌

𝑦=1

 ∑  

𝑥

𝑥=1

 ∑  

𝑧

𝑧=1

  (𝑙𝑖𝑥𝑦𝑧)

= ∑  

𝑌

𝑦=1

 ∑  

𝑋

𝑥=1

  (𝑀𝑖𝑥𝑦)(𝑇𝑜𝑖𝑥𝑦)∀𝑂𝑦 of 𝐽𝑖 and 𝑖, 𝑖

= 1,2, , 𝐼&𝑦 = 1,2, , 𝑌 

∑  

𝑋

𝑥=1

 ∑  

𝑧

𝑧=1

  𝑙𝑖𝑥𝑦𝑧 = ∑  

𝑥

𝑥=1

  (𝑀𝑖𝑥𝑦)(𝑇𝑜𝐿𝑥𝑦)∀𝑜𝑦&𝐽𝑖 , 𝑖 = 1,2, , 𝐼&𝑦

= 1,2, , 𝑌 

∑  𝑋
𝑥=1   (𝑀𝑖𝑥𝑦) = 1∀𝑜𝑦 of 𝐽𝑖 , and 𝑖, 𝑖 = 1,2, 𝐼&𝑦 = 1,2, , 𝑌(15) 

Consider an affine approximation to 𝑓(𝐗) = ∥∥𝐘 −

𝐇𝑐𝐗𝐇𝑟
⊤∥∥F

2
 in (2) at 𝐗ℓ, and following update rule in Eq. 

(16): 

𝐗ℓ+1 = arg min
𝐗

 𝑓(𝐗ℓ) + Tr (𝐗 − 𝐗ℓ)
⊤

∇𝑓(𝐗ℓ) +

1

2𝜂
∥∥𝐗 − 𝐗ℓ∥∥F

2
+ 𝜆𝒢(𝐗)              (16) 

where∥∥𝐗 − 𝐗ℓ∥∥𝐹

2
 is the proximal term; and X-Xl is the 

distal term. Using the definitions of proximal operators, 

the update for separable 𝒢(𝐗) is written equivalently as 

Eq. (17): 

𝐗ℓ+1 = 𝒫𝜈 (𝐗ℓ − 𝜂∇𝑓(𝐗ℓ))     (17) 

where 𝒫𝜈  is the proximal operator for 𝒢; and 𝜈 = 𝜆𝜂 is 

the equal sign by Eq. (18): 

𝒢(𝐗) =∥ 𝐗 ∥1≜ ∑  𝑀
𝑖=1 ∑  𝑁

𝑗=1 |𝑋𝑖𝑗|    (18) 

The element-wise soft-thresholding (ST) function turns 

out to be the proximal operator in Eq. (19): 

𝒫𝜈(𝑋𝑖𝑗) = sgn (𝑋𝑖𝑗)𝑚{|𝑋𝑖𝑗| − 𝜈, 0}(19) 

The traditional iterative shrinkage and thresholding 

processes are given by Eq. (20) and (21), respectively: 

∇𝑓(𝐗) = 𝐇𝑐(𝐇𝑐𝐗𝐇𝑟 − 𝐘)𝐇𝑟  (20) 

𝐗ℓ+1 = 𝒫𝜈(𝐗ℓ − 𝜂𝐇𝑐𝐇𝑐𝐗ℓ𝐇𝑟𝐇𝑟 + 𝐂)  (21) 

An activation function is defined as a linear combination 

of K Gaussian derivatives, and the linear function [12] is 

defined in Eqns. (22) and (23): 

𝜓(𝑢) = ∑  𝐾
𝑘=1 𝑐𝑘𝜙𝑘(𝑢), 𝑢 ∈ ℝ (22) 

where 

𝜙𝑘(𝑢) = 𝑢exp (−
(𝑘−1)𝑢2

2𝜏2 ) (23) 

Training dataset D contains N examples 

{(𝐘𝑞 , 𝐗𝑞)}
𝑞=1

𝑁
, where 𝐘𝑞 = 𝐇𝑐𝐗𝑞𝐇𝑟

⊤ + 𝝃𝑞 . Random noise 

vectors 𝝃𝑞 are considered to be independent and 

identically distributed. Let 𝐜ℓ ∈ ℝ𝐾 , ℓ = 1: 𝐿 be 

coefficients of LET activation in layer `. Minimizing 

squared estimation error across all training examples 

yields optimal set of activation parameters c*, as follows: 

𝐽(𝐜) =
1

2
∑  𝑁

𝑞=1   ∥∥𝐗𝑞
𝐿 (𝐘𝑞 , 𝐜) − 𝐗𝑞∥∥

2

2
   (24) 



 

 

where the gradient of J(c) concerning c is required for 

optimization. Unless a very tiny step size is specified, 

optimization of J(c) utilizing GD tends to deviate. It 

should be pointed out that the Hessian does not have to 

be computed directly. To train the neural network 

parameters, only the Hessian-vector product is required. 

Therefore, the Hessian-free optimization (HFO) method 

was used in our training procedure, as shown in Eq. 

(25): 

𝐽(𝐜𝑖 + 𝛿c) = 𝐽(𝐜𝑖) + 𝛿c
⊤𝐠𝑖 +

1

2
𝛿c

⊤𝐇𝑖𝛿c   (25) 

where g𝑖 = ∇𝐽(c)|c=c𝑖
;  H𝑖 = ∇2𝐽(c)|c=c𝑖

; and 𝛿c is each 

iteration. The ideal search direction is determined by 

minimizing a regularized quadratic approximation, as 

follows: 

𝛿𝑐
∗ = arg min

𝛿𝑐

 𝐽(𝐜𝑖 + 𝛿c) + 𝛾∥∥𝛿c∥∥2
2 

𝑋𝑡+1 = 𝑋𝑡 + Lévy (𝑑) × 𝑋𝑡 

Lév𝑦(𝑥) = 0.01 ×
𝑟1×𝜎

|𝑟2|
1
𝛽

 

𝜎 = (Γ(1 + 𝛽) × sin (
𝜋𝛽

2
))

1/𝛽

   (26) 

where d is dimension of position vectors. In [0,1], r1 and 

r2 are random numbers, β is constant, and Γ(x) = (x − 1). 

Fitness function is evaluated using Eqns. (27) and (28): 

𝑓𝑖𝑡𝑖 =
1

1+𝑓𝑖
     (27) 

𝑓𝑖 =
1

𝑛𝑗
∑𝑖=1

𝑛𝑗
 𝑑(𝑋𝑗 , 𝐶𝑖)           (28) 

The level set function ϕ is a surface, whereby Ω+ is 

positive inside the region, Ω- is a negative outside the 

region, and Ω0 is interface regions defined over an image 

space as follows: 

∂𝜑

∂𝑡
= −𝐹. |∇𝜑|, 𝜑(𝑥, 𝑦, 𝑡 = 0) = ±𝑑 

𝐹 = −𝛼𝑘 ⋅ 𝑔 − 𝛽 ⋅ 𝑔 − 𝜆∇𝑔 ⋅
∇𝜑

|∇𝜑|
 

𝑔 =
1

1 + |(∇𝐺𝜎) ⊗ 𝐼(𝑋)|𝛽
 

𝐺𝜎(𝜀) =
1

√𝜋
𝜀 𝑒−(𝜀/𝜎)2(29) 

The overall Proposed flowchart is shown in figure-2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-2 Overall Proposed Flow chart 

VOI-DHHM-DDRN clusters to VOI algorithm 

Input: 𝐷 dataset consist of MRI brain images 

Output: Best solution of the final cluster center 

(𝐶list 𝑗)𝑗 = 1,2,3,4 

Start step vectors Δ𝑋𝑖  

For 𝑖 = 1: 𝑆𝑁 

Start food source within boundary of the given dataset in 

random order 

Calculate best potions of food sources by using ak-means 

technique 

Direct dragonflies to food sources  

End For 

VOI-DHHM-DDRN Clusters to VOI Phase 

Iteration = 0; 

Do While  

For 𝑖 = 1: 𝑛 

Evaluate fitness of every dragonfly 

Renovate food source and enemy 

Evaluate𝑆, 𝐴, 𝐶, 𝐹, and 𝐸 

Renovate neighboring radius 

If  

Extracted features 

Start 

Input brain image 

Pre-processing (noise 

removal, normalization) 

3D image VOI based 

feature extraction 

DHMM_DRNN based 

classification 

Classified brain 

images 



 

 

Renovate step vector ( Δ𝑋 ) and position vector 𝑋 

Else 

Renovate position vector  

End if 

Examine and precise new positions based on variables 

boundaries 

For 𝑖 = 1: 𝑆𝑁 

Evaluate probability.  

End For 

For 𝑖 = 1: 𝑆𝑁 

 If (rand () < 𝑃𝑖) 

Evaluate new fitness of new food source chooses best 

food by utilizing a grasping.choose between old and new 

food sources. 

i=i+1; 

end if 

output: Final clusters centers 

end 

4. Experimental procedure  

Proposed feature extraction and classification 

technique was performed in Python with the following 

configurations: PC with Ubuntu, 8GB RAM, and Intel i3 

processor CPU @1.70GHz, 64-bit operating system. 

The following three datasets are a part of TCIA 

project's cancer imaging repository. Each case had 

FLAIR and T1-contrast-enhanced pictures: 

RIDER dataset includes MRI-multi-sequence pictures 

from 19 glioblastoma patients (Grade IV) and 70,220 

photos in total. 

REMBRANDT (Repository of Molecular Brain Neoplasia 

Data) dataset includes MRI multi-sequence pictures of 

130 patients with Grade II, III, and IV gliomas and 

110,020 photos in total. 

TCGA-LGG (Cancer Genome Atlas Low-Grade Glioma) 

dataset contains 199 patients with low-grade (I and II) 

gliomas are represented by 241,183 MRI scans.  

5. Results 

Table 1 Proposed feature extraction and classification of 3D 

brain slices 

INPUT 

DATASET 3D 

BRAIN IMAGE 

PROCESSED 

3D BRAIN 

IMAGE 

EXTRACTED 

FEATURE OF 

CANCER IN 3D 

CLASSIFIED 

CANCER 

REGION OF 

3D BRAIN 

BRAIN IMAGE IMAGE 

RIDER 

DATASET 

   

REMBRANDT 

   

TCGA-LGG 

   

Table 1 shows the input brain cancer images achieved 

using the proposed volume-based region of cancer 

extraction and DHHM-DDRN-based classification. 

Table 2 Comparative analysis of proposed and existing 

techniques 

Parameters ACM GAC 
VOI- DHHM-

DDRN 

Dice Similarity Coefficient 

(DSC) 
77 79 83 

Accuracy 83 91 95 

Precision 65 71 80 

Recall 80 82 85 

F1 Score 43 51 55 

Table 2 presents a comparative analysis of the proposed 

and existing (ACM and GAC) techniques based on DSC, 

accuracy, precision, recall, and F1 score. Results are 

illustrated in graph form in Figures 3, 4, 5, 6, and 7, 

respectively.  

 

Fig. 3. DSC Comparison 



 

 

 

Fig. 4. Accuracy Comparison 

 

Fig. 5. Precision Comparison 

 

Fig. 6. Recall Comparison 

 

Fig. 7. F1 Score Comparison 

Figures 7 presents the graphical representation of 

statistical metrics from Table II for a parametric 

comparison between proposed and existing method. It is 

apparent that proposed approach obtained optimal 

results with an accuracy of 95%, DSC of 83%, precision 

of 80%, recall of 85%, and F1 score of 55%. 

6. Discussion: 

Using MRI, radiologists may assess the brain. The 

presence of a tumour in brain is detected using the MRI 

technology. Human inspection is the traditional 

technique for finding tumours in MRI images. This 

process takes a long time. Large amounts of data are not 

appropriate. Additionally, noise introduced by operator 

interaction in the MRI can result in incorrect 

classification. Since there is a large number of MRI data 

to evaluate, automated systems are required because 

they are more efficient. Automated tumour diagnosis in 

MRI images is required since dealing with human life 

requires a high level of precision. 

7. Conclusion 

This research proposes a novel technique to extract the 

features and classify cancerous regions in 3D brain 

images. Specifically, the input images are initially 

processed for noise removal, resized, and smoothened. 

Then, features are extracted based on Volume of Interest 

(VOI) to accurately classify the tumor using the 

Deformable Hierarchical Heuristic Model-based Deep 

Deconvolutional Residual Network (DHHM-DDRN). In 

this study, we propose a four-stage classification scheme 

based on the extraction of brain tumor features utilizing 

the machine learning paradigm to support medical 

professionals. Due to the complexity of images and 



 

 

dearth of anatomical methods that adequately represent 

various deformations in each component, medical image 

feature extraction is a difficult problem. A parametric 

analysis reveals that the reported method can achieve an 

accuracy of 95%, DSC of 83%, precision of 80%, recall of 

85%, and F1 score of 55% in classifying features. It is 

suggested that future research use various optimization 

classifiers to increase the accuracy of such techniques by 

combining more efficient segmentation as well as 

extraction algorithms with real-time images, clinical 

cases, and a larger dataset that includes a variety of 

scenarios. 
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