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Abstract. Much of the current work on AI ethics has lost its connection to the 
real-world impact by making AI ethics operable. There exist significant limita-
tions of hyper-focusing on the identification of abstract ethical principles, lacking 
effective collaboration among stakeholders, and lacking the communication of 
ethical principles to real-world applications. This position paper presents chal-
lenges in making AI ethics operable and highlights key obstacles to AI ethics 
impact. A preliminary practice example is provided to initiate practical imple-
mentations of AI ethics. We aim to inspire discussions on making AI ethics op-
erable and focus on its impact on real-world applications. 
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1 Introduction 

1.1 Artificial Intelligence 

Artificial Intelligence (AI) is typically defined as an autonomous and self-learning 
agency with the ability to perform intelligent functions in contrast to the natural intel-
ligence displayed by humans, such as learning from experience, reasoning, problem 
solving (Taddeo and Floridi 2018; Zhou and Chen 2019). AI is a computer system 
which performs tasks that are typically associated with human intelligence or expertise. 
It has powerful capabilities in prediction, automation, planning, targeting, and person-
alisation. It is transforming our world, our life, and our society and affects virtually 
every aspect of our modern lives (Zhou and Chen 2018). Generally, it is assumed that 
AI can enable machines to conduct tasks that human often do, and it is more efficient 
(e.g. higher accuracy, faster) than humans in various tasks. Claims about the promise 
of AI are abundant and growing related to different areas of our lives. Some examples 
are: in human’s everyday life, AI can recognise objects in images (He et al. 2016; Zhou 
et al. 2017), it can transcribe speech to text, it can translate between languages (Monroe 
2017), it can recognise emotions in images of faces or speech (Zhao et al. 2014), AI 
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makes self-driving cars possible in traveling (Bojarski et al. 2016), AI enables drones 
to fly autonomously, AI can predict parking difficulty by area in crowded cities, AI can 
identify potentially threatening weather in meteorology, AI can even conduct various 
creative work, such as paint a van Gogh painting (Gao et al. 2020), write poems and 
music, write film scripts, design logos, and recommend songs/films/books you like as 
well as many others (Batmaz et al. 2019).   
    The impressive performance of AI we have seen across a wide range of domains 
motivates extensive adoptions of AI in various sectors including public services, retail, 
education, healthcare and others. For example, AI enables the monitoring of climate 
change and natural disasters (Rolnick et al. 2019), enhances the management of public 
health and safety (Mooney and Pejaver 2018), automates administration of government 
services (Anastasopoulos and Whitford 2019), and promotes productivity for economic 
wellbeing of the country. AI also helps to enables efficient fraud detection (e.g. in wel-
fare, tax, trading, credit card) (Awoyemi et al. 2017), enhances the protection of na-
tional security (e.g. with unauthorized network access and malicious email detection) 
(Amrollahi et al. 2020), and others. 

However, AI may cause negative effects to humans. For example, AI usually requires 
huge volumes of data especially personal data in order to learn and make decisions, the 
concern of privacy becomes one of important issues in AI (Deane 2018). Because AI 
can do many repetitive work and other work more efficiently than humans, people also 
worry about that they will lose their jobs because of AI. Furthermore, the highly devel-
oped Generative Adversarial Networks (GANs) can generate natural quality faces, 
voices, and others (Nguyen et al. 2020), which may also be used to do harmful things 
in the society. For example, GANs have been used to create fake videos by swapping 
the face of a person by the face of another person, which have harmful usages including 
fake news, hoaxes, and financial fraud (Tolosana et al. 2020). 

1.2 Ethical Concerns On AI 

Since diverse and ambitious claims of AI as well as its possible adverse effects to hu-
mans and society as mentioned above, it faces ethical challenges ranging from data 
governance, including consent, ownership, and privacy, to fairness and accountability 
and others. The debate about the ethical concerns on AI dates from the 1960s (Wiener 
1960; Samuel 1960). As AI becomes more sophisticated and has the ability to perform 
more complex human tasks, their behaviour can be difficult to monitor, validate, predict 
and explain. As a result, we are seeing increasing ethical concerns and debate about the 
principles and values that should guide AI’s development and deployment, not just for 
individuals, but for humanity as a whole and for the future of humans and society (Bird 
et al. 2020; Lo Piano 2020; Gupta et al. 2020). For example, Bossmann (Bossmann 
2016) summarised top nine ethical issues in AI: unemployment, inequality, humanity, 
artificial stupidity (AI can be fooled in ways that humans wouldn’t be, e.g. random dot 
patterns can lead to a machine to “see” things that are not there), racist robots, security, 
evil genies (AI can fulfill wishes, but with terrible unforeseen consequences), singular-
ity, and robot rights.  
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    Research found that ethics drive consumer trust and satisfaction, and consumers 
would place higher trust in a company whose AI interactions are perceived as ethical, 
which shows the importance of ensuring ethical AI systems for the positive impact of 
AI on society (Capgemini 2019). Therefore, it is imperative to identify the right set of 
fundamental ethical principles and framework to inform the design, regulation, and use 
of AI and leverage it to benefit as well as respect individuals and societies. An ethical 
framework for AI is about updating existing laws or ethical standards to ensure that 
they can be applied in the context of new AI technologies (Dawson et al. 2019). There 
is debate about both what constitutes “ethical AI” and which ethical requirements, tech-
nical standards and best practices are needed for its realization (Jobin et al. 2019).  

1.3 AI Ethics  

Ethics is a branch of philosophy that involves systematising, defending, and recom-
mending concepts of right and wrong, or good and bad conduct, usually in terms of 
rights, obligations, benefits to human society, justice, or specific virtues (Dewey and 
Tufts 2019). It seeks to resolve questions of human morality by defining concepts such 
as good and evil, right and wrong, justice and crime. Ethics is a well-founded area with 
philosophers, academics, political leaders and ethicists spending centuries developing 
ethical concepts and standards. As the primary concern of ethics is on the conduct, there 
are two popular ethical theoretical perspectives to evaluate conduct: agent-centered eth-
ics and action-centered ethics (Foreman 2014; Hursthouse and Pettigrove 2018). Ac-
tion-centered ethical theories focus on what an agent should do and how to determine 
the morally right action in specific circumstances by requiring an agent to follow certain 
rules or principles. While agent-centered ethical theories aim to develop a good moral 
character and focus on being rather than just doing.AI ethics is the part of the ethics of 
technology specific to AI based solutions. It concerns with the moral behaviour of hu-
mans as they design, construct, use and treat artificially intelligent beings, as well as 
concerns with the moral behaviour of AI agents (Jobin et al. 2019). From this perspec-
tive, AI ethics considers both action-centered and agent-centered perspectives of con-
duct of AI. The IEEE report, titled Ethically Aligned Design (The IEEE Global Initia-
tive on Ethics of Autonomous and Intelligent Systems 2019), argues that the three high-
est level ethical concerns that should drive AI design are to,  

• “Embody the highest ideals of human rights”,  
• “Prioritize the maximum benefit to humanity and the natural environment”, 

and  
• “Mitigate risks and negative impacts as A/IS (Autonomous and Intelligent 

Systems) evolve as socio-technical systems”.  
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Figure 1. AI Ethics disciplinary landscape (adapted from (Rovatsos 2019)). 

Generally, AI solutions are trained with a large amount of data for different business 
purposes. Data is at the core of AI, while business requirements and end users of AI 
determine functions of AI and how it will be used. Therefore, both data ethics and busi-
ness ethics contributes to AI ethics. As shown in Figure 1, AI ethics needs active public 
debate by considering AI impact, as well as human and social factors  (Rovatsos 2019). 
It is built based on different aspects such as philosophical foundations, science and 
technology ethics, legal aspects, responsible research and innovation for AI as well as 
others. Ethical principles describe what is expected in terms of right and wrong and 
other ethical standards. Ethical principles of AI refer to ethical principles that AI should 
follow on the “do’s” and “don’ts” of algorithmic use in society. Ethical AI refers to AI 
algorithms, architectures and interfaces that follow ethical principles of AI, such as 
transparency, fairness, responsibility and privacy. Figure 1 summarises an overview of 
AI ethics disciplinary landscape. 

 

Figure 2. Three stages of making AI ethics operable. Current work is highly biased towards the 
stage 1. 

This position paper argues for a change in how we view the AI ethics and make it 
operable for impact from abstract ethical principles to practice. We propose a three-
stage approach to make AI ethics operable (see Figure 2). Stage one is on the identifi-
cation of ethical principles based on the collaboration among various sectors and sci-
ences. The current work is highly biased towards this stage. Stage two is on the imple-
mentation of ethical principles. This stage aims to set up standards on AI ethics and AI 
ethics committee to make AI ethics operable. This stage needs the close collaborations 
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among stakeholders in practice. The stage three is to apply the implemented ethical 
principles into real-world applications to validate the compliance of AI with ethical 
principles for the impact. We seek to stimulate creative thoughts to address the actively 
discussed issues of making AI ethics operable in practice for impact. The contributions 
of this work are: 

• Identifying a fundamental problem in making AI ethics operable: a lack of col-
laboration among stakeholders and follow-through; 

• Suggesting stages towards solving the gaps; 
• Identifying challenges to direct efforts to make AI ethics operable for impact; 
• Highlighting a number of key obstacles to AI ethics impact, as an aid for focus-

ing future efforts; 
• Providing a preliminary practice example to initiate practical implementations 

of AI ethics.  

2 Ethical Principles for AI Uses  

In order to mitigate various ethical concerns, national and international organisations 
have made active discussions on ethics of AI within and beyond the AI community 
(Zhou et al. 2020). Furthermore, professional associations and non-profit organisations 
such as Association of Computing Machinery (ACM) also issued their recommenda-
tions for ethical AI. The Institute of Electrical and Electronics Engineers (IEEE) has 
launched the “IEEE Global Initiative on Ethics of Autonomous and Intelligent Sys-
tems” “to ensure every stakeholder involved in the design and development of autono-
mous and intelligent systems is educated, trained, and empowered to prioritize ethical 
considerations so that these technologies are advanced for the benefit of humanity” 
(IEEE). This section highlights the way the current AI ethics is conducted today that 
limits its impact on real-world applications. The goal of this section is to initiate our 
self-inspection to merit our effort in eliminating them to make AI ethics operable for 
impact. 

2.1 Hyper-focus on the identification of ethical principles 

A very large number of ethical principles, codes, guidelines, or frameworks for AI have 
been proposed over the past few years. Various organisations including governmental 
and inter-governmental organisations, private sectors, universities, as well as research 
institutes have made extended efforts by drafting policy documents on ethics of AI and 
having active discussions on ethics of AI within and beyond the AI community. For 
example, Jobin et al. (Jobin et al. 2019) made an in-depth investigation in 2019 on 
ethical principles of AI and identified 84 documents related to ethical principles or 
guideline for AI. Algorithm Watch (AlgorithmWatch 2020) also maintains an AI ethics 
guidelines global inventory, which provides a global landscape of AI ethics and is a 
work in progress. A survey conducted in June 2020 (Gupta et al. 2020) summarises 
further efforts on ethics of AI.  
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The focus of these ethical initiatives on AI is to identify ethical principles that AI 
should comply with. Various parties identified slightly different ethical principles of 
AI because of their background or other reasons. For example, ethical principles iden-
tified by CSIRO’s Data61 in Australia include: human, social and environmental well-
being, human-centred values, fairness, privacy protection and security, reliability & 
safety, transparency and explainability, contestability, and accountability (Dawson et 
al. 2019). While ethical principles identified by IEEE include: human rights, well-being, 
data agency, effectiveness, transparency, accountability, awareness of misuse, and 
competence (The IEEE Global Initiative on Ethics of Autonomous and Intelligent Sys-
tems 2019).  

Jobin et al.’s (Jobin et al. 2019) investigation found that no single ethical principle is 
explicitly endorsed by all existing ethical guidelines reviewed, but there is an emerging 
convergence around the principles of: transparency, justice and fairness, responsibility, 
non-maleficence, privacy, beneficence, freedom and autonomy, trust, sustainability, 
dignity, and solidarity, which also shows a developing convergence in the global policy 
landscape. The survey in 2020 (Bird et al. 2020) identified ethical principles for AI 
including human rights and well-being; emotional harm; accountability and responsi-
bility; security, privacy, accessibility and transparency; safety and trust; social harm 
and social justice; lawfulness and justice; control and the ethical use (or misuse) of AI; 
environmental harm and sustainability; informed use; existential risk. 

Floridi and Cowls (Floridi and Cowls 2019) analysed these common ethical princi-
ples of interest of AI and identified an overarching framework consisting of five core 
principles for ethical AI: beneficence, non-maleficence, autonomy, justice, and expli-
cability. Different terms express justice, e.g. “fairness”. Different terms also express 
explicability, e.g. “transparency”, “understandable and interpretable”. Therefore, these 
results align with the investigated results presented in (Jobin et al. 2019). Furthermore, 
organisations also identified mandatory ethical principles for the use of AI including 
community benefit, fairness, privacy and security, transparency, and accountability 
(NSW Government 2020). 

Despite the proliferation of ethical principles of AI, there is still an increasing trend 
of active discussion on ethical principles of AI and publishing guidelines or frameworks 
by various organisations. First, it is still in its early stage of AI ethics. People still do 
not have full knowledge on what ethical principles should be complied with and do not 
fully understand the implications and scope of specific ethical principles in an AI con-
text. Second, AI has been increasingly used by various organisations. They do have 
ethical concerns on the use of AI. Therefore, various organisations try to show their 
positions in the ethics of AI. However, ethical principles proposed by various organi-
sations are mostly overlapped with slightly differences or different terms are used for 
the same or similar ethical issues. Therefore, does every organisation need to show their 
positions and propose their own ethical principles of AI? 

This trend has been going for at least for more than ten years. In 2011, the Engineer-
ing and Physical Sciences Research Council (EPSRC) and the Arts and Humanities 
Research Council (AHRC) of United Kingdom jointly published a set of five ethical 
“principles for designers, builders and users of robots” in the real world, along with 
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seven “high-level messages” intended to be conveyed, based on a September 2010 re-
search workshop with experts from the worlds of technology, industry, the arts, law 
and social sciences (UKRI 2010). We keep seeing people espousing roughly the same 
principles, but little work wants to talk about how we genuinely operationalise the as-
sessment of and adherence to those principles in real-world AI deployment contexts 
until recently. For example, Morley et al. (Morley et al. 2021) recently tried to under-
stand the gap between abstract ethical principles and their practical operationalization 
by surveying a group of participants with a diverse background from startups, large 
corporations to public sectors, confirming the high demand for operationalizing AI eth-
ics. However, it is still unclear how to translate ethical principles into practice.  

2.2 Lack of effective collaboration among stakeholders on AI ethics in 
practices 

Ideally, the successful implementation and deployment of ethical principles of AI in 
practices need a close collaboration among stakeholders of AI ethics (see Figure 2), 
which at least include AI developers, AI users, people impacted by AI uses, an ethics 
committee who can provide ethical advice, and the parties who set up the standard for 
AI ethics. AI developers follow AI ethics standards to design and develop AI solutions, 
while AI users express their ethical concerns to other parties in order to use AI solutions 
“safely”. The parties who set up AI ethics standards need to have a better understanding 
of other stakeholders, and the ethics committee acts as a bridge between AI ethics stand-
ards and AI developers as well as AI users.  
    Despite the close collaborations between AI developers and AI users in general, they 
usually focus more on the delivery of AI solutions but not on AI ethics impacted by AI 
solutions. While such collaborations are important, there is a substantial shortage of 
collaborations among various stakeholders on AI ethics to make AI ethics operable. 
Such collaborations will result in the implementation of ethical principles in practice as 
tools and guidelines to validate the compliance of AI solutions with ethical principles. 

2.3 Lack of follow-through 

As shown in Figure 2, the identification of ethical principles is only the first stage in 
the AI ethics program. They need to be applied to real-world applications for the impact. 
However, it is very hard to directly use those ethical principles by AI developers or 
users in the practical applications. Ethical principles should be translated into actiona-
ble toolkits and/or guidelines to shape AI-based innovation and support the practical 
application of ethical principles of AI. Toolkits and guidelines on how to apply ethical 
principles into the design, implementation, and deployment are highly necessary.  
    According to Figure 2, standards on AI ethics are important components to make 
ethical principles actionable. There are a number of emerging standards that address 
ethical, legal and social impacts of AI. For example, the IEEE Standards Association 
has launched a standard via its global initiative on the Ethics of Autonomous and Intel-
ligent Systems. There are currently 14 IEEE standards working groups working on 
drafting so-called “human” standards that have implications for AI. ISO is also setting 
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up standards for trustworthy AI. However, the standards that do exist are still in devel-
opment and there is limited publicly available information on them. 
    While these advances are excellent, there is little incentive to connect these advances 
with practices to make impact. Connecting active advances of ethical principles to real-
world practices is part of the process of maturing of AI ethics. To the general public, 
these are the only visible advances of AI ethics. 

3 Making Ethical Principles Operable 

Rather than following “endless” identifications of ethical principles for the use of AI, 
can we move to the stage of making identified ethical principles operable for impact in 
real-world applications? This is not simply a matter of another round of discussions 
among various stakeholders or reporting on isolated applications. What is needed is a 
fundamental change in or new definition on how we define metrics for validation of 
ethical principles, how we justify compliances of AI with ethical principles, how we 
consider differences among different sectors, how we educate the general public to get 
understanding with AI ethics, how we make AI ethics as a necessary component for 
each AI solution for impact, and who should monitor the adoption of ethical principles 
and police their impact as the development and use of AI increases? Answers to these 
challenging questions need in-depth and close collaborations among various parties and 
stakeholders such as AI developers, AI users, as well as experts from multiple discipli-
naries.  

This section initiates discussions by providing example approaches to answer key 
questions on making ethical principles operable. For example, a committee (such as 
Human Research Ethics Committee or HREC, Institutional Review Board or IRB) with 
members from different disciplinary is usually set up to monitor the human related re-
search in organisations. Similarly, an ethical AI committee can be set up to monitor the 
ethical principles in AI development and deployment. Furthermore, both qualitative 
and quantitative metrics need to be considered to validate ethical principles. Standards 
are also indispensable components to justify compliances of AI with ethical principles. 
It is suggested to incorporate AI ethics into every stage of the whole AI lifecycle as a 
necessary component for each AI solution for impact. Because of the abstraction of 
ethical principles, the education on AI ethics is helpful for the improved effectiveness 
of operationalisation of AI ethical principles. The following subsections give more in-
sightful discussions on these aspects. 

3.1 Setup of ethical AI committee 

The ethical AI committee aims to consider ethical issues, foster discussion forums 
and publish resulting guidance to the industry and regulators. It acts as a bridge between 
AI ethics standards and AI developers as well as AI users to make sure the compliance 
of AI solutions with ethical principles. In order to make ethics of AI operable, the es-
tablishment of ethical AI committee with the right expertise and with the authority to 
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have impact is the first step (Blackman 2022). The primary challenges of this step in-
clude who would be the best candidates of committee members, and which areas should 
they come from. Google shut down its External Advisory Board for AI just a week after 
forming it, which shows how challenging it is to choose candidates for an ethical AI 
committee. The committee members need to at least understand how AI works and how 
to pull the ethics out of the data and model (Corinium 2019). However, legal or social 
experts are good at ethical issues related to data governance, but they may not be fa-
miliar with how an AI model such as deep learning model is built with a large number 
of parameters as AI experts be. The conversation about AI ethics is a philosophical dis-
cussion and needs to be elevated to a sufficiently high level from different fields. There-
fore, committee members can be experts that span the fields of AI, engineering, law, 
science, economics, ethics, philosophy, politics, and health. IEEE suggests that the key 
experts would include but not limited to (IEEE 2018): 

• Specialists developing AI based products and services; 
• Academic institution experts in AI; 
• Government organisations involved with AI policy and/or regulations. 

 We agree the necessity of these experts in the ethical AI committee, other experts 
such as lawyers who can provide what is legally permissible such as from the anti-
discrimination laws’ perspectives are also important considerations. Furthermore, busi-
ness strategists should also be included when AI is used in a business in order to decide 
business strategies in addressing AI ethics risks and the investment of time and money. 

 It is also recommended to set up sector-specific ethical AI committee for the effec-
tiveness and impact. Currently, little news is reported on the setup of an ethical AI 
committee for practical applications in a country, a state, a sector, or a university.  

 Besides the member of ethical AI committee, the operation of the ethical AI com-
mittee plays a key role in the success of ethical AI committee. Considering the typical 
function of the ethical AI committee: to identify and help mitigate the ethical risks of 
AI solutions developed in-house or purchased from third-party vendors. Based on the 
review, the committee must confirm whether the AI solution poses any ethical risks, 
recommend changes, or advise against developing or procuring the AI solution. One of 
important factors to determine the success of the ethical AI committee is how much 
authority the committee will have. The option of being ethically sound is only advised 
is risky for the effectiveness of committee’s recommendations, while being ethically 
sound is must-have is a good idea for committee’s recommendations to ensure a real 
business impact of AI ethics.  

 Furthermore, the ethical AI committee themselves should also be regulated and re-
inforced. For example, the work of committee members is regularly reviewed by peers 
from same or different disciplines, and the membership of the committee is formally 
promoted to different levels based on the performance of their roles. 

 Considering the differences in local standards, regulations or laws in different re-
gions and countries, this paper argues that the use of the compliance of AI ethics of AI 
solutions could be limited to the location that the approval is assigned by the AI ethics 
committee. 
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3.2 Meaningful and operable validation metrics 

Since the nature of ethical principles which are often abstract requirements, the abstract 
ethical principles need to be translated into meaningful metrics in order to use them in 
practical applications. We understand that the ethics and AI belong to two completely 
different scientific areas. AI can define strict quantitative metrics on its operations such 
as prediction performance. While ethics is a very abstract social scientific field, it is hard 
to define quantitative metrics on its requirements, instead, qualitative metrics are often 
used. Furthermore, the nature of AI ethics is to check the compliance of AI with ethical 
principles. Therefore, both qualitative and quantitative metrics can be defined to validate 
ethical principles in AI. These metrics set up links between AI and ethics.  

The first consideration for the definition of these metrics should be the meaningful-
ness for AI users and the operability that can be put into practice by both AI developers 
and AI users. Focusing our metrics on meaningfulness and operability will motivate the 
efforts on ethical principles of AI. It will also guide us how to select metrics and how to 
implement them for impact. 

3.3 Standards for validation metrics 

When various qualitative and quantitative metrics are available for the validation of eth-
ical principles of AI, we need to decide whether the value of one metric meets the re-
quirement of ethical principles. For example, faithfulness (Alvarez-Melis and Jaakkola 
2018) is defined as one of quantitative metrics to evaluate how “good” a particular fea-
ture-based local explanation is likely to be. The range of its values is [-1, 1]. If the faith-
fulness of one AI explanation is 0.55, how do we decide whether the faithfulness of the 
AI explanation “passes” the validation? Let’s have another example regarding the vali-
dation of access to data in the privacy principle. If a qualitative question is “what are the 
processes/infrastructure implemented to restrict access to user data” and the answer to it 
is “secure protocols are used to connect with customer systems using Transport Layer 
Security 1.2 for HTTPS encryption”, how do we justify whether the answer to this ques-
tion “passes” the validation? 

Therefore, a standard for validation metrics is highly necessary in order to help stake-
holders justify the validation of ethical principles in practice. The lack of standards or 
regulations/laws is one of major factors that prevent the AI ethics committee from not 
reaching agreement on whether an AI research proposal should be approved. Despite 
standards on AI ethics such as the IEEE 7000 series of standards emerging, they are still 
under development and no details are available. Furthermore, different sectors may have 
different requirements from the ethical perspective. Different sectors can set up further 
implementation details regarding the sector according to the general standards for the 
impact. This is because that different sectors have different emphasis on ethical princi-
ples. For example, in high stake applications such as AI-supported diagnostics, the trans-
parency of the system is one of key principles for consideration. While in an AI-assisted 
recruiting system, unfair discrimination against individuals, communities or groups 
would be the main issue to avoid. Therefore, the development of implementation details 
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for ethical principles for a specific sector according to general ethical principles and 
standards is more effective for the implementation of ethical principles. 

Government plays a significant role in this process and can publish policies to guide 
the setup of the standards or laws for validation metrics. For example, New York City’s 
Local Law #144 on “Automated employment decision tools” 1 requires that the bias au-
dit of automated employment decision tools should meet 4/5th Rule. The 4/5th Rule 
states that there is adverse impact on a certain group if the selection rate for that group 
is less than 80 percent (4/5) of that of the group with the highest selection rate. 

Therefore, this paper argues that in a typical AI ethics approval process, AI research-
ers/suppliers provide answers to qualitative and quantitative metrics for AI ethical prin-
ciples. The AI ethics committee makes judgements according to standards and laws. The 
ethics committee needs to include members spanning different fields such as AI, engi-
neering, law, science, economics, ethics, philosophy, politics, and health in order to 
make reasonable approval decisions. 

3.4 AI ethics for the whole AI lifecycle  

The lifecycle of a typical AI application usually includes different stages from business 
and use-case development, design phase, training and test data collection, building AI 
application, testing the system, deployment of the system to monitoring performance of 
the system. The lifecycle of an AI application delineates the role of every stage in data 
science initiatives ranging from business to engineering. It provides a high-level per-
spective of how an AI project should be organised for real and practical business value 
with the completion of every stages. Morley et al. (Morley et al. 2019) constructed a 
typology by combining the ethical principles with the stages of the AI lifecycle to ensure 
that the AI system is designed, implemented and deployed in an ethical manner. The 
typology indicates that each ethical principle should be considered at every stage of the 
AI lifecycle. Both action-centred ethics and agent-centred ethics can be considered in 
the AI lifecycle. 

In the AI ethics for the whole AI lifecycle, different stages of AI lifecycle may have 
different emphasis on ethical principles. For example, in the data procurement stage, the 
data privacy is the core principle, while in the AI application building stage, stakeholders 
are more interested in the model transparency. Therefore, we should implement ethical 
principles at every stage of the AI lifecycle while also giving different emphasis on dif-
ferent ethical principles at different stages of the AI lifecycle.  

3.5 Education of AI ethics 

Ethical principles are abstract and AI ethics is especially difficult to understand by AI 
users including layman users. The better understanding of the AI ethics will largely ben-
efit the implementation of ethical principles of AI and the overall impact of AI ethics in 
AI applications. Therefore, the education on AI ethics is helpful for stakeholders to better 

 
1  https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=4344524&GUID=B0519 

15D-A9AC-451E-81F8-6596032FA3F9 
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understand ethical principles, resulting in the improved effectiveness of implementations 
of ethical principles of AI and boost the impact of AI ethics. 
    Short courses are a viable approach to educate key concepts and knowledge on AI 
ethics. For example, some universities have developed such courses and provided to 
the public (Zhou et al. 2021). Coursera also offers similar short courses with project-
based approach. Some educational tools for teaching AI ethics have also been devel-
oped. For example, Value Cards (Shen et al. 2021) is an educational toolkit to inform 
students and practitioners the social impacts of different machine learning models via 
deliberation. However, more studies on the education of AI ethics are still necessary to 
investigate approaches to educate various stakeholders of AI solutions effectively. 

4 Challenges for Making AI Ethics Operable 

Ambitious and meaningful challenges are helpful to direct efforts to make AI ethics op-
erable. The following challenges are articulated as examples of making AI ethics oper-
able that matters.  

• Standardisation. The standardisation can help to erode the complexity and 
variations of ethical principles of AI in order to make AI ethics operable. The 
standards are not only on which ethical principles should be validated for AI 
solutions, but also on how those ethical principles should be validated, and what 
are the criteria that AI solutions “pass” the validation of a specific ethical prin-
ciple.  

• Quantifying ethical values in AI ethics. We understand AI can create sub-
stantial economic value to humans. Similarly, can we also quantify values im-
posed by ethics when we implement ethical principles of AI? An example of 
approaches to quantify values imposed by ethics could be the evaluation of 
economic value difference of AI before and after applying AI ethics. The im-
provement of social impact can also be used to quantify values imposed by 
ethics. Such quantification of ethical values will help us to justify other chal-
lenges as shown below. 

• Balancing the economic value created by AI to be ethical or unethical. AI 
and related forms of automation can create substantial economic value to hu-
mans in various fields. Therefore, we have to confront the problem where eco-
nomic value created by ethical AI and unethical AI conflict  (Korinek 2020), 
raising the challenge of balancing ethical and unethical by considering eco-
nomic values when developing AI technologies. For example, AI and related 
forms of automation affect labour markets significantly, which may lead to sig-
nificant increases in inequality for human labour. How we balance the use of 
AI and ethical concerns? 

• Balancing the AI performance and ethical values. In some cases, there is a 
contradiction between AI performance and ethical principles. For example, the 
mitigation of model bias may have adverse effects on AI performance. There-
fore, we have the challenge of balancing the AI performance and ethical values. 
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These challenges seek to capture the key components in making AI ethics operable in-
cluding the standardisation, value quantification, and value balancing. The goal is to 
inspire the field of AI ethics to take steps needed to mature into valuable contributions 
to making AI ethics operable besides the exploration of ethical principles. Furthermore, 
no such list can claim to be comprehensive. It is hoped that this paper can help to inspire 
researchers and stakeholders to formulate additional challenges that benefit making AI 
ethics operable. 

5 Obstacles to Making AI Ethics Actionable 

Let us imagine an AI ethics researcher who is motivated to tackle the problem of imple-
menting ethical principles to make AI ethics operable. What obstacles to success can we 
foresee? The following are typical examples of obstacles we observe from current prac-
tices. 

• Communication. The smooth communication between AI research field and 
other disciplines such as ethics, philosophy, law and social science is signifi-
cant for making AI ethics operable. However, the abstract concepts in one field 
may be difficult to understand or find corresponding concepts in another field, 
which serve as a barrier for smooth communication between different fields. 
For example, considering the concepts of “feature extraction”, “cross-valida-
tion”, “variance”, and “mutual information” which are basic concepts within 
AI, people outside of AI may not easily understand these concepts. We need to 
“translate” these concepts to terms that can be understood by people from other 
fields. For example, “feature extraction” can be expressed as “representation”, 
and “cross-validation” is also known as “out-of-sample testing”. Similarly, the 
terms in other fields need to be “translated” into concepts in AI so that corre-
sponding AI approaches can be developed. 

• Complexity. Despite the proliferation of ethical principles of AI, the field has 
not yet matured to a point where users from an application domain can simply 
apply the ethical principles in their applications to make sure AI solutions are 
ethical. This is mainly due to the lack of knowledge of what ethical principles 
need to be applied, how to validate ethical principles, and whether there is a 
standard to justify that AI solutions meet requirements of specific ethical prin-
ciples. Furthermore, AI ethics is related to different fields including engineer-
ing, law, science, economics, ethics, philosophy, politics, health, and others. 
Therefore, while AI ethics itself is an abstract activity, simplifying and matur-
ing tools can help relieve this obstacle and permit wider and independent val-
idations of ethical principles of AI. 

• Subjectivity. Because of the nature of ethics, the validation of ethical princi-
ples can mostly be checked with subjective questionnaires. Such subjectivity 
makes it difficult to have an objective justification of the compliance of AI with 
ethical principles. For this reason, the design of more objective methods to val-
idate the compliance of AI with ethical principles can erode this obstacle and 
make ethical principles of AI operable.   
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• Risk. The violation of one ethical principle may cause certain risks. Further-
more, the risk degree can be different because of the violation of different eth-
ical principles. For example, in an AI-assisted credit risk prediction system, the 
violation of privacy of personal data may cause higher risks than the violation 
of fairness of AI. Therefore, we also need to associate risks caused by the vio-
lation of ethical principles with the validation of relevant ethical principles if 
we hope to infuse AI ethics into real-world applications. However, the identi-
fication of risks for the violation of ethical principles is a difficult task. 

• Government policies/rules. Government plays a significant role in the AI eth-
ics, which can be seen from strategies and initiatives on AI published by various 
governments (NSW Government 2020). Further actions can be taken by gov-
ernments in order to make AI ethics operable. For example, policies/rules can 
be set up to regulate how AI should be acted ethically in public services, which 
could also function as standards that AI solutions follow. This is related to dif-
ferent fields at least including law, politics, AI, and ethics. 

 
These are also not the comprehensive list. For example, different sectors may also have 
different obstacles. Furthermore, much effort has been put to eliminate these kinds of 
obstacles. For example, we can see increasing collaborations and communications 
among different disciplines from AI, law, philosophy, and social science to solve chal-
lenges on AI ethics. Governments from different countries have set up various poli-
cies/rules to regulate AI development and applications, or are actively discussing poli-
cies/rules to be set up. These are effective attempts to overcome obstacles to making AI 
ethics operable. It is also hoped that this paper can motivate researchers and stakeholders 
to formulate potential obstacles and propose effective approaches to eliminate obstacles 
in making AI ethics operable. 

6 Our Practices 

We propose to implement ethical principles of AI both qualitatively and quantitatively. 
A series of checklist-style questionnaires are used to seek validations for the ethics 
around AI solutions. Therefore, two categories of questionnaires are provided for the 
validation: qualitative questionnaires and quantitative questions. Qualitative question-
naires aim to evaluate the compliance of AI with ethical principles by developing qual-
itative questions on ethical principles and collecting responses from AI developers. For 
example, qualitative questions are asked to validate any measures used for the protection 
of data privacy. Quantitative questions aim to evaluate the compliance of AI with ethical 
principles by developing quantitative approaches to measure the compliance of AI with 
ethical principles. For example, quantitative measures are developed to validate the ex-
plainability of AI solutions and check the fairness of both data and models. 

Our framework for the validation of ethical principles of AI is implemented as a web-
based application to allow the effective validation of ethical principles for AI solutions. 
The main components of the platform include: users of the platform (AI suppliers, vali-
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dators, and administrators), projects to be validated, questionnaires, and validation out-
puts. Questionnaires can be customised for different projects to meet specific require-
ments.  

By considering the dynamics of investigations on ethical principles of AI, the platform 
is designed as an open platform so that new ethical principles and corresponding quali-
tative and quantitative questions can be added easily. After the validation is finished, a 
summary of the validation based on the checked questions is provided to AI solution 
providers on the ethical aspects they have done and items that can be improved from the 
ethical perspective for AI solutions. 

7 Conclusion 

AI ethics is becoming one of the most discussed topics in recent years as AI is widely 
used in different domains for prediction, automation, planning, targeting, and personal-
isation as well as others. This leads to the “principle proliferation” for AI with a very 
large number of ethical principles, codes, guidelines, or frameworks have been proposed 
over the past few years. However, it is still a challenge to implement ethics in AI in 
practical applications. This paper suggested three stages to solve the gap, which are iden-
tification of ethical principles based on the collaboration among various sectors and 
sciences, the implementation of ethical principles, and applying the implemented ethi-
cal principles into real-world applications to validate the compliance of AI with ethical 
principles for the impact. We highlighted the current the way the current AI ethics is 
conducted that limits its impact on real-world applications, in order to initiate our self-
inspection to merit our effort in eliminating them to make AI ethics operable for impact. 
Furthermore, this paper initiated discussions by providing example approaches to an-
swer key questions on making ethical principles operable, such as setup of ethical AI 
committee, meaningful and operable validation metrics, standards for validation met-
rics, AI ethics for the whole AI lifecycle, and education of AI ethics. Key example 
challenges were articulated to inspire the field of AI ethics to take steps needed to mature 
into valuable contributions to making AI ethics operable besides the exploration of eth-
ical principles. The paper also foresaw key obstacles to AI ethics impact. A preliminary 
practice example was provided to initiate practical implementations of AI ethics. This 
position paper was not to provide specific solutions on making AI ethics operable, but 
to articulate key aspects to consider in making AI ethics operable and initiate discussions 
on steps needed to take in making AI ethics operable. Aiming for the real impact of AI 
ethics is not only to identify ethical principles, but also to build standards, implement 
them effectively, and deploy them easily in practical applications.  
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