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Simplifying Graph-based Collaborative Filtering for
Recommendation
Anonymous Author(s)∗∗

ABSTRACT
Graph Convolutional Networks (GCNs) are a popular type of ma-
chine learning models that use multiple layers of convolutional
aggregation operations and non-linear activations to represent data.
Recent studies apply GCNs to Collaborative Filtering (CF)-based
recommender systems (RSs) by modeling user-item interactions
as a bipartite graph and achieve superior performance. However,
these models face difficulty in training with non-linear activations
on large graphs. Besides, most GCN-based models could not model
deeper layers due to the over-smoothing effect with the graph con-
volution operation. In this paper, we improve the GCN-based CF
models from two aspects. First, we remove non-linearities to en-
hance recommendation performance, which is consistent with the
theories in simple graph convolutional networks. Second, we obtain
the initialization of the embedding for each node in the graph by
computing the network embedding on the condensed graph, which
alleviates the over smoothing problem in graph convolution aggre-
gation operation with sparse interaction data. The proposed model
is a linear model that is easy to train, scalable to large datasets,
and shown to yield better efficiency and effectiveness on four real
datasets.
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1 INTRODUCTION
Recommendation systems conduct personalized information to as-
sist users in finding information of their interests and alleviate
information overload. Collaborative filtering (CF) represents the
techniques that learn user/item embeddings from their historical
interactions and has been widely applied in various domains, such
as online shopping and social media. Since the interactions can nat-
urally be modeled as graphs, recent studies have leveraged Graph
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Figure 1: Illustrations of training of standard GCN (left) and
SGCF (right). Standard GCN needs to recurrently perform
N-layers message passing to get the final embeddings for
training with a large-scale graph structure 𝐺𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 . At the
same time, SGCF only has one layer with a condensed graph
𝐺𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑑 and removes other operations like self-connection,
feature transformation, and nonlinear activation, largely
improving training efficiency and helping real deployment.

Convolutional Networks (GCNs) to learn node representations.
GCN-based models can exploit higher-order connectivity between
users and items and have achieved impressive recommendation
performance. PinSage and M2GRL are examples of successful ap-
plications of GCNs in industrial applications.

Despite the promising performance, existing GCN-based CFmod-
els are becoming more sophisticated than ever, aiming to capture
higher-order collaborative signals. Such complicated models are dif-
ficult to train with large graphs and bring efficiency and scalability
challenges, which hinder their adoption in broad applications.

Moreover, it can be time-consuming for CF to train GCN-based
models through message passing (i.e., neighborhood aggregation)
on large graphs; and simplifications done by LightGCN [13] and
SGC [34] do not helpmuch. Until now, how to improve the efficiency
of GCN models while retaining their effectiveness on recommenda-
tion is still an open problem.

We address the necessity of feature transformation and nonlin-
ear activation in GCN-based recommendation, aiming to accelerate
GCNs in propagation on large-scale datasets. Given that GCN-based
CF models are burdensome with many operations unjustified, we
derive the simplest linear model that could precede GCNs. To this
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end, we reduce the excess complexity of GCNs by repeatedly re-
moving the non-linearities between GCN layers and collapsing the 
resulting function into a single linear transformation. Specifically, 
we devise a graph partition-based algorithm to generate a model 
that is easy to implement, train and aggregate the multi-layer node 
information efficiently on large graphs. We empirically show that 
the final linear model exhibits comparable or superior performance 
to GCNs on various tasks while being more computationally effi-
cient and fitting significantly fewer parameters. We illustrate the 
above idea using a toy example in Figure 1.

We make the following contributions in this paper:

• We empirically reduce the excessive complexity of GCNs
by repeatedly removing the nonlinearities between GCN
layers and collapsing the resulting function into a single
linear transformation.

• We propose SGCF, which largely simplifies the model de-
sign by including only the most essential components in
GCN for more efficient recommendations. We offer an ef-
fective partition technique for reducing the scale of input
graph structure to avoid infinite layers of explicit message
passing for efficient recommendations.

• Our extensive experiments on four benchmark datasets
show that SGCF achieves significant improvements over
state-of-the-art GCN-based CF model. Notably, SGCF at-
tains up to 10% improvement in NDCG@20 and more than
10x speed-up in training over our baselines on the Amazon-
Books dataset. Due to anonymous requirements, the code
link is invisible until paper acceptance.

2 PRELIMINARIES
Following SemiGCN [19], We define a graph as G=< V, E >, where
V denotes the set of nodes and E denotes the edge 𝑒𝑖 𝑗between node
𝑖 and node 𝑗 . We use A to denote the adjacency matrix—𝑎𝑖 𝑗 = 1
if an edge exists from node 𝑖 to node 𝑗 ; and 𝑎𝑖 𝑗 = 0 otherwise. To
ease Illustration, we use A = [𝑖 |𝑎𝑖 𝑗 = 1] to denote the one-hop set
of nodes, Ã = �̃�−

1
2A�̃�−

1
2 the normalized adjacency matrix with

added self loops, where �̃� is the degree matrix of Ã. Ã = A + I𝑁
is the adjacency matrix of the graph with added self-connections,
where I is the identity matrix.

2.1 Graph Convolutional Networks
For each node 𝑣 ∈ V , we use 𝑒0

𝑖
to denote the node initial em-

bedding, which is usually the feature vector 𝑥𝑖 of node i, in which
𝑒0 = 𝑥𝑖 . In a graph G, the main idea of GCNs is to stack 𝐿 steps
in a recursive message passing or feature propagation operation
to learn node embedding [17]. Specifically, for each node 𝑖 at the
step, it is computed recursively with following three steps: feature
propagation, feature transformation and non-linear transition.

Feature propagation For each node 𝑖 , the feature aggregation
operation aggregate the embeddings from graph neighbors N𝑖 and
its own embedding 𝑒𝑘

𝑖
at previous layer 𝑙 . As the focus of this work

is not to design more sophisticated feature aggregation function,
we follow the widely used feature aggregation function proposed in
Kipf et al. [19], which is empirically effective and has been adopted

by many GCN variants:

H
(𝑘+1)

= D̃−1/2ÃD̃−1/2H𝑘 (1)

where the features H at 𝑘-th layer, feature propagation output H
layer can be regarded as the Laplacian smoothing on the features
at previous layer.

Feature transformation and nonlinear transition After the
local smoothing, a GCN layer is identical to a standard multi-layer
perceptron (MLP). Each layer is associated with learned weight
W(𝑘) , and the smoothed hidden feature representations are trans-
formed linearly. Finally, a nonlinear activation function such as
ReLU(.) = max(0, ·) is applied pointwisely before outputting feature
representation H(𝑘). In totally, the representation updating rule of
the 𝑘-th layer is:

H(𝑘) ← ReLU
(
H
(𝑘)

W(𝑘)
)

(2)

The pointwise nonlinear transformation of the𝑘-th layer is followed
by the feature propagation of the (𝑘 + 1)-th layer.

2.2 Graph Convolutional based
Recommendation

In a recommender system, there are two sets of entities: a user set U
with M users and an item set I with N items. As implicit feedback is
the most common form inmany recommender systems, we focus on
implicit feedback based CF in this work, and it is easy to extend the
proposed model for rating prediction in CF. Users show ratings to
the items with a rating matrix R ∈ R𝑀×𝑁 , with 𝑟𝑢𝑖=1 denotes user
𝑢 likes item i, otherwise it equals 0. The rating matrix is a key to the
success of recommendation performance. With the huge success of
GCNs, researchers attempted to formulate recommendation as a
user-item bipartite graph, and adapted GCNs for recommendation.
NGCF [32] are specifically designed under the CF settings. Given
ratings of users to items, the user-item bipartite graph is denoted
as G=<U∪ I,A>, with A is constructed from the rating matrix R as:

A =

[
R 0𝑁×𝑀

0𝑀×𝑁 RT

]
(3)

Let E ∈ R(𝑀+𝑁 )×𝐷 denote the free embedding matrix of users and
items. By feeding the free embedding matrix E into GCNs with
bipartite graph G, i.e., ∀𝑖 ∈ U ∪I, ℎ0

𝑖
= 𝑒𝑖 . Then, GCNs iteratrively

perform with embedding propagation step in Eq.(1) and nonlinear
transformation with Eq.(2), each user’s or item’s embeddings can
be updated in the iterative process. Therefore, the final embedding
H𝑘 explicitly injects the up to K-th order collective connections
between users and items. All the parameters can be learned in an
end-to-end framework.

2.3 Graph Partition Technique
A naive approach for the initialization of network embedding is by
random, which assigns random numbers in R for the initial embed-
ding of each node in the graph. However, this approach disregards
the structure of the input graph, rendering it unsuitable for network
embedding. Inspired by the graph partition base algorithm, we aim
to describe the sketch of the input graph G = < V, E > using the
partitioning of G, which are then processed as the initial embedding
of each node inV . A partitioning P of G dividesV into 𝑘 disjoint
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subsets, denoted by P=V1,V2, . . . ,V𝑘 , where 𝑘 is a user defined
number. Given a node 𝑣 ∈ V , letV ′ ∈ P be the partition where 𝑣
resides, denoted by 𝑝 (𝑣) = V ′. We call the neighbors in the same
partition are internal nodes, while the others are external nodes.
Moreover, a node 𝑣 ∈ V is a border node of G, if 𝑣 has at least one
neighbor 𝑛 ∈ 𝑁 (𝑣) whose partition is different from the one of 𝑣 ,
namely 𝑝 (𝑣) ≠ 𝑝 (𝑛). LetV𝑏 be the set of border nodes of G. The
border sub-graph G𝑏 with respect to P is the induced sub-graph of
G constructed onV𝑏 .

3 METHOD
3.1 Overall Structure of Our Model
In this part, we propose Simple Graph Convolutional Collaborative
Filtering with graph partition techniques which is a general GCN-
based CF model for recommendation. The overall architecture of
SGCF is shown in Figure 2. SGCF advances current GCN-based
model with two characteristics: (a) At each layer of the feature
propagation step, we use a simplified linear embedding propagation
without any nonlinear activation and linear transformations; (b) for
accelerating the network embedding and improve the performance
of the algorithms on both effectiveness and efficiency, we propose
a graph resizing technique to recursively partition a graph into
several small-sized sub-graphs to capture the internal and external
structural information of nodes, and then compute the network
embedding with low-order propagation process in a condensed
graph.

3.2 Simplified Embedding Propagation
In traditional MLP’s, deeper layers allow for more expressive fea-
tures because they allow for feature hierarchies, such as features
in the second layer building on top of features in the first layer. In
GCNs, the layers have another important function: in each layer the
hidden representations are averaged among neighbors that are one
hop away. This implies that after 𝑘-layers a node obtains feature
information from all nodes that are 𝑘-hops away in the graph. This
effect is similar to convolutional neural networks, where depth
increases the receptive field of internal features [8]. Although con-
volutional networks can benefit substantially from the increased
depth [15], typically MLPs obtain little benefit beyond 3 or 4 layers.

We hypothesize that the non-linearity between GCN layers is
not critical - but that the majority of the benefit arises from the local
averaging. We therefore remove the nonlinear transition functions
between each layer.

Given the user-item bipartite graph as formulated in Eq.(3), let
E ∈ R(𝑀+𝑁 )×𝐷 denote the free embeddings of users and items,
with the first𝑀 rows of the matrix, i.e., E1:𝑀 is the user embedding
sub-matrix, and E𝑀+1:𝑀+𝑁 is the item embedding sub-matrix. Then,
our model takes the embedding matrix as input:

E0 = E (4)

which resembles the embedding based models in CF. Notably, differ-
ent fromGCN based tasks with node features as fixed input data, the
embedding matrix is unknown and needs to be trained our model.
Following the theoretical elegance with graph spectral connections
and empirical competing results of SGC, at each iteration step 𝑘 + 1,
we assume the embedding E𝑘+1 is a nonlinear aggregation of the

embedding matrix E𝑘 at the previous layer 𝑘 as:

E𝑘+1 = SE𝑘W𝑘 (5)

where S = D̃−1/2ÃD̃−1/2 denotes the normalized adjacency matrix
with added self loop, W𝑘 is the nonlinear transformation. Further,
Eq.(5) with matrix form is equivalent to modeling each user 𝑢’s and
each item 𝑖’s update embedding as:[

E𝑘+1
]
𝑢
= e𝑘+1𝑢 =


1
𝑑𝑢

e𝑘𝑢 +
∑︁
𝑗 ∈𝑅𝑢

1
𝑑 𝑗 × 𝑑𝑢

e𝑘𝑗

 W𝑘 (6)

[
E𝑘+1

]
𝑖
= e𝑘+1𝑖 =


1
𝑑𝑖
e𝑘𝑖 +

∑︁
𝑢∈𝑅𝑖

1
𝑑𝑖 × 𝑑𝑢

e𝑘𝑢

 W𝑘 (7)

which 𝑑𝑖 (𝑑𝑢 ) is the diagonal degree of item 𝑖 (user 𝑢) in the user-
item bipartite graph G. 𝑅𝑢 (and 𝑅𝑖 ) is neighbors of node user or
item in graph G.

3.3 Model Prediction with Condensed Graph
With a predefined depth 𝐾 , the nonlinear embedding propagation
would stop at the 𝐾-th layer with output of the embedding matrix
E𝐾 . For each user (item), 𝑒𝐾𝑢 (𝑒𝐾𝑖 ) captures the up to 𝐾-th order
bipartite graph similarity. Then, many embedding based recom-
mendation models would predict the preference 𝑦𝑢𝑖 as the inner
product between user and item latent vectors as:

𝑦𝑢𝑖 =< e𝐾𝑢 , e
𝐾
𝑖 > (8)

which <,> denotes the vector inner product operation.
Most existing GCN based variants, as well as GCN based recom-

mendation models, achieve the best performance with 𝐾=2 [9]. The
overall trend for these GCN variants is that: (1) the performance
increases as 𝐾 increases from 0 to 1, (2) and drops quickly as 𝐾
continues to increase. In fact, most recommended scenarios have
large-scale input networks and the user-item graph will become
more complicated. It will cause each node 𝑒𝑢 or 𝑒𝑖 has multiple
neighbor hops (𝐾 >= 2). However, as 𝑘 increases from 0 to 𝐾 , the
node embeddings at deeper layers tend to be over smoothed, i.e.,
they are more similar with less distinctive information. Meanwhile,
stacking multiple layers of message passing likely introduces unin-
formative, noisy, or ambiguous relationships, which could largely
affect the training efficiency and effectiveness. This problem not
only exists in GCNs, but is much more severe in CF with very sparse
user behavior data for model learning. To alleviate the problem,
we utilize the graph partition techniques to reduce the scale of the
input network and construct the condensed graph.

To construct the condensed graph G𝑐=(V𝑐 , E𝑐 ), we first obtain a
partitioning P of G, denoted by P = {V1,V2, . . . ,V𝑘 } where k is a
user-defined number. The goal of graph partition is (𝑘, 𝜎)-balanced
where 0 < 𝜎 < 1, and it satisfies the constraint:

max
1≤𝑖≤𝑘

|V𝑖 | ≤ (1 + 𝜎)
[
|V|
𝑘

⌉
(9)

and minimizes the size of edge-cut as:⋃
1≤𝑖, 𝑗≤𝑘

{
(𝑣,𝑢) ∈ E | 𝑣 ∈ V𝑖 , 𝑢 ∈ V𝑗

}
(10)
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Figure 2: The overall architecture of our proposed mode. The graph process illustrates the procedure of embedding propagation
with different hop. The partition algorithm works in several iterations with different hops 𝑘 (left bottom). In each iteration the
updating of the embedding of each node can be achieved in a 𝑘-layer computing framework. The final condensed graph feed
into our simplified GCF model.

However, the (𝑘, 𝜎)-balanced graph partition is a NP-hard prob-
lem [2]. To deal with this issue, we are motivated by the GPA al-
gorithm [20] for graph partitioning, which has adopted in practice
and costs a running time complexity 𝑂 ( |V + |E| + 𝑘𝑙𝑜𝑔𝑘 |). Based
on P, we construct the condensed graph G𝑐 of G by creating an
condensed node 𝑣𝑎 for each sub-graph V ′ ∈ P and connecting
two condensed nodes 𝑣𝑎 and 𝑢𝑎 with an condensed edge (𝑣𝑎, 𝑢𝑎)
of a weight 𝑤 (𝑣𝑎, 𝑢𝑎). Then, the number of condensed nodes in
G𝑐 is 𝑘 , i.e., the number of partitions of G. Besides, the number of
condensed edges of G𝑐 is bounded by the size of edge cut.

One crucial issue remaining is how to decide 𝑘 . On one hand, if
𝑘 is small, then one condensed node would be pertinent to a lot of
nodes in the input graph G. As such, the initial embedding of each
node in G inherited from the corresponding abstract node would
lose the power of effectiveness. On the other hand, if 𝑘 is large, then
the condensed graph G𝑐 would be large too. Therefore, it would be
highly expensive to compute the network embedding on G𝑐 , which
increase the overall cost of the initialization phase. To reach a good
balance, we set 𝑘 = ⌈

√︁
|V|⌉, which is a sufficiently large number

but much smaller than |V|, that works well in practise.
In addition, to compute the condensed graph embedding of G𝑐 ,

a naive approach is to let the initial embedding of each node 𝑣
equal the embedding of the corresponding condensed node 𝑐 (𝑣).

However, this approach would suffer from the issue where the
nodes pertinent to the same condensed node have the same initial
embeddings, rendering this method ineffective. For addressing this
issue, we utilize a iterative approach where each node update its
own embedding based on the embeddings of its neighbors until the
convergence is reached. This means specifically, in each iteration,
each node 𝑣 ∈ V first aggregates the embeddings of 𝑣 ’s neighbors,
which results in the average embedding 𝑒𝑎𝑣𝑔 (𝑣). Then, we update 𝑣 ’s
embeddings as the aggregation of 𝑒𝑎𝑣𝑔 and its own embedding 𝑒𝑖𝑣 .
The reason is that the embedding of each node should be close to its
neighbors in the graph. Moreover, Algorithm 1 shows the procedure
of embedding propagation. Consider a graph G=< V, E >, the
condensed graph G𝑐 of G, and the network embedding 𝑒𝑐 of G𝑐 .

Based on the above condensed input graph, we argue that: in-
stead of directly utilizing the original user-item bipartite network,
we perform the preference learningwith condensed graph as:𝑦𝑢𝑖 =<
e𝑘𝑢 , e𝑘𝑖 >. We hypothesize that it is easier to optimize the condensed
rating, and the condensed graph learning could help to alleviate the
over smoothing effect with deeper layers. Based on the condensed
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Algorithm 1: Condensed Graph Propagate
Data: Input graph G =< V, E >, the embeddings 𝑒𝑐 of G𝑐

condensed graph, and the threshold 𝛿
Result: The set 𝑒𝑖 of initial embedding of each node 𝑣 ∈ V

1 initialization: Let 𝑒𝑖 (𝑣) = 𝑒𝑐 ((𝑐𝑣)) for each node 𝑣 ∈ V;
while △ > 𝛿 do

2 for each node 𝑣 ∈ V do
3 Let 𝑒𝑎𝑣𝑔 (𝑣)= 1

|𝑁 (𝑣) |
∑
𝑢∈𝑁 (𝑣) 𝑒𝑖 (𝑢) Compute

𝑒 ′
𝑖
(𝑣) = 1

2
(
𝑒𝑖 (𝑣) + 𝑒𝑎𝑣𝑔 (𝑣)

)
4 end
5 Let △ = 1

|𝑉 |
∑
𝑣∈𝑉

𝑒 ′
𝑖
(𝑣) − 𝑒𝑖 (𝑣)

 ;
6 For each node 𝑣 ∈ V , let 𝑒𝑖 (𝑣) = 𝑒 ′𝑖 (𝑣)
7 end
8 return 𝑒𝑖

preference prediction in above, we have:

𝑦𝑢𝑖 = 𝑦
𝑘−1
𝑢𝑖 + < e𝑘𝑢 , e

𝑘
𝑖 >

= 𝑦𝑘−2𝑢𝑖 + < e𝑘−1𝑢 , e𝑘−1𝑖 > + < e𝑘𝑢 , e
𝑘
𝑖 >

= 𝑦0𝑢𝑖+ < e1𝑢 , e
1
𝑖 > + . . . + < e𝑘𝑢 , e

𝑘
𝑖 >

=< e0𝑢
e1𝑢 . . . e𝑘𝑢 , e0𝑖

 e1𝑖 ∥ . . . ∥e𝑘𝑖 > .

(11)

The above equation is equivalent to concatenate embedding of
each layer to form the final embedding of each node. This is quite
reasonable as each node’s sub-graph varies, and recording each
layer’s representation to form the final embedding of each node is
more informative.

3.4 Model Learning
The trainable parameters of our model are only the embeddings of
the first-order layer, such asW = E(0) . In other words, the model
complexity is same as the standard matrix factorization (MF). We
adopt the ranking based loss function in Bayesian Personalized
Ranking (BPR) [28], which a pairwise loss that encourages the
prediction of an observed entry to be higher than its unobserved
counterparts:

min
W

𝐿(R, R̂) =
𝑀∑︁
𝑎=1

∑︁
(𝑖, 𝑗) ∈𝐷𝑎

− ln(𝑠 (𝑟𝑎𝑖 − 𝑟𝑎𝑗 )) + _ ∥W∥2 (12)

where _ controls the 𝐿2 regularization strength. We employ the
Adam SGD [18] optimizer and use it in a mini-batch manner. We are
aware of other advanced negative sampling strategies which might
improve the SGCF training, such as the hard negative sampling [27]
and adversarial sampling [5]. We leave this extension in the future
since it is not the focus of this work. Note that we do not intro-
duce dropout mechanisms, which are commonly used in GCNs and
NGCF. The reason is that we do not have feature transformation
weight matrices in SGCF, thus enforcing 𝐿2 regularization on the
embedding layer is sufficient to prevent over fitting. This show-
cases SGCF’s advantages of being simple — it is easier to train and
tune than NGCF which additionally requires to tune two dropout
ratios, such as node dropout and message dropout, and normalize
the embedding of each layer to unit length. Moreover, there is one

crucial issue remaining in the network embedding learning on the
condensed graph G𝑐 which is the configuration of hyperparameters
in the random walk based algorithm, i.e., the number of random
walks and the length of a random walk. To cope with this issue, we
utilize a pre-processing phase which trains a regression model that
takes into account both the hyperparameters and the statistics of
the condensed graphs. As such, given an condensed graph G𝑐 , we
are able to infer from the model the suitable hyperparameters for
G𝑐 with a slight cost, as explained shortly.

3.5 Model Analysis
Detailed Analysis of Model Based on the prediction function in
Eq.(11), we observe that SGCF is not a deep neural network but a
wide linear model. The linearization has several advantages: First,
as SGCF is built on the recent progress of SGC, it is theoretically
connected as a low pass filter of graph on the spectral domain [34].
Second, with the linear embedding propagation and partition graph
learning, SGCF is much easier to train compared to nonlinear GCN
based models. Last but not least, we obtain the initialization of the
embedding for each node in the graph by computing the network
embedding on the condensed graph, which is much smaller than
the input graph, and then propagating the embedding among the
nodes in the input graph. Instead, we could resort to stochastic
gradient descent for model learning. Therefore, SGCF is much more
time efficient compared to classical GCN based models.
Connections with Existing Work We compare the key char-
acteristics of our proposed model with three closely related GCN
based recommendation models: PinSage [24], NGCF, and LightGCN.
NGCF and LightGCN are both the first few attempts that also use
a residual prediction function by taking each user (item)’s embed-
ding as a concatenation of all layers’ embeddings. However, the
authors simply use this “trick” without any detailed explanation.
We empirically show the reason why taking the output of the last
layer embedding fails for CF, and show using residual prediction
is equivalent to concatenate all the layer’s embeddings as the final
embedding of each node in the user-item bipartite graph. For Pin-
Sage, it has a lower time complexity compared to its deep learning
based counterparts (e.g., NGCF) as this model designed a sampling
technique in feature aggregation process.

4 EXPERIMENTS
We first compare SGCF with various state-of-the-art CF methods to
demonstrate its effectiveness and high efficiency. We also perform
detailed parameter studies to justify the rationality and effectiveness
of the design choice of SGCF.

4.1 Experimental Setup
4.1.1 Datasets. We utilize four publicly available datasets, includ-
ing Yelp2018, Amazon-Books, Gowalla 1, and MovieLens to conduct
our experiments, as many recent GCN-based CF models [3, 10, 11,
13, 29, 32, 33, 35] are evaluated on these four datasets. We closely
follow these GCN-based CF studies and use the same data split as
them. Table 1 shows the statistics of the used datasets.

1http://www.gowalla.com/
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• Yelp2018: This dataset is adopted from the 2018 edition
of the Yelp challenge. Where in, the local businesses like
restaurants and bars are viewed as the items. We use the
same 10-core setting in order to ensure data quality.

• Amazon-Books: Amazon-books is a widely used dataset
for product recommendation [12].We select Amazon-Books
from the collection. Similarly, we use the 10-core setting to
ensure that each user and item have at least ten interactions.

• Gowalla: is a location-based social networking website
where users share their locations by checking-in. The friend-
ship network is undirected and was collected using their
public API, and consists of 196,591 nodes and 950,327 edges.

• MovieLens: The MovieLens dataset is obtained from the
MovieLens 10MData 2. We assume a user has an interaction
with a movie if the user gives it a rating of 4 or 5.

4.1.2 Baselines. In total, we compare SGCF with three types of the
stat-of-the-art models, coveringMF-basedmethods, metric learning-
based approaches and GCN-based models.

• MF-based methods: MF-BPR [22] a pairwise method that
exploits different types of feedback with an extended sam-
pling method. ENMF [23]) an Efficient Adaptive Transfer
Neural Network (EATNN) for social-aware recommenda-
tion. Metric learning-based method - CML [14].

• Networking embedding methods: DeepWalk [25] learns
embeddings via the prediction of the local neighborhood of
nodes, sampled from randomwalks on the graph. LINE [31]
is suitable for arbitrary types of information networks: undi-
rected, directed, and/or weighted. Node2Vec [6] is a state
of art graph representation learning method. It utilizes ran-
domwalk to capture the proximity in the network andmaps
all the nodes into a low-dimensional representation space
which preserves the proximity.
• GCN-based methods: NGCF achieves the target by lever-

aging high-order connectivities in the user-item integration
graph. NIA-GCN [30] can explicitly model the relational
information between neighbor nodes and exploit the het-
erogeneous nature of the user-item bipartite graph. LR-
GCCF [3] is a general GCN based CF model for recommen-
dation. LightGCN learns user and item embeddings by lin-
early propagating them on the user-item interaction graph,
and uses the weighted sum of the embeddings learned at all
layers as the final embedding and DGCF [36] considers user-
item relationships at the finer granularity of user intents
and generates disentangled user and item representations
to get better recommendation performance.

4.1.3 Evaluation Metrics. Given a user, a top-𝐾 item list recommen-
dation algorithm provides a list of ranked item lists according to
the predicted preference of them. To assess the ranked lists with re-
spect to the ground-truth lists set of what users actually interacted
with, we adopt three evaluation metrics: Normalized Discounted
Cumulative Gain (NDCG) [16] at 20 (NDCG@20), Hit Ratio at 20
(HR@20) and recall at 20 (Recall@20).

2http://files.grouplens.org/datasets/movielens/

Table 1: Statistics of the datasets.

Dataset #Users #Items #Interactions Density
Amazon-Books 52,643 91,599 2,984,108 0.062 %
MovieLens-10M 71,567 10,681 10,000,054 0.371 %

Gowalla 29,858 40,981 1,027,370 0.084 %
Yelp2018 31,668 38,048 1,561,406 0.130 %

4.1.4 Parameter Settings. We implement our SGCF model in Ten-
sorflow3. There are two important parameters in our model: 1)
the dimension 𝐷 of the user and item embedding matrix E, and
2) the regularization parameter _ in the objective function (Eq.12).
The embedding size is fixed to 64 for all models. In our proposed
SGCF model, we try the regularization parameter _ in the range
[0.0001, 0.001, 0.01, 0.1] and find _ = 0.01 reaches the best perfor-
mance. We adopt Gaussian distribution with 0 mean 10−4 standard
deviation to initialize embeddings. There are several parameters in
the baselines, for fail comparison, all the parameters in the baselines
are also tuned to achieve the best performance.

4.2 Quantitative Performance Comparison
Our experimental results are reported in Table 2. We have sev-
eral observations: 1) SGCF consistently outperforms all baseline
approaches across all four datasets. In particular, SGCF hugely im-
proves over the strongest GCN-based baseline on Amazon-Books by
10.16% and 10.15% by using Recall@20 and NDCG@20 respectively.
The results of significance testing indicates that our improvements
over the current strongest GCN-based baseline are statistically sig-
nificant. In particular, SGCF show the effectiveness of modeling the
information passing of a graph. NGCF is the baseline that captures
higher-order user-item bipartite graph structure. It performs better
than most baselines. Our proposed SGCF model consistently out-
performs NGCF, thus showing the effectiveness of modeling the
user preference by the residual preference prediction and the linear
embedding propagation. Compared with other baselines, SGCF can
leverage powerful graph convolution to exploit useful and deeper
collaborative information in graphs. These advantages jointly lead
to the superiority of SGCF than compared state-of-the-art models.
2) In total, network embedding models perform worse than GCN-
based models, especially on Gowalla. The reason might be that
the powerful graph convolution is more effective than traditional
random walk in many network embedding methods, to capture
collaborative information for recommendation. 3) Since SGCF is a
special fixed filter on the graph spectral domain, its architecture is
orthogonal to some stat-of-the-art models (e.g., SGC). Therefore,
similar to low-pass-type filters, SGCF can be deemed as an effective
and efficient CF framework which is possible to be incorporated
with other methods. such as enabling disentangled representation
for users and items as DGCF, to achieve better performance.

4.3 Efficiency Comparison
As highlighted in Section 3.5, SGCF is endowed with high training
efficiency for CF due to its concise and unified designs. In this sec-
tion, we further empirically demonstrate the superiority of SGCF on

3https://www.tensorflow.org/
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Table 2: Overall performance comparison. Improv. denotes the relative improvements over the best GNN-based baselines.

Model Amazon-Books Yelp2018 Gowalla MovieLens-10M
Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20

ENMF 0.0334 0.0279 0.0614 0.0525 0.1532 0.1351 0.2345 0.2098
CML 0.0413 0.0313 0.0621 0.0536 0.1639 0.1298 0.1725 0.1536

MF-BPR 0.0324 0.0259 0.0539 0.0432 0.1623 0.1346 0.2134 0.2135
DeepWalk 0.0347 0.0266 0.0478 0.0382 0.1042 0.0741 0.1351 0.1047
Node2Vec 0.0412 0.0307 0.0448 0.0361 0.1020 0.0711 0.1476 0.1190

LINE 0.0412 0.0321 0.0547 0.0445 0.1336 0.1057 0.2338 0.2232
NGCF 0.0345 0.0261 0.0580 0.0478 0.1571 0.1337 0.2515 0.2513

LR-GCCF 0.0336 0.0264 0.0560 0.0345 0.1521 0.1286 0.2230 0.2131
LightGCN 0.0412 0.0314 0.0651 0.0529 0.1824 0.1548 0.2573 0.2423
NIA-GCN 0.0371 0.0289 0.0589 0.0492 0.1361 0.1116 0.2361 0.2243
DGCF 0.0423 0.0325 0.0654 0.0534 0.1843 0.1563 0.2640 0.2504
SGCF 0.0466 0.0358 0.0683 0.0561 0.1862 0.1580 0.2787 0.2642
Improv. 10.16 % 10.15 % 4.43 % 4.66 % 1.03 % 1.08 % 5.57 % 5.51 %

Table 3: Efficiency comparison with full training time

Model Epoch Count Time per Epoch Totally Time
MF-BPR 25 33s 13.75 m
LR-GCCF 170 70s 3h 30m
ENMF 85 135s 3h 11m

LightGCN 55s 850 12h 58m
SGCF 64 36s 38.4 m

training efficiency compared with other CF models, especially GCN-
based models. To be specific, we select MF-BPR, ENMF, LightGCN,
and LR-GCCF as the competitors, which are relatively efficient
models in their respective categories. To be more convincing, we
compare their training efficiency from two aspects: 1) The total
training time and epochs for achieving their best performance. 2)
Training them with the same epochs to see what performance they
can achieve. Note that Table 3 shows that the training speed (i.e.,
Time per Epoch) of SGCF is close to MF-BPR, which empirically
justifies our analysis that the time complexities of SGCF and MF
are on the same level. SGCF needs 64 epochs to converge which
is much less than LR-GCCF and LightGCN, leading to only 38.4
minutes for total training. Finally, SGCF has around 20x, 5x, 5x
speedup compared with LightGCN, LR-GCCF, and ENMF respec-
tively, demonstrating the big efficiency superiority of SGCF.

Moreover, Table 4 shows that when SGCF converges (i.e., train
the fixed 64 epochs), the performances of all the other compared
models are much worse than SGCF. That is to say, SGCF can achieve
much better performance with less time, which further demon-
strates the higher efficiency of SGCF that the other GCN-based CF
models.

4.4 SGCF Model Component Analysis
To explore the effect of different components in SGCF model, we
design a simplified version that removes the graph partition module
in our framework. We call the simplified version model as LGCF.
For LGCF and SGCF, with each predefined depth 𝑘 , we calculate
the cosine similarity of each pair of nodes (i.e., users and items)

Table 4: Efficiency comparison with same epochs. All models
are trained with the fixed 64 epochs except MF-BPR. Since
MF-BPR needs less than 64 epochs to converge, we report its
actual training time.

Model Training Time Recall@20 NDCG@20
MF-BPR 16m 0.0342 0.0264
ENMF 2h45m 0.0357 0.0281

LR-GCCF 1h25m 0.0314 0.0191
LightGCN 1h41m 0.0345 0.0264
SGCF 43m 0.0682 0.0561
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Figure 3: (left): Error-bar of user embedding similarity. (right):
Error-bar of item embedding similarity. Comparisons with
andwithout graph partition process structure under different
layers depth 𝑘 on Amazon-Books dataset.

between their𝑘-layer output embedding, i.e., 𝑒𝑘 for each node of the
graph. The statistics of the mean and variance of user-user (item-
item) embedding similarities are shown in Figure 3. It obviously
shows our proposed model has larger variance of the user-user
cosine similarity compared to its counterparts LGCF that does not
perform condensed graph learning. This empirically validates that
the condensed graph learning could partially alleviate the over
smoothing issue, and achieves better performance. Please note that,
the overall trend on the other three dataset is similar, and we do
not illustrate it due to page limit.
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Table 5: Performance of HR@20 and NDCG@20 with differ-
ent depth 𝑘

Model Amazon-Books Gowalla
HR@20 NDCG@20 HR@20 NDCG@20

𝑘=0 0.0284 0.0219 0.1379 0.1126
𝑘=1 0.0317 0.0242 0.1506 0.1245
𝑘=2 0.0327 0.0248 0.1504 0.1246
𝑘=3 0.0337 0.0255 0.1518 0.1561
𝑘=4 0.0341 0.0324 0.1496 0.1241
𝑘=5 0.0340 0.0356 0.1504 0.1249

4.5 SGCF Model Parameter Study
4.5.1 Parameter Analysis. We would analyze the influence of the
recursive label propagation depth 𝑘 , and a detailed analysis of the
learned embeddings of the preference prediction with condensed
input graph in SGCF. Table 5 shows the results on SGCF with differ-
ent 𝑘 values. Specially, the layer-wise propagation part disappears
when k=0, i.e., our proposed model degenerates to BPR. As can be
observed from Table 5, when 𝑘 increase from 0 to 1, the perfor-
mance increase quickly on both datasets. For Amazon-Books, the
best performance reaches with four propagation depth. Meanwhile,
our model reaches the best performance when k=3 on Gowalla.

4.5.2 Scalability Analysis. As GCN-based networks are complex
and contain such a large number of nodes in the real world ap-
plication scenario, it is necessary for a model being feasible to be
applied in the large-scale datasets. We investigate the scalability of
SGCF model optimized by gradient descent, which deploys multiple
threads for parallel model optimization. Our experiments are con-
ducted in a computer server with 12 cores and 128GiB memory. We
run experiments with different threads from 1 to 20. We depict in
Figure 4 the speedup ratio vs. the number of threads. The speedup
ratio is very close to linear, which indicates that the optimization
algorithm of the SGCF is reasonably scalable.

Figure 4: Scalability of SGCF

5 RELATEDWORK
In this section, we briefly review some representative GCN-based
methods and their efforts for model simplification toward recom-
mendation tasks. With the development and success of GCN in
various machine learning areas, there appears a lot of users and
items could be naturally formed to a user-item bipartite graph and
adapted GCNs for recommendation [9, 13, 32]. Earlier works on
GCN based models relied on the spectral theories of graphs, and
are computationally costly when applying in real-world recom-
mendation. Some of recent works on GCN based recommendation
models focused on the spatial domain [19]. PinSage was designed
for similar item recommendation under the content based model,
with the item feature 𝑥𝑣 and the item-tiem correlation graph as the
inputs. GC-MC [1] and NGCF are specifically designed under the
CF setting. Although NGCF achieves good performance compared
with previous non-GNN based methods, its heavy designs limit
its efficiency and full exertion of GCN. To model the diversity of
user intents on items, Wang et al. [36] devise Disentangled Graph
Collaborative Filtering (DGCF) [33], which considers user-item re-
lationships at the finer granularity of user intents and generates
disentangled user and item representations to get better recommen-
dation performance.

Although GCN-based recommendationmodels have achieved im-
pressive performance, their efficiencies are still unsatisfactory when
facing large-scale recommendation scenarios. How to improve the
efficiency of GCNs and reserve their high performance for recom-
mendation becomes a urgency research problem. Recently, Dai et
al. [4] and Gu et al. [7] extend fixed-point theory on GNN for better
representation learning. Liu et al. [21] propose UCMF that simpli-
fies GCN for the node classification task. Wu et al. [34] find the
non-necessity of nonlinear activation and feature transformation
in GCN, proposing a simplified GCN (SGCN) model by removing
these two parts. Inspired by SGC, He et al. [13] devise LightGCN
for recommendation by removing nonlinear activation and feature
transformation too. However, its efficiency is still limited by the
time-consuming message passing. Qiu et al. [26] demonstrate that
many network embedding algorithms with negative sampling can
be unified into the MF framework which may be efficient, how-
ever,their performances still have a gap between that of GCNs. We
are inspired by these instructive studies, and propose SGCF for both
efficient and effective recommendation.

6 CONCLUSION
In this paper, we revisited the current GCN-based recommendation
models and proposed an SGCFmodel for CF-based recommendation.
SGCF consists of two main parts: First, with the recent progress of
simple GCNs, we empirically removed the non-linear transforma-
tions in GCNs, and replaced it with linear embedding propagation.
Second, to reduce the over smoothing effect introduced by higher
layers of graph convolutions, we designed a condensed graph learn-
ing process for the input network. Extensive experimental results
clearly showed the effectiveness and efficiency of our proposed
model. In the future, we will explore better integration of different
layers’ representations with well-defined deep neural architectures
to further enhance CF-based recommendation.
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