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Abstract—The undisclosed Controller Area Network (CAN)
decoding specification is important to the in-vehicle network
(IVN) research for both industry and academia. Researchers have
developed several CAN reverse engineering systems to predict
signal boundaries and labels in order to map out CAN signal
decoding specifications. Existing works mainly use one parameter
(i.e., bit flip rate) to determine CAN signals boundary, which
results in biased slicing and labelling of CAN signals. In this
paper, we propose a multi-layer CAN reverse engineering system
to cluster signal boundary at byte-level and label sliced CAN
signal blocks at bit-level. The proposed system avoids biased
signal slicing and labelling by introducing multiple parameters
in signal classification, while existing works only use the bit
flip rate and the number of unique value. The feasibility and
adaptability of the proposed system is assessed by deploying it
into a web application as a functionality module. We evaluate the
proposed system with CAN messages from real cars. Compared
with existing reverse engineering models, the proposed system
introduces multi-layer signal processing to avoid over-slicing and
over-labelling problem.

Index Terms—Reverse Engineering, Controller Area Network,
In-vehicle Network, In-vehicle Sensor Security

I. INTRODUCTION

Automotive industry experiences the technological evo-
lution and the wave of autonomous vehicles. Cutting-edge
technologies such as the Advanced Driver Assistance System
have been introduced to modern vehicles. Modern vehicles
have become complex with the increasing number of sensors
and Electronic Control Units (ECU). A large amount of data
are generated and transmitted internally on the In-vehicle
Network (IVN). The IVN can be regarded as a collaborative
system, where sensors and ECU of IVN cooperate with each
other. The legacy in-vehicle communication system is exposed
to cybersecurity risks as a result. Controller Area Network
(CAN) was originally developed by Bosch in the 1980s [1].
It is widely used as the communication bus protocol for the
body control and powertrain sub-systems in IVN [2], [3]. The
adversary can easily sniff the broadcast CAN messages via
access points such as the On-board Diagnostics (OBD) port
and the wireless Tire Pressure Monitoring System (TPMS).
Koscher et al. manually reverse engineered the CAN messages
and gained full control over the Body Control Module (BCM)
functions of the test vehicle [4]. The security problem in IVN

has drawn researchers’ attentions due to the weak security
guarantee of CAN.

Many researchers propose CAN Intrusion Detection System
(IDS) solutions. The existing works encounter obstacles in
generating practical datasets for the performance evaluation
[5]. The generated dataset is biased without the correct CAN
decoding specification. The CAN decoding specification is
described by the CAN Database Container (DBC) file. The
DBC files vary in different vehicle models and makers [6].
The Original Equipment Manufacturers (OEMs) keep DBC
files secret as an important intellectual property. The CAN
DBC file is different per OEM and per vehicle model. This
motivates the CAN reverse engineering research to determine
the CAN decoding specification.

In this paper, we propose a multi-layer system (i.e., bit and
byte layer) to automatically reverse engineer the CAN mes-
sages. The contributions are threefold. Firstly, the proposed
system considers both the byte-level and bit-level features
of the CAN messages in signal segmentation. Secondly, the
proposed system introduces multiple parameters in signal
slicing and labelling. Thirdly, the system can be integrated as a
functionality module to generate labels with a web application.

We evaluate the proposed system with real CAN messages
from cars. The evaluation results show that the multi-layer
reverse engineering design generate more signal labelling
blocks than only one layer system design. We also compared
the proposed system with another reverse engineering model
named READ [7]. Compared with READ, the proposed sys-
tem uses multiple parameters which can avoid CAN signal
over-slicing.

The rest of the paper is organised as follows: Section II dis-
cusses the related works and Section III describes the proposed
multi-layer reverse engineering system for CAN messages, in-
cluding the CAN signal segmentation and labelling. Section IV
evaluates the proposed system, and Section V concludes the
paper.

II. RELATED WORK

The CAN message is unauthenticated and encrypted due to
its lightweight design. These features make CAN vulnerable to
IVN attacks such as frame sniffing, frame injection, and replay
attack [8]. The intuitive way of reverse-engineering CAN



messages is to manually infer functions of certain CAN iden-
tifier (CAN ID) by observing the consecutive CAN messages.
To improve efficiency and accuracy, several automatic CAN
reverse engineering systems have been proposed in recent
years.

Automatic reverse engineering system is first developed in
[9]. The authors calculated the maximum number of distinct
values for all possible bit field assembles. In [7], Marchetti and
Stabili used the bit-flip rate to calculate CAN signal boundary
and labels. This is the first work that evaluates the system
with the real CAN messages collected from different cars.
This is also the first work that uses DBC files to validate the
system. In [10], Pesé et al. used the bit flip rate in the CAN
reverse engineering system, named LibreCAN. The LibreCAN
extracts signals and translates the kinematic body-related data.
The authors evaluated LibreCAN on real CAN data from cars
and trucks.

Additional data resources and parameters for labelling CAN
signals are explored. In [10], Pesé et al. collected the motion
sensor data from a smartphone and the OBD-II data to classify
signals. In [11], Kang et al. leveraged the OBD-II diagnostic
data as additional reference to label signal blocks. Hoog
et al. used the Artificial Neural Network to integrate prior
knowledge of various vehicles and to produce more references
[12]. The authors used the Pearson Correlation Coefficient
and the FastDTW [13] to measure the correlation between
the CAN signals and the artificial references. The mixed
characteristics of different vehicles degrade the performance
of the FastDTW. Wen et al. proposed a novel approach to
use the car companion mobile apps commands as additional
reference in [14]. However, most of the identified commands
relate to the OBD-II diagnostic commands and miss the CAN
specification details. In [15], Verma et al. took the open-source
DBC files from the OpenDBC repository1 as the ground truth
of system evaluation.

The existing works have limitations as follows. Firstly, the
existing works use a single parameter to slice the signal bound-
ary. The bit flip rate or the maximum number of distinct values
is used in past works. Secondly, limited labelling resources
lead to small amount of identified signals. The translation
of signals to vehicle functions mainly depends on the OBD-
II diagnostic messages. Finally, most of the existing works
overlook the evaluation of system feasibility and adaptability.

III. PROPOSED SYSTEM

In this paper, we propose a new reverse engineering system
which utilizes multiple parameters to slice and label CAN
signals. Our system introduces multiple parameters to reduce
error rate. We determine byte-level clusters to avoid over-
slicing at bit-level, while existing models only process at
bit-level. The output of our reverse engineering system is
the predicted CAN decoding specification with sliced and
labelled CAN signals. The architecture of the proposed reverse
engineering system is shown in Fig. 1.
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Fig. 1. Proposed reverse engineering system.

The proposed system is a multi-layer system with break-
down reverse engineering tasks. There are two steps in the
proposed system.

1. Data collection and pre-processing: CAN messages logs
of the target vehicle is collected and separated by CAN
ID.

2. Signal slicing and labelling: The CAN signals are
identified and labelled as Unused, Counter, Checksum,
Switch, Constant or Dynamic. The separate CAN ID sub-
logs are analysed at byte-level and bit-level.

The predefined labels summarize all categories of CAN sig-
nals. Unused signals stand for vacant bits that never changes;
Counter signals represent the bits as incrementing counters
or rolling counters of CAN frame; Checksum signals mean
the cyclic redundancy check (CRC) of CAN messages; Switch
signals indicate state signals with limited values (e.g., 1 for
door open and 0 for door close); Constant signals imply those
signals with unchanged values but not Unused bits; Dynamic
signals represent kinematic values which changes linearly with
motion (e.g., engine speed and vehicle speed).

Compared with the existing works, we introduce byte-
level processing and multiple parameters (such as, xxxxx) in
the proposed system to improve the labelling accuracy and
coverage.

A. Data Collection and Pre-processing

The log of raw CAN packets contains messages of different
CAN IDs with the data field in hex format. The proposed
system firstly extracts different CAN IDs from the collected
log. Then, the proposed system produces sub-logs for each
CAN ID.

The active functions of the target vehicle are triggered to
collect CAN message logs that contain comprehensive signals.
The CAN log recorded by the PCAN software. The default
format of the CAN log is shown in Fig. 2. The CAN log



Fig. 2. Sample CAN log recorded by the PCAN software.

Fig. 3. Data payload sample of the converted sub-log.

contains timestamp, CAN ID, frame type, CAN Bus channel,
length of the data field and the value of each byte in hex
format.

The pre-processing processor produces sub-logs of different
CAN IDs from collected CAN logs. For each CAN ID, the pre-
processing processor produces two sub-logs with the bit-level
data field in binary format and decimal format, respectively.
A sample of the converting result is shown in Fig.3.

B. Signal Slicing and Labelling

This step aims to slice and label signal blocks at the byte-
level for initialling the signal delimiter. We observed DBC
files from the OpenDBC repository and identified that most of
CAN signals only occupy one or two bytes. Thus, we assume
that signals representing different vehicle functions do not
share byte with others. The proposed CAN reverse engineering
system uses multiple parameters as given in Table I.

The labelling processors analyse the sub-logs MC and mC

at the byte-level and bit-level, respectively. MC and mC

include all CAN messages of the CAN ID C in the collected

TABLE I
PARAMETERS DENOTATION

Notation Description

Bi/bk Byte flip rate of Bytei/Bit flip rate of Bitk

Vi/vmn Distinct byte/bit value set of Bytei/Bitmn

Ui/umn Distinct byte value rate of Bytei/Bitmn

Pi/pmn Byte-level/Bit-level value differences set of Bytei/Bitmn

Ai/ak/amn Average byte/bit/bit value of Bytei/Bitk/Bitmn

MC /mC Sub-log whose data payload is decimal/binary format for
each byte/bit

Θi/θmn Byte-level/bit-level labelling parameter of Bytei/Bitmn

G/g Byte-level/Bit-level labelling function of signals

TC The number of CAN messages of the sub-log MC or mC

β/ϕ Byte/Bit flip rate function

Algorithm 1: Byte-level labelling algorithm
Input : sub-log MC , sub-log messages amount TC

Output: byteLabels, byteMagnitude,
byteDistinctV alue,
byteSignalDifferences

1 while Bytei in CAN Frame Data Field of MC do
2 Compute the average value Ai of Bytei;
3 Compute the byte flip rate Bi of Bytei;
4 Append the distinct value of Bytei into

byteDistinctV alue[i];
5 Append the value differences of Bytei into

byteSignalDifferences[i];
6 Compute the distinct byte value rate Ui;
7 Compute the byteMagnitude[i]← Θi = Bi × Ui;
8 Label Bytei and make

byteLabels[i]← G(Θi, Ai);
9 end

logs. MC has the data payload in decimal format for each byte
while that of mC is in binary format for each bit. Algorithm 1
and Algorithm 2 describe the byte-level and bit-level labelling.
The byte-level labelling occurs before the bit-level labelling to
mitigate the decision error due to the same bit flip rate.

1) Byte-level: CAN frame uses 11 bits (or 29 bits) of
arbitration field to represent CAN identifier and uses 64 bits
(i.e., 8 bytes) of data field to store transmitted data. Bytei is
the i-th byte in the data field of the CAN frame, 1 ≤ i ≤ 8.
Bi denotes the byte flip rate of the Bytei with the sub-log
MC as in (1). Note that 0 ≤ Bi ≤ 1. There are TC rows
of CAN messages in the sub-log MC . MC and mC have the
same amount of CAN messages. Byteij is the decimal format
Bytei of the j-th message in the sub-log MC , 1 ≤ j ≤ TC .
β is the byte flip rate function and can be given by (2). β
produces the value as 0 when Bytei in adjacent messages are
the same.

Bi =

∑TC−1
j=1 β(MC , i, j)

TC − 1
. (1)

β(MC , i, j) =

{
0 if Bytei(j+1) = Byteij ;

1 if Bytei(j+1) ̸= Byteij .
(2)

The proposed system uses multiple parameters, including
the average byte value Ai, the distinct byte value set Vi, the
distinct byte value rate Ui, and the byte-level value differences
set Pi of Bytei. The system traversals Bytei of each CAN
message in the sub-log MC and calculates the average value of
Bytei as Ai. The distinct values of Bytei are put into Vi. (3)
defines the distinct byte value rate Ui of Bytei in MC , where
|Vi| is the number of values in Vi. The proposed system also
calculates the difference of Bytei between adjacent messages
in MC and put the difference of Bytei into Pi. Pi indicates
the value changing rule for the Counter and Checksum signals.



Fig. 4. Endianness decision from the value change.

Ui =
|Vi|
TC

, 1 ≤ |Vi| ≤ TC . (3)

The proposed system defines the labelling parameter Θi to
determine the byte-level label of Bytei as in (4). Θi uses the
byte flip rate Bi and the distinct byte value rate Ui of Bytei
to maximise the dissimilarity of different labels. It is worth
noting that 0 ≤ Θi ≤ 1.

Θi = Bi × Ui. (4)

A threshold ε of Θi is used for distinguishing different
signals labelling. However, it is difficult to differentiate the
Unused and Constant signals since the two signals have the
same value of Θi as 0. The proposed system uses the average
byte value Ai of Bytei to solve this problem. (5) describes
Ai. Ai of the Unused signal equals zero, which discerns the
Unused and Constant signals.

Ai =

∑TC

j=1 Byteij

TC
. (5)

The byte-level labelling function G of the proposed system
is given by (6). ε is set to determine labels. The ε0, ε1 and ε2
are the decision bounds among the Switch, Counter, Checksum
and Dynamic signals.

G(Θi, Ai) =



Unused if Θi = 0 and Ai = 0;

Constant if Θi = 0 and Ai ̸= 0;

Switch if 0 < Θi ≤ ε0;

Counter if ε0 < Θi ≤ ε1;

Checksum if ε1 < Θi ≤ ε2;

Dynamic if ε2 < Θi ≤ 1.

(6)

Byte-level labelling function G ends up assigning labels to
each byte of the analysed CAN ID C. The labels produced
from G is used for debugging purpose by comparing with the
assigned labels from bit-level labelling function g.

The endianness is reverse-engineered when the signals
occupy more than one byte. The left byte position reaches
the 0xFF before the right byte position for the big-endian as
shown in Fig. 4. The endinness of byte-level blocks determines
the way to caculate the value of bit-level parameters.

Algorithm 2: Bit-level labelling algorithm
Input : sub-log mC , sub-log messages amount TC ,

ByteLabels, ByteMagnitude
Output: bitLabels, bitDistinctV alue,

bitSignalDifferences
1 while Bitk in the Byte-level signal block of mC do
2 Compute the bit flip rate bk;
3 Compute the average bit value ak;
4 end
5 Split the bit-level signal blocks by removing Unused

bits;
6 foreach Bitmn ∈ the bit-level signal blocks do
7 Compute the average value amn;
8 Append the distinct value of Bitmn into

bitDistinctV alue[mn];
9 Append the value differences of Bitmn into

bitSignalDifferences[mn];
10 Compute the distinct bit value rate umn;
11 Compute the bit-level labelling magnitude θmn;
12 Label Bitmn and make

bitLabels[mn]← g(θmn, amn)
13 end

2) Bit-level: Bitk is the k-th bit position of the analysed
byte Bytei or bytes, 1 ≤ k ≤ 64. The system firstly calculates
the bit flip rate bk for each Bitk. (7) and (8) describes the bit
flip rate bk and the the bit flip rate function ϕ, respectively.
The k denotes the the k-th bit position Bitk of the analysed
byte or bytes. The j denotes the the j-th CAN message of the
sub-log mC , 1 ≤ j ≤ TC .

bk =

∑TC−1
j=1 ϕ(mC , k, j)

TC − 1
. (7)

ϕ(mC , k, j) = Bitk(j+1) ⊕Bitkj . (8)

The bit-level labelling processor truncates the byte-level
signal block into multiple bit-level blocks Bitmn by removing
the Unused bits. The Unused bits are easily identified with
both the bk and the average bit value ak equal 0. The average
bit value ak of Bitk is shown in (9). The average bit value
amn of Bitmn is described in (10).

ak =

∑TC

j=1 Bitkj

TC
. (9)

amn =

∑n
k=m ak

n−m+ 1
, m ≤ n. (10)

Given the signal blocks, the proposed system further defines
more parameters. The distinct values of Bitmn make up the
distinct bit value set vmn. The block takes up only one bit
if m equals n. The associated endianness from the byte-level
labelling processor is considered to convert the value of the
block signal from binary into decimal format. |vmn| is the



number of values in vmn. (11) defines the distinct bit value
rate umn of the signal block Bitmn.

umn =
|vmn|
TC

, 1 ≤ |vmn| ≤ TC . (11)

pmn contains all the differences of Bitmn between adjacent
messages in mC . vmn and pmn indicate the DBC file specifi-
cation of each bit-level signal block such as the min and max
value. vmn and pmn are the same as the Vi and Pi if only the
Unused signal block or one signal block except the Unused
signals locates within the analysed byte or bytes.

The bit-level labelling parameter θmn of the signal block
Bitmn is denoted in (12). Note that ∃θmn ∝ Θi,∀Bitmn ∈
Bytei. The bit-level labelling function g uses θmn to associate
the minimised signal block with the new label as in (13).

θmn =

∑n
k=m bk

n−m+ 1
× umn, m ≤ n. (12)

g(θmn, amn) =



Unused if θmn = 0 and amn = 0;

Constant if θmn = 0 and amn ̸= 0;

Switch if 0 < θmn ≤ ϵ0;

Counter if ϵ0 < θmn ≤ ϵ1;

Checksum if ϵ1 < θmn ≤ ϵ2;

Dynamic if ϵ2 < θmn ≤ 1.
(13)

IV. EXPERIMENT

A. Experiment environment setting

The experiment was performed on a 2006 petrol vehicle
with PEAK PCAN-USB Pro and a Macchina P1 board as
shown in Fig. 5. The PEAK PCAN-USB Pro can listen and
log CAN messages on CAN Bus. Customised python scripts
run on Macchina P1 board to log CAN messages as well.
The P1 board can further be the station for web application
to analyse CAN message streaming.

The CAN Bus Y Splitter Cable is connected to OBD-II
port of the test vehicle for accessing CAN Bus with multiple
devices. Then, we connect the PCAN-USB Pro and P1 to the
other end of Y cable as demonstrated in Fig. 6. We use PCAN-
View from PEAK-System to work with PCAN-USB Pro for
sniffing and logging CAN messages. We use PEAK Converter
to convert the original .trc format of CAN log into the .csv
format file. Laptop’s memory and processor are 8GB and i5-
7200U CPU@2.50Ghz, respectively.

We conduct the experiment in a vacant road at midnight
to fully trigger all vehicle functions (e.g., acceleration and
changing lanes) to and to avoid accident. The collected CAN
logs are further input into a python script version of the
proposed reverse engineering system to slice and label CAN
signals.

Fig. 5. Data collection experiment setup on test vehicle.

Fig. 6. PEAK PCAN-USB Pro and Macchina P1 board.

B. Experiment results

We summarise the experiment results on the test vehicle in
Table II. The experiment CAN log is 100000 entries long with
26 CAN IDs. The proposed system split the log by CAN ID
and analysed each CAN ID’s sub-logs at byte-level and bit-
level for slicing and labelling signals. The multi-layer design
of reverse engineering produces more labels, from 156 signal
labelling blocks at byte-level to 299 blocks at bit-level.

We simulate the reverse engineering model of READ [7]
and compare the proposed system with READ. We noticed
that our system is restricted by multiple parameters for slicing
Dynamic signal but READ largely leverage the bit flip rate
which tends to over-labelling Dynamic signal. For example,
most significant bits of a big-endian Dynamic signal owns
bigger bit-flip rate. Our system considers both the bit flip
rate and unique value rate of signal blocks to avoid over-

TABLE II
EXPERIMENT RESULTS AND COMPARISION

Tested System (layer) Number of
CAN ID

Number of Signal
Labeling Blocks

Byte-level of proposed system 26 156
Bit-level of proposed system 26 299

READ 26 322



Fig. 7. Reverse engineering system integrated as module into a web
application with experiment on CAN log from a 2019 petrol vehicle.

slicing a two byte long Dynamic signal but READ tends
to further truncate Dynamic signal. Compared with READ,
our proposed system reduces error labelling rate and achieves
higher accuracy with less labels. The proposed system can
be utilized in real-world in-vehicle scenarios due to the low
computational consumption and low data collection overhead.
The experiments also prove that the proposed system has high
scalability to be further deployed in more complex scenarios.

C. System feasibility and adaptability

To feed the demand from our industry partner, we further
evaluated the feasibility and adaptability of our reverse en-
gineering system. We integrated the proposed system with a
web application which is a vehicle penetration platform from
our industry partner. The labelling outcomes at bit-level is
shown in Fig. 7 where the uppercase D refers to byte position
and lowercase b stands for bit position. The test CAN log
is collected from a 2019 petrol vehicle. It costs at most 10
minutes to generate the labelling outcomes by using over 1
million entries of test CAN log. The running time decreases
with smaller size of CAN logs. The experiment shows the
proposed reverse engineering system can be easily added as
module to other application or platform, which benefits the
IVN security stakeholders.

V. CONCLUSIONS

In this paper, we proposed a multi-layer reverse engineering
system to analyze CAN messages at both byte-level and bit-
level. By further slicing signal blocks and labelling at bit-
level under the sliced byte-level signal blocks, the proposed
system outperforms other work in terms of the amount of
predicted labels. The proposed reverse engineering system
is feasibility and adaptability that can be added into other
platform or application as a module. By using the proposed
system, IVN security researchers and industry engineers can
obtain a predicted decoding specification for CAN frame.

In future work, we plan to improve the proposed system by
introducing advanced matching algorithm to associate more
descriptive labels with signal blocks with reference from OBD-
II diagnostic messages. In this paper, we only evaluate the
proposed reverse engineering system on limited cars due to

restrictions of COVID-19 lockdown. Thus, we plan to evaluate
the proposed system with more vehicle variables (i.e., the
amount, models and makers of cars) in the future. We also
plan to improve the computation complexity of the proposed
system to deal with huge amount of CAN logs.
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