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Abstract—This paper proposes a scheme that solves two
challenging problems in parameter estimation using communi-
cation signals: (1) asynchronous transmitter and receiver; and
(2) sensing receiver with a small number of antennas. These
problems exist in parameter estimation for perceptive mobile
networks and WiFi. The geometrically-separated transmitter and
receiver in communications are typically asynchronous at clock
level. For a small base-station or WiFi, the number of antenna
elements in an array is usually limited, which limits the resolution
of estimating the angle-of-arrivals (AOAs) of multipath signals.
In this paper, we employ cross-antenna cross-correlation (CACC)
operation to resolve the asynchronous issue and use the CACC
outputs to generate a multi-domain signal block that combines
three-domain receive samples to efficiently increase the resolution
of AOAs. The proposed scheme enables the direct use of uplink
communication signals for radio sensing, without requiring any
modifications on infrastructure or advanced hardware, such as
a full-duplex transceiver. It also enables the estimation of more
number of paths than the number of antennas, hence sensing in
a small base-station or WiFi becomes possible.

Index Terms—Joint communication and radar sensing, dual-
functional radar-communications, uplink sensing, WiFi sensing

I. INTRODUCTION

The emerging joint communication and radio sensing (J-
CAS) techniques fuse communication and radio sensing func-
tions into one system, sharing one single transmitted signal
and many hardware and signal processing modules [1], [2].
The fusion achieves immediate benefits of reduced size, power
consumption, cost, and improved spectrum efficiency [3], [4].
Moreover, the JCAS techniques can establish a communication
link using sensing information or vise versa [5]. Evolving from
the current communication-only mobile network, the JCAS-
enabled mobile network is expected to serve as a ubiquitous
radio-sensing network, whilst providing uncompromising mo-
bile communication services [6]-[8]. Similar ideas have also
been proposed to realize sensing in indoor WiFi systems [9],
[10].

There exists an optional transceiver setup for realizing
JCAS in mobile networks or WiFi, similar to a bi-static radar
[11], where the sensing receiver is physically separated from
the transmitter. Such a setup can be implemented requiring
minimal changes and can be a favorite option in the near term.
This setup is consistent with the uplink sensing as defined in
[7], where transmitters and sensing receivers are physically
separated. The main difficulties for using this setup are the

clock-level asynchronism between the sensing receiver and
the transmitter, and the relatively low angle-of-arrival (AOA)
accuracy due to the small number of antennas. Perfect syn-
chronization was assumed in [7], and the asynchrony between
the sensing receiver and the transmitter is not addressed yet.
The asynchrony will generally introduce timing offsets (TOs)
and carrier frequency offsets (CFOs), resulting in ranging
ambiguity and velocity ambiguity, respectively, during sensing.

There have been a limited number of works on passive
WiFi sensing that handle asynchronous transceivers based on
a cross-antenna cross-correlation (CACC) method [9], [10],
[12]. The underlying principle of CACC is that TOs and
CFOs across multiple antennas in one device are the same,
and hence can be removed by computing the cross-correlation
between signals from multiple receiving antennas. In [10],
CACC was applied to tackle the AOA estimation problem
for device-free human tracking with commodity WiFi devices.
In [9], CACC was used to resolve the ranging estimation
problem for passive human tracking using a single WiFi
link. CACC has the disadvantage of creating side products
in the correlated signals. The author in [10] proposed an add-
minus suppression (AMS) scheme to retrieve the parameters
including delays and Doppler frequencies of targets. Their
proposed method suppresses the side product and then conduct
the cross correlation operations. The method can suppress the
side product to some extent, but it is susceptible to the power
distribution and the number of static and dynamic signals. In
[13], the authors proposed a mirrored MUSIC method that can
perfectly address the issues of side products. For these WiFi
sensing schemes, we note that the relatively low accuracy of
AOA estimates is not addressed yet. The main reason for the
low AOA resolution is that the AOAs are obtained based on
the estimates of delays and Doppler frequencies, that is, the
accuracy of AOAs is dependent on that of delays and Doppler
frequencies.

In this paper, we propose an uplink sensing scheme that
can address the above-mentioned two issues, i.e., those off-
sets caused by the asynchronous setups and the dependent
AOA estimations. We extend the CACC methods to mitigate
the timing and frequency ambiguity. Then, using the CACC
outputs, we stack received signals into a multi-domain signal
block that contains all three parameters, including the delays,
Doppler frequencies, and AOAs of targets. Via MUSIC esti-
mators, we can estimate these parameters without including
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any approximation. The multi-domain signal block enlarges
the dimension of the spatial domain and hence increases the
accuracy of AOA estimates.

Notations: a denotes a vector, A denotes a matrix, italic En-
glish letters like N and lower-case Greek letters « are a scalar,
Za is the phase angle of complex value a. |A|, AT A" At
represent determinant value, transpose, conjugate transpose,
pseudo inverse, respectively. We denote Frobenius norm of
a matrix as |A|p. We use diag(aj,---,a) to denote a
diagonal matrix. [A]y is the Nth column of a matrix and
[A]Y is the Nth row of a matrix.

II. SYSTEM MODEL AND RELATED SOLUTION
A. System Model

We consider the sensing scenario in a small base-station
(BS). The same setup can also be applied to other applications,
such as the one in WiFi sensing [9]. During sensing, multiple
user equipments (UEs) communicate with the BS. The BS
is physically static and uses received uplink signals for both
communication and sensing. Each UE has one antenna and the
BS has a limited number of /N antennas. Our proposed scheme
in this paper requires two assumptions for the system setups: 1)
The communication signals used for sensing are transmitted
from a specific UE, denoted as UE 1, of which location is
fixed and known to the BS; 2) There is a LOS propagation
path between the BS and the UE 1, and the power of the LOS
path is much larger than that of non-LOS (NLOS) paths.

The fixed UE can be a node that provides fixed broadband
access in the mobile network. We can adopt a high-frequency
band to guarantee the dominating power of the LOS path.
The required setups are practically feasible that can be applied
to many kinds of communication system structures, such as
WiFi systems and mobile networks. In this work, we use the
proposed scheme for sensing the targets in a small BS. Without
loss of generality, we consider sensing via the uplink signal

from the UE 1. We assume synchronization is not achieved
between the UE 1 and the BS.

At all UEs, we adopt the same packet structure, as shown in
Fig. 2. In each packet, training symbols, denoted as preambles,
are followed by a sequence of data symbols. Orthogonal-
frequency-division-multiplexing (OFDM) modulation is ap-
plied across the whole packet. In this paper, we only use
the preambles for sensing multiple targets. The parameters of
targets including the propagation delay, Doppler frequency,
and AOA need to be obtained. Without losing generality, we
assume each packet has only one preamble.

For both preamble symbol and data symbol, each of them
is an OFDM symbol that has G subcarriers with a subcarrier
interval of 1/T', where T denotes the length of an OFDM
symbol. Each OFDM symbol is prepended by a cyclic prefix
(CP) of period Tc. When multiple UEs communicate with the
BS, each UE occupies a unique segment of subcarriers with
the interleaved interval as in [14]. For notational simplicity,
we assume that UE 1 occupies the whole preamble symbol
here. Mathematically, the transmitted preamble symbol in the
mth OFDM packet can be expressed as [15], [16]

G-1
. t t
s(tlm) = gz:(:) exp (]27rgT) rect (T n TC) x[m,g], (1)

where x[m, g| is a modulated symbol transmitted on the gth

subcarrier of the mth preamble symbol and rect ﬁ
denotes a rectangular window of length 7"+ Tc. We assume
that M packets are sent at the same interval, denoted as T,
at the UE baseband, as shown in Fig. 2.

The BS receives the preambles using a uniform linear array
(ULA) of N antennas. The uplink channel between receiver
at BS and the transmitter at UE 1 has L NLOS paths reflected
or refracted from L targets, together with a dominating LOS
path, where the index of the LOS path is denoted as [ = 0.
Let oy, fp,, 7 and 6; denote the channel gain, the Doppler
frequency, the propagation delay, and the AOA of the Ith path,
respectively. Due to the fixed locations of BS and UE 1, we
assume that the parameters, 79 and 6, which correspond to
the LOS path, are known at the BS, and fp o is 0. We also
assume that |ag| > |oy|, VI € {1,---, L}. Note that fp ; from
the Ith target of the channel can be either positive or negative
depending on the moving directions.

Since there is typically no synchronization at clock level
between the BS and the UE 1, the received signal has an
unknown time-varying TO, denoted as §,(m), associated with
the clock asynchrony, even if the packet level synchroniza-
tion is achieved. Hence, the total time delay during signal
propagation for the Ith target as seen by the BS equals
7140, (m). In [9], it is shown that there also exists an unknown
time-varying CFO due to the asynchronous carrier frequency,
denoted as d;(m). The received time-domain N x 1 signal
vector corresponding to the mth preamble symbol can be



represented as [9]
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where the vector, a(€;) = exp[j(0,1,--- , N —1)]T, is the
array response vector of size N x 1, with Ql being =% 2nd cos 0y,
d denoting the antenna interval, A denoting the wavelength,
and 0; being the AOA from the [th target, and z(t|m) is a
complex additive-white-Gaussian-noise (AWGN) vector with
zero mean and variance of 0. TO is typically time-varying and
has a random value that changes during any two discontinuous
transmissions. The CFO may slowly vary over time. It is noted
that TO and CFO are mixed with the actual propagation delay
and the actual Doppler frequency, respectively. Hence, they
can directly cause ambiguity of ranging and velocity mea-
surements. The total delay and total Doppler frequency also
vary with time due to these offsets. We use the approximation
eI2mm(Ta+6- (m)+7)(fo,1 485 (m) oy ei2vmTa(fo,i465(m)) gince
the timing values of (d,(m) + 7;) are much smaller than T
and (fp ;+J7(m)) is also small compared to the sampling rate.
It should be highlighted that, for the communication purpose,
there is no need to distinguish the actual parameters of targets
with these offsets, since they can be estimated as a whole value
and then be removed. As for the purpose of sensing, these
offsets have to be mitigated since the range and the velocity
of targets only depend on actual parameters.

After removing CP from the received time-domain signal,
we transform the signal into frequency domain via G-point
fast-Fourier-transform (FFT)’s at the BS. Referring to (2), the
received frequency-domain signal is

L
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z[m, g] + zp[m, g, (3)

where y/,[m, g] is the received frequency-domain signal on the
gth subcarrier at the nth receiving antenna of the mth OFDM
preamble symbol, and z/,[m, g] is a complex AWGN with zero
mean and variance of 0. Since x[m, g| is a known value to
the BS, we divide y/,[m, g] of (3) by x[m, g], i.e.,

Ynlm, gl
a[m,g]
IIT. PROPOSED SIGNAL PROCESSING SCHEME

Yn[m, g] = “)

As we mentioned in the section II, the actual delays
and Doppler frequencies are mixed with TOs and CFOs,
respectively. In this section, we propose a high-resolution soft
parameter estimation algorithm by combining measurements
from spatial, temporal, and frequency domains. The proposed
algorithm is particularly useful when the number of antennas

is small. Hence, our scheme is quite appropriate for realizing
sensing in small BSs or WiFi devices.

We use CACC to mitigate CFOs and TOs. Different from
the AMS scheme [10], we directly execute CACC between the
received signal of the nth antenna and that of the Oth antenna.
With neglecting the noise term, the received signal can be
given by yn[m, g] = Dyp[m, g]+1I,[m, g], with D, [m, g] being
the signal from the LOS path and I,,[m, g] being the signal
from the NLOS paths. They are given by

Dn [m, g] :OéoeanO ej27rmTA(fD,0+6f(m))€7j27r%(‘ro+6, (m)),
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and
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Note that ay is the path gain of LOS path and should be much
larger than «;,[ # 0. The CACC signal is then given by

pnlm, g = ynlm, glyg' [m. g
~ (Dn[m, g] + In[m, g])(Dnlm, g] + I[m, g))"
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where pl) = Du[m,g]D{[m,gl, i

Lo[m. g [m.g]. pi”[m.g] =
pi[m, g) = Lu[m, 9| D{' [m. g).

Then we obtain the high-pass component by using a high-
pass filter over m and g. A simple high-pass filter can be
realized by removing the mean value of p,[m, g, denoted as
pn- The output from the high-pass filter is

[mag] =

D,[m, g]If[m,g], and

&nlm, g =pn[m, g — pn
~pid [m, g] + pi [m, g]
L
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Note that our proposed scheme will use én [m, g] as inputs to
estimate all parameters. Without the noise term, the approxi-
mation error only comes from the operation of the high-pass
filter. We can prove that our proposed scheme has less input
error compared with the AMS scheme. Due to the page limit,
we only verify it via simulations, as shown in the section IV.
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Now, we propose a novel signal processing scheme that esti-
mates all three parameters using the CACC outputs. Collecting
&n[m, g] over all antennas, we form a vector as
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where a() = exp[jQ(1,--- , N —1)] is the array response
vector with dimension of (N — 1) x 1, Py equals apai? and
allafl for I’ > 0 and I < 0, respectively, 7» equals 79 — 7
and 7, — 79 for I’ > 0 and I’ < 0, respectively, and fp
equals —fp; and fp,; for I’ > 0 and I’ < 0, respectively.
Since estimating AOAs in the spatial domain only has not a
satisfactory performance due to the small number of antennas,
we aim to combine the spatial domain with other domains
to enlarge the dimension of array response vectors. Using
c[m, g], we generate a matrix that has an enlarged dimension
of array response vectors, given by

c[m, g]
c[m+1,g]

c[m, g]
c[m, g +1]

C'[m,g] = , (10)

cm,g+C—1] cm+C—1,¢g]

where C,C € N, satisfies 4L/(N — 1) < C < min(G —
4L, M —4L). The dimension of C'[m, g] is C(N —1) x 2. The
first column of C’[m, g] is an enlarged vector corresponding to
the spatial (angle) domain and the frequency (delay) domain.
The second column is an enlarged vector corresponding to
the spatial (angle) domain and the time (Doppler frequency)
domain. It can be proved that the basis vectors for the first
column of C’[m, g| are given by

a(Ql/)e*jO
a(Q)e It
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Likewise, the basis vectors for the second column of C’[m, ¢]
are given by

a(Ql/)ejOQWTAva"'
a(Ql/)ej27rTAfD,l'
(12)

Cpr =
a(Ql/)ejQ(Cfl)TrTAfiDﬁ,,/

From the expression of the basis vectors, we see that the
dimension of the array response vector enlarges C' times.
Hence, the signal vector of (10) can increase the resolution in
the spatial domain, which enables a small number of antennas
to have much higher resolution for estimating AOAs.

We then stack C'[m, g] into a multi-domain signal matrix,

C = [C'[0,0],C'[0,1],--- ,C'[0, D]], (13)

where D, D € N, satisfies C + D < min(M, G). For the
columns of C, the basis vectors are given by ¢}, and ¢, with
I € {£1,--- ,£L}. Hence, the rank of C is 4L.

The columns of C are related to all parameters. However,

directly estimating all parameters from C would be very chal-
lenging. Therefore, we propose a soft estimation algorithm that
estimates all three parameters (delays, Doppler frequencies,
AOAs) within 3 steps.

1) Step 1: Note that the parameters corresponding to the
LOS path are assumed to be known at the BS. We first
solve the MUSIC-based problems below to obtain delays and
Doppler frequencies, respectively.

1 _

#, = Peak” ~|.iequ,-- Ly,
[N |
(14)
and
f; = Peak” 1 — |, 1e {1, L},
oo
(15)

where PeakL(~) denotes the operation that takes L estimates
corresponding to the L largest peak values of the function
in the bracket, 7 € (0,7) and f' € (—m, ) are the testing
values, Ug is the null-space in the left singular matrix of C,
i.e., the columns from the (4L+1)th column to the C'(N —1)th
column of the left singular matrix, c!(, —7') has the same
expression with ¢}, in (11), with letting €/ and 7/ be replaced
by o and the testing value, —7’, respectively. Likewise,
c%(Qo, —f’) has the same expression as ¢, with letting Oy
and fp, be replaced by Qo and the testing value, —f’,
respectively. Note that we obtain L > L estimates for both
delays and Doppler frequencies. We call these estimates to be
soft estimates since they are not actual estimates corresponding
to L targets. We obtain more than L soft estimates because
some estimates may have multiple peaks in the problem above.
The L actual parameters exist in those L estimates almost for
sure.

2) Step 2: The soft estimates of delays and Doppler fre-
quencies are not automatically matched to one target. Hence,
we need to make a pair for each estimate of delay with each
estimate of Doppler frequency. We call this processing to be
pair matching. This process can also filter out the actual L
pairs of estimates from L estimates.

Since )y is known to the sensing receiver (BS), we can
utilize Qg to do the pair matching. The soft estimates that are
obtained from (14) and (15) are denoted as 7;, and fD,lz- Note
that there are L? possibilities of pair matching, i.e.,

(fD,lW%ly)alm S {1a 71_/}7ly S {15 af’}

The actual pair of estimates should have the maximum com-
bining gain in the following function that combines &, [m, g]
as follows.

Pﬁ(lmly)

(16)
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We can first select one out of L? candidates that maximizes
the absolute value of P:(l;,l,). Supposing that the selected
index of the obtained pair is ({5,,[y,), We remove this pair
from the set of candidates. Hence, one pair of Doppler
frequency and delay is determined. After removing the pair of
(Lzg Ly, )» the number of candidates is reduced to (L—1)2, i.e.,
ly € {1’ e 7L}al$ ¢ {ilmo}’ ly € {1’ T 7L}’ly ¢ {lyo}
We then match the next pair of Doppler frequency and delay.
Repeating the process L times, we can match the total L pairs
of Doppler frequencies and delays.

3) Step 3: With delays and Doppler frequencies deter-
mined, only NLOS AOAs, Q;,1 € {1,---,L}, need to be
estimated. We solve the problem below L times and obtain L
AOA estimates,

1

Ql = Peak?

.oqH 2]
{Cl(ﬂl,ﬁ—TO),CQ(Q’,fDJ)} UC

16{177L}a

where ' € (—m,m) is a testing value. For each pair of
delay and Doppler frequency, we only obtain one estimate
as the NLOS AOA estimate. Hence, there are L NLOS AOAs
estimates obtained from (18).

F
(18)

IV. SIMULATION RESULTS

In this section, we provide simulation results to validate the
proposed scheme. The carrier frequency is 35 GHz. The num-
ber of OFDM-system subcarriers is G = 256. The frequency
bandwidth is 128 MHz. Therefore, the OFDM symbol period
T is 2 us and the CP period T is 0.4 us. The approximate in-
terval between two packets, T, is 1 ms. We use the preamble
OFDM symbols in M = 128 packets for sensing parameter
estimation. The propagation delay is randomly distributed over
[0, 0.4] us, and the Doppler frequency is randomly distributed
over [—0.2,0.2] KHz. Assume that the BS has a ULA with
N = 8 antenna elements. Unless stating otherwise, we assume
that there is one LOS path and L = 3 NLOS paths that are
reflected or refracted from 3 targets. The power of the LOS
path is 10 dB higher than those of the NLOS paths.

Fig. 3 presents the MSE of &,[m, g, defined as |&,,[m, g] —
&n[m, g]|?. The MSE of &,[m, g] reflects the accuracy of the
constructed high-pass signals and directly impacts the fol-
lowing sensing parameter estimation. Two schemes are tested
to filter out the low-pass component. One is our proposed
scheme. The other one is the AMS scheme. For simplicity,
we minus the mean value of &,[m,g] to realize the high-
pass filter. It is clear that our proposed scheme outperforms
the AMS scheme. It is worth pointing out that the MSE of
our applied filter drops linearly with the SNR increasing for
L =1 target. This indicates that the input error of &,[m, g]
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Fig. 4. NMSE of delays and Doppler frequencies versus SNR.

can be sufficiently small when there is only one target. This is
because, when L = 1, pg) [m, g] is also a low-pass component,
and when there are multiple targets, the MSE approaches to a
fixed level that is the mean power of pﬁ? [m, g].

Fig. 4 illustrates the normalized MSE (NMSE) versus
SNR for delays and Doppler frequencies. The bench-marking
solution is the AMS method in [10]. For the initialization of
our proposed soft estimation scheme, C' is set to 60, D is 50,
and L is 5, which meet their respective range requirement. At
high SNRs, the NMSEs of delays and Doppler frequencies are
quite satisfying, which are below 0.02. The error of Doppler
frequency is larger than that of delay, which can be explained
by the fact that there are more samples in the frequency
domain than those in the time domain. We also see that our
proposed scheme outperforms the AMS method greatly.

Fig. 5 shows the NMSE of AOAs versus SNR. We compare
our proposed scheme with the AMS method and the spatial

. . 2
domain resolution that equals (2F)”. It is clear that our
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achieved NMSE of AOAs outperforms the other two curves.
For the spatial domain resolution, it is generally achieved
by estimating AOAs in the spatial domain only. As for the
AMS method, since the AOAs are obtained after obtaining
the estimates of delays and Doppler frequencies, the error of
AOA:s is significantly larger than that of our proposed scheme.
Their obtained AOA estimates depend on delays and Doppler
frequencies. An error floor can be observed for our proposed
scheme. This error floor could be caused by the error of the
high-pass filter for obtaining &,[n,g]. Compared with Fig.
4, the achieved AOAs have larger NMSE than delays and
Doppler frequencies, which is mainly due to the fact that NV
is too small compared with M and G.

V. CONCLUSION

In this paper, we have proposed an uplink sensing scheme
for small BSs or WiFi devices, which enables a communication
system with asynchronous transceivers and a small number
of antennas to realize JCAS functions. The proposed scheme
efficiently handles the CACC outputs by generating a multi-
domain signal block. Simulation results demonstrate that our
proposed scheme can effectively estimate the actual values of
delay, Doppler frequency, and AOA of targets. The results also
show that the proposed uplink parameter estimation scheme
outperforms the state of the arts and can accurately detect
multiple targets in multiple sensing applications.
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