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ABSTRACT

There is a growing interest in creating Learning Analytics (LA) interfaces that
support students and teachers directly. Thus far, many of these solutions have
been materialised as dashboards and visualisations. However, although a growing

number of prototypes and commercial products aimed at supporting students/teachers
exist, their limitations are coming under careful scrutiny. For instance, many visual LA
tools are failing to provide meaningful and relevant insights that can support students
reflections on their embodied teamwork activity.

Moreover, there are additional challenges in visualising and communicating the wide
variety of multimodal sensor data captured from physical spaces, in a way that supports
educational stakeholders (e.g. teachers or students), who as casual users, have limited
training in data analysis and interpretation. Thus, this thesis engages research in Infor-
mation Visualisation (InfoVis) and specifically the Guidance visualisation paradigm
that aims to support casual users, or those users with low analysis expertise, to narrow
the gap of data visualisation interpretations. Data Storytelling is one way to provide
guidance, as a compression technique to help an audience effectively understand what
is important in an visualisation, communicating key messages combining data, visu-
alisations, and narratives. ‘Telling stories’ with data in these ways should enable the
elicitation of deeper reflections in an effective manner.

This thesis tackles the above challenges by investigating: “How can salient aspects
of embodied team activity be automatically identified and derived insights be commu-
nicated to support timely, productive reflection?" Four research questions were derived:
(1) What modelling techniques can enable identification of salient aspects of multi-
modal embodied team activity according to the learning design (i.e. teachers’ pedagogical
intentions)? (2) How can insights be extracted from multimodal sensors and communi-
cated to students and teachers to support teaching and reflection on embodied team
activity? (3) To what extent can students and teachers reflect on embodied team activity
using MMLA interfaces? and (4) To what extent can MMLA interfaces for students and
teachers be automatically generated?

This research adopted a mixed methods approach using quantitative and quali-
tative analyses to provide evidence in response to these research questions. Empirical
studies of teamwork were conducted in authentic higher education settings in the
context of healthcare (simulations) and science (physics lab) education. Automated multi-
modal Data Stories were co-designed, evaluated, and implemented to support students
and teachers to reflect on different aspects of their embodied practice (patient-care, or
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co-teaching).
This research makes three types of contribution: modelling, prototypes (MMLA inter-

faces), and implementation. Regarding modelling , two contributions are presented: (i)
a methodology to map from teachers’ pedagogical intentions to salient aspects of multi-
modal embodied team activity, and (ii) the exploration of a set of five multimodal data
modelling techniques. In terms of MMLA interfaces two contributions are presented:
(iii) a set of seven multimodal data interfaces were created, and (iv) the analysis and
evaluation of them to understand their potential for reflection. Finally, in terms of im-
plementations, this research contributes a (v) functional architecture description and
documentation and (vi) a reference implementation to automatically generate multimodal
LA data stories.

Results from this research point to the potential of creating alternative ways to com-
municate multimodal data insights to teachers and students, by combining visualisation,
narrative and storytelling, driven by teachers’ pedagogical intentions. Multimodal data
stories of embodied team activity are effective tools to support: (a) teachers as they reflect
on student progress; (b) students as they reflect, recall and improve their future practices;
(c) teachers in providing timely feedback according to their pedagogical intentions; and
(d) teachers as they reflect on their co-teaching practice. In addition, this thesis identifies
that LA designers should identify representations that best fit teachers’ and students’
needs, by contextualising and aligning pedagogical intentions with the visual analytics.

Keywords: guidance, data storytelling, embodied team learning, learning by reflection,
multimodal data, pedagogical intentions, learning design.
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INTRODUCTION

We are drowning in information and starving for knowledge.

–Rutherford D. Roger

This thesis aims to support embodied team learning using automatically generated

dashboards and reports that facilitate student reflections on performance. This

chapter is structured as follows: Section 1.1 presents the context and motiva-

tions of the thesis, Section 1.2 explains the research questions driving this research,

and Section 1.3 outlines the research goals. Then, Section 1.4 summarises the major

contributions of the thesis.

Figure 1.1: Nursing simulations: Example of embodied team activity in Healthcare
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CHAPTER 1. INTRODUCTION

1.1 Context and Motivation

Embodied learning foregrounds the importance of considering both the body and the cog-

nitive processes involved in learning (Skulmowski and Rey, 2018). Models and theories

grounded in embodiment aim at explain interaction in terms of practical engagement

with the social (e.g., communicate with peers) and physical environment (e.g., use re-

sources in the classroom). Embodied learning is critical for a number of professional

sectors such as emergency response (Petrosoniak et al., 2019), safety training (Viktore-

lius and Sellberg, 2022), and healthcare (Cooper and Tisdell, 2020). Such settings (see

Figure 1.1) can present unique challenges to students and professionals because they

need not only to develop theoretical and procedural knowledge, but also to learn from

bodily experiences such as how to use the physical space, how to position themselves

in the space, how to interact with various physical and digital devices, and even how

to read and act upon their own emotions or stress levels (Kelly et al., 2019). Moreover,

such scenarios often occur in multidisciplinary teams, so students are also expected to

simultaneously learn effective teamwork and communication skills (Roberts et al., 2022).

Furthermore, professional development and training often require that students reflect

on critical events or mistakes they may have made (Schön, 1987), but these can occur in

rapidly evolving and busy environments where key actions are often difficult to capture.

Some educational institutions are trying to address the above challenges by enriching

physical learning spaces with digital technologies and sensing capabilities (Eyal and

Gil, 2022) that can be used to capture evidence and generate technology (e.g., dash-

boards and reports) to support teachers in guiding discussions about embodied team

activity. Various sensing devices, such as infrared sensors, video and audio recorders,

physiological wearables, and indoor positioning trackers, are being used for capturing

real-time multimodal behaviour data from students developing critical skills in embodied

team activities (Schneider et al., 2021; Sharma and Giannakos, 2020; Yan et al., 2022).

These multimodal data capabilities, embedded in the physical learning environment or

worn by students, can provide us with new ways to study key learning processes such

as effective teamwork (Cha et al., 2021; Dafoulas et al., 2018; Rosen et al., 2014) and

communication (Chng et al., 2022; Olguín et al., 2009; Watanabe et al., 2018; Winder

et al., 2020), or the effect of emotions on learning (D’Mello et al., 2018; Villanueva et al.,

2018). Similar sensing approaches have also been developed to capture interactions

between teachers and students in classrooms using video cameras (Ahuja et al., 2019;

Raca et al., 2015) or wearables (Martinez-Maldonado et al., 2021; Saquib et al., 2018).
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1.1. CONTEXT AND MOTIVATION

Beyond educational contexts, various sensing tools have also been created to track people

in physical environments, for example, to analyse spatial interactions of people with

digital devices (Brudy et al., 2018), and with each other in office spaces (Lee et al., 2021).

Together, this set of previous work points to the potential opportunity of using sensor

data to help researchers and analysts identify effective embodied learning and teamwork

strategies from patterns found in such data. Despite this promise, there is a gap in the

literature regarding automation. Gap 1: the dearth of studies automatically capturing
and analysing data from embodied team activity, according to the learning design. To

date little work has focused on automatically supporting end-users (e.g., students and

professional trainees) by providing data interfaces tailored to their needs, goals, and

varying expertise in interacting with data.

Several challenges persist in the field of Learning Analytics (LA) that make it difficult

to create effective data interfaces to support embodied team learning (Khosravi et al.,

2022). First, if the goal is to directly support educational stakeholders (e.g., teachers

or students) instead of researchers, the former generally have limited training in data

analysis and interpretation (Maltese et al., 2015; Raffaghelli and Stewart, 2020) and

thus require feedback and pedagogical explanations rather than interfaces that invite

data analysis and exploration (Echeverria et al., 2018a). Furthermore, although there

are some tools that enable non-experts to explore and interpret sensor data exist in

contexts such as personal health (Raj et al., 2019), physical activity (Tang and Kay, 2017),

and smart home monitoring (Moore et al., 2018), the wide diversity of the multimodal
sensor data that can be captured from a physical learning environment makes it hard to

visualise and communicate analytics outputs in ways that non-experts can understand

Worsley (2018). A disconnection is also often reported between low-level logged data (e.g.,

x and y coordinates) and higher-order educational constructs (e.g, closeness to the patient

as an association of patient-care) in several data-intensive educational innovations

(Milligan and Griffin, 2016; Shute and Ventura, 2013). One of the main reasons for

this problem is the intrinsic lack of meaning in the data and their representations (e.g.,

dashboards, recommendation systems, feedback tools) (Alhadad, 2018), which can be

used to make decisions about the learning activity without considering the context in

which it unfolds (Knight et al., 2020) or the teachers’ pedagogical intentions (Echeverria

et al., 2019). This thesis addresses this human-data interaction problem in the context

of embodied team learning. These challenges in providing evidence to support reflection

shows a second gap in the field. Gap 2: The lack of studies investigating how insights
extracted from learning analytics can be effectively communicated to support reflection.
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Figure 1.2: Thesis diagram: overview of the context, contributions, and validation of this
thesis. Small circles in the diagram indicates requirements. For example, the generation
of prototypes (RQ2 box) require previous modelling (blue circle) in order to be generated

This thesis engages research in Multimodal Learning Analytics (MMLA), Human-
centred Learning Analytics (HCLA), and Data Storytelling (DS). MMLA is a subfield

of Learning Analytics (LA) that aims to support teaching and learning by extracting

the meaning of physical activity (e.g., embodied team activity) from multimodal data.

HCLA approaches support the design of tools that are suitable for the purpose and are
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1.2. RESEARCH QUESTIONS

pleasant to use (Buckingham Shum et al., 2019b). HCLA approaches can be used to

better contextualise multimodal data, as they reinforce the need for human inference and

deep awareness of the context, ensuring that teachers and students’ voices are taken into

consideration (Worsley et al., 2021b). To support multimodal data interfaces for educa-

tional stakeholders, this thesis builds on the literature of Information and Visualisation
(InfoVis) and the Guidance visualisation paradigm that aims to support casual users,

or users with low analysis expertise, to narrow the gap of data visualisation interpreta-

tions (Schulz et al., 2013). Data Storytelling (DS) is one way to provide guidance, as a

compression technique, to help an audience effectively understand what is important

in an visualisation, communicating key messages combining data, visualisations, and

narratives (Ryan, 2016). ‘Telling stories’ with data in these ways enables the elicitation

of deeper reflections in an effective manner.

Therefore, this thesis progresses in tackling the different challenges outlined above,

by investigating the applied problem that can be formulated as follows: How can
salient aspects of embodied team activity be automatically identified and de-
rived insights be communicated to support timely, productive reflection? The

thesis map in Figure 1.2 represents a summary of this thesis in relation to its context,

research questions, contributions, and validations, which are briefly summarised below.

The following sections describe the four research questions that motivated this thesis

(Section 1.2), the research goals (section 1.3), and the contributions of this thesis (section

1.4).

1.2 Research Questions

Motivated by the two gaps identified in the literature: i) a dearth of studies automatically
capturing and analysing data from embodied team learning, and ii) lack of studies inves-
tigating how insights extracted from learning analytics can be effectively communicated
to support reflection., four research questions were derived.

RQ1: What modelling techniques can enable identification of salient aspects
of multimodal embodied team learning according to the learning design
(teachers’ pedagogical intentions)? This question tackles the challenges of con-

textualising low-level multimodal data within the semantics of embodied activity

in a given context.
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CHAPTER 1. INTRODUCTION

RQ2: How can insights be extracted from multimodal sensors and communi-
cated to students and teachers to support teaching and reflection on em-
bodied team activity? This second question seeks to explore alternative ways

to communicate outcomes from analytics, which may be complex to interpret for

non-expert data users.

RQ3: To what extent can students and teachers reflect on embodied teamwork
activity using MMLA interfaces? This question addresses the absence of infor-

mation in regard to the use of Multimodal data stories, specifically, it will explore

if the proposed prototypes can support students and teachers in reflecting on their

embodied activities.

RQ4: To what extent can MMLA interfaces for students and teachers be au-
tomatically generated? The last question addresses the need to validate the

feasibility of implementing a solution to scale up the automatic modelling and

visualisation process from the beginning to the end. Also, it refers to alternatives to

bring teachers into the loop with tools to co-configure the automated feedback they

want to provide to student teams, based on the data they have and the learning

activity context.

1.3 Research Goals

Against the research questions above, the main goals of the thesis are formulated below.

1. Formalising stakeholders’ requirements into specifications that can be used by the
system to contextualise and automate generation of meaningful Multimodal data
stories to support students’ and teachers’ reflections. To scale-up solutions that

can support different requirements of stakeholders. For instance, ideating ways

to capture teachers’ pedagogical intentions to drive analysis and the automatic

generation of tools to support students’ reflections.

2. Implementing modelling techniques to map low-level multimodal data into team-
work aspects. Eliciting the teachers’ requirements may lead to defining specific

strategies to interrogate data in search of insights into student behaviour or pat-

terns during a embodied team activity. Theory and the learning design may also

lead to the identification of relevant and meaningful teamwork aspects to support

productive reflection.
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3. Designing and evaluating alternative ways to communicate multimodal data stories.
Different ways of generating student data stories may reveal how stakeholders

interpret them and can suggest the use of specific types of graphs or visuals to

communicate particular insights. Exploration of visual alternatives can also provide

a more robust corpus of data visualisation types and techniques to communicate

data insights.

4. Providing automatic tools for teachers to define their pedagogical intentions and to
generate Multimodal Data Storytelling. The main goal of this thesis is to investigate

how to automatically generate meaningful MMLA interfaces that teachers can

take control of to provide relevant feedback to students about their embodied team

activities.

1.4 Contributions

This thesis main contributions are briefly described as follows.

1. A methodology to elicit teachers’ pedagogical intentions. This contribution assists in

the formalisation of stakeholders’ requirements. It includes a step-by-step method-

ology and a tool for teachers to capture their pedagogical intentions in a structured

way which can be interpreted by the computer to run further analysis and plot

enhancements on the visual outcomes (Chapters 4 and 7).

2. A modelling toolkit to map from low-level indoor positioning data to higher order
constructs. This contribution brings a set of modelling techniques to interrogate

multimodal data and find salient aspects that may be relevant for the embodied

team activity (Chapter 4).

3. A set of alternative multimodal visual interface designs to communicate student
salient aspects of embodied team activity. This contribution provides a set of eight

MMLA interfaces designed for teachers and students to use for reflection. Four of

the alternatives explored included visual elements to enhance the MMLA interfaces

and support stakeholders in making sense of them. Four of them were low-fidelity

prototypes and four were fully automated and functional prototypes (Chapters 5

and 6).

4. Qualitative evaluations of MMLA interfaces. The exploration and perceptions of

teachers and students were captured as part of this thesis to investigate to what

7



CHAPTER 1. INTRODUCTION

extent prototypes are effective in communicating insights about the embodied

team activity to support reflection. Five in-the-wild qualitative studies support this

contribution (Chapters 5 and 6).

5. A modular Functional Architecture. This contribution uses a conceptual Framework

(section 7.1), used to map all the modelling techniques and the generation of

prototypes, as a reference to define an architecture, which can be a reference for

further implementations.

6. Reference Implementation to automatically generate multimodal data stories. This

contribution demonstrates how an automated solution can be implemented to scale

up the automated generation of data storytelling to communicate insights from

multimodal data (Chapter 7)

The thesis is structured in eight chapters. Chapter 2 introduces the literature review

and previous work, that supports the identification of the thesis gaps and research

questions. Chapter 3 presents the conceptual framework (section 3.1), that guides the

modelling and generations of data stories; the learning contexts (section 3.2), that

supports the evidence to answer the different research questions, and the research

methodology (section 3.3). Chapter 4, presents contribution 1, the methodology to map

teachers’ pedagogical intentions, and contribution 2, the modelling techniques explored.

Contributions 3 and 4 are explained in Chapters 5 and 6, where the prototypes designed

and the results of their evaluation with students and teachers are described, respectively.

Contributions 5 and 6 are introduced in Chapter 7, which describes the functional

architecture and reference implementation to automate the creation of data stories to

support embodied team activity. Finally, Chapter 8 covers the discussions, limitations of

this research, and future work.
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LITERATURE REVIEW

Four bodies of research literature provide the context for this thesis: i) embod-

ied team learning, ii) learning through reflection, iii) data storytelling, and iv)

multimodal learning analytics interfaces.

2.1 Introduction

There are clearly many forms of professional activity that require the mastery and

integration of embodied cognition. While this starts with one’s own body, in teamwork, it

also implies coordination, practical interactions (social and physical ones), and effective

communication with others. Embodied learning is critical for professional sectors such

as emergency response, safety training, healthcare, or co-teaching. Training and profes-

sional development of students often requires students to reflect upon their behaviours,

and potentially upon mistakes that they have made, but in common embodied settings

key actions are often hard to capture such that they can provide evidence to support

these reflections. Sensor and technology capabilities, embedded in the physical learning

environment or worn by trainees, are improving and becoming more readily available.

That motivates researchers to exploit the data they provide to study embodied team

learning.

This thesis considers different areas of research that attempt to gain insight from

multimodal data collected in scenarios involving embodied teamwork. Then it attempts

to design and communicate effective evidence of embodied team activity to support
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students reflection on their physical practices. Figure 2.1, shows the key research areas

relevant to this research. In line with the research questions, Section 2.2 introduces

foundational research on embodied team learning (Section 2.2.1), the importance of

reflection for learning (Section 2.2.2), and Learning Design (LD) (Section 2.2.3). Section

2.3 reports on the foundations of Multimodal Learning Analytics (MMLA) and previous

work exploring ways to extract meaning from multimodal data. Moreover, this section

presents a review of current Multimodal Learning Interfaces (e.g., visual outcomes or

dashboards) to support learning.

RESEARCH QUESTIONS

1) The dearth of studies automatically capturing and analysing 
data from embodied team activity, according to the learning 

design

2) The lack of studies investigating how insights extracted from 
learning analytics can be effectively communicated to support 

reflection.

How can salient aspects of embodied team activity be automatically identified and derived insights be communicated to
support timely productive reflection?

CSCW / CSCL / Embodied Team Learning

Learning Design Multimodal Learning Analytics (MMLA)
interfaces

Learning by Reflection Data Storytelling

LITERATURE GAPS

APPLIED PROBLEM

C
ha

pt
er

 2
TH

ES
IS

 C
O

N
TE

X
T

RQ1: 
What modelling techniques can
enable the identification of salient
aspects of multimodal team
activity according to the learning
design (teachers' pedagogical
intentions)?

RQ 2:  
How can insights be extracted
from multimodal sensors and
communicated to students
and teachers to support
teaching and reflection on
embodied team activity? 

RQ 4: 
To what extent can MMLA
interfaces for students and
teachers be automatically
generated? 

Prototypes Implementation
RQ 3: 
To what extent can
students and
teachers reflect  
on embodied team activity
using MMLA interfaces? 

Modelling

PRIMARY LITERATURES

Figure 2.1: Partial thesis diagram that represents the research context and key research
questions this thesis addresses.

Next, this chapter presents a review of data storytelling (DS) as a strategy to bet-

ter communicate complex data to educational stakeholders, using DS to guide their

interpretations. Section 2.4 explores the foundations and previous work on DS to guide

educational stakeholders in making sense of visual interpretations. Finally, Section 2.5

explains the applied problem that I solved during my thesis and lists the research gaps

that I have identified in this previous literature, which in turn have guided the definition

of my research questions.

2.2 Background and Foundations

This thesis focused on providing evidence-based tools that are effective in supporting re-

flection processes on embodied team activity. Thus, this section presents the background
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and foundations of embodied team learning, the importance of learning by reflection,

and the definition of Learning Design (LD).

2.2.1 What is Embodied Team Learning?

Embodiment involves understanding interactions in terms of practical engagement with

the social and physical environment. Rogers (2012, Chapter 6) explains that embodiment

brings different theories or aspects to account for different behaviours (e.g., in describing

what actions occur in a physical shared space and in encouraging students to learn

from physical manipulation of objects). Although important, embodied activity is not

the only mental but also physical (Stolz, 2015). Being in a collocated scenario highlights

the need to consider physical, emotional, and social aspects to understand the learning

environment as a whole. Embodied learning is closely connected with the idea of learning

by doing and engaging with the environment, which are significant aspects of experiential

learning. Examples of embodied learning are activities that focus on the active role of

students where emotions play an important role (for example, simulations and role-

playing) (OECD, 2018). Because of the possibility for students to practice in real scenarios,

embodied learning is particularly suited to teaching creative skills such as curiosity,

sensitivity, multi-perspective taking, risk taking, and metacognitive and executive skills

that foster learner achievement (Treffinger et al., 2002). A variety of skills and attributes

are supported during an embodied team activity, for instance, physical competencies (e.g.,

coordination and fluency, kinaesthetic awareness), personal qualities (e.g., responsibility

and leadership, communication), collaboration (e.g., teamwork), and cognitive skills (e.g.,

problem solving, decision making).

Teamwork in embodied environments remains an important competency in many

disciplines and professions. Although in the literature the terms group and team are

sometimes used interchangeably (Cohen and Bailey, 1997), it is important to realise that

there are differences between the two. For instance, Forsyth (2018) (p. 351) stated: “Not

all groups are teams. Teams require more from members in the way of collaboration and

coordination”. This point is emphasised by Salas et al. (2000) (p. 341), who defined a team

as “two or more individuals with specific roles interacting adaptively, interdependently,

and dynamically towards a common and value goal, within an specific time span” .

Importantly, Zoltan and Vancea (2015) extended this position, claiming that a team can

be considered a specialised type of group and defined as “a structured group working well-

defined goals that require coordinated interactions; and mutual trust and accountability

to complete certain tasks” (Forsyth, 2018). This thesis uses the term team to describe a
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group where specific roles have been defined (e.g., main teacher or team leader), each

member has been assigned a role, members exhibit high interdependency on their actions,

and a shared goal has been defined toward the completion of the embodied activity.

During an embodied teamwork activity, the role of interaction and collaboration

with others is critical (Okita, 2012). Collaborating in physical, face-to-face settings (f2f)

provides unique benefits that are not easy to achieve in digitally mediated forms of

teamwork (Johnson et al., 2000). The literature suggests that rich multimodal communi-

cation channels in the f2f mode can promote social bonding (Nardi and Whittaker, 2001),

trust building (Wilson et al., 2006), increase creativity (Gloor et al., 2012), productivity

(Olson, 2002), or being an effective member of a team (de Lima and de Souza, 2017).

Additionally, teamwork skills include behaviours such as adaptability, performance mon-

itoring, leadership, communication patterns, and interpersonal coordination, as well as

the participants’ feelings about the team (e.g., team cohesion, mutual trust) (Dickinson

and McIntyre, 1997).

The dimension of teamwork can be very difficult to measure and evaluate, as it

involves different and complex qualities such as effective communication, team ori-

entation, team leadership, monitoring, and coordination. For example, in their work

Cannon-Bowers et al. (1995, Chapter 10) conceptualised and made explicit various team

competencies with the aim of specifying training requirements for effective teams. The

authors link the different competencies with task and situational factors, making the

complexity of teamwork training clear. Considering the various factors teamwork in-

volves in f2f settings, learning to engage in embodied teamwork and teaching it are,

therefore, difficult tasks. This is because the activity students engage in during embod-

ied practices is ephemeral. When ephemeral it is difficult for students and teachers to

remember what they did in detail, and hence challenging to self-assess. At the same time,

teachers must be able to orchestrate their classes and provide effective and accurate

feedback to individuals and (often multiple) teams practising at once. But this can be

difficult to provide due to the complexity of the situation in which the students are often

acting (which can include, for example, multiple teams performing complex activities).

A number of frameworks have been developed to understand both online and em-

bodied team activity. For embodied learning environments, they have been increasingly

used to support different dimensions of human teamwork (e.g., cognition, skills, and

attitudes). For example, the Blended Interaction Framework (Jetter et al., 2014) struc-

tures the design space of Computer Supportive Cooperative Work (CSCW) into four

spaces: individual and social interactions, the task, and the physical space. Other frame-
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works such as Activity-Centred Analysis and Design (ACAD), proposed by Goodyear

and Carvalho (2016), provided a three-dimensional view of group and team activity: 1)

set, which includes physical and digital spaces and objects (e.g., input devices, screens,

software, material tools, or furniture); 2) epistemic, which includes both implicit and

explicit knowledge-orientated elements that shape the participants’ task and working

methods; and 3) social, which includes the variety of ways in which people might be

grouped together (e.g., dyads) and the scripted or emerging roles, and division of labour.

Another critical foundational theoretical dimension to understand the CSCW work, is

the affective aspect, although it can often remain invisible (Roth et al., 2016). From the

point of view of Echeverria et al. (2019) group and team activity could include at least

four dimensions; physical, epistemic, social, and affective. As will be elaborated in more

detail in the following sections and in Chapter 4, this thesis uses the dimensions of the

ACAD framework (epistemic, physical, and social) to frame the embodied team activity.

In addition, the affective dimension was included, as technology is making it possible

to explore inner processes that can impact embodied team activity. To contextualise

the dimensions used for this research, the following three subsections introduce the

foundational and background work on these four dimensions.

2.2.1.1 The epistemic dimension of embodied team learning

The ACAD dimensional view explained that a learning activity (e.g., embodied team

activity) is, at minimum, physically, socially, and epistemically situated (Goodyear and

Carvalho, 2016). Goodyear et al. (2021) (p. 448) explain that the student’s activity is

epistemically situated, which from their view includes:

“both (a) the role of knowledge-laden task specifications in giving students

suggestions about directions to travel and about good things to do on the way,

and also (b) a recognition that students, as people, are always already doing

various things, in which various forms of knowledge and ways of knowing

play a role”

. I agree with the ACAD vision, which argues that student activity is epistemic because

what teams do is significantly influenced by the task they are set. Typically, team

development patterns are largely the result of environmental factors such as time

constraints and task characteristics (Fransen et al., 2013). Given the task at hand and
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the deadlines to deliver results, solving these task-related problems will have a greater

influence on team development than the dynamics of interpersonal relations (Gersick,

1988).

The role of the task in teamwork is mentioned in the Team Evolution and Maturation

(TEAM) model (Salas et al., 2009), which combines existing theories and ideas into

a general team-development model. In fact, Fransen et al. (2013) explain the stages

of teamwork using the TEAM model and the convergence of task-related skills and

team-related skills during team maturation. In their view, a team does not have to go

through all stages and may start at different stages, according to the past experiences of

the team and its members.

In short, taking into account the literature above and previous exploration on the

epistemic dimension as a potential modality to gain insight into the embodied team

(Echeverria et al., 2019), I acknowledge the important role of the task during the embod-

ied team activity. The expected (e.g., teachers expectations of what students will do in

response to a proposed task) or emergent tasks (e.g. individual and team spontaneous

tasks performed as a result of the f2f interaction) affected the team results. For that rea-

son, I investigated the epistemic dimension as part of this thesis. This will be developed

in Chapters 4, 5, and 6.

2.2.1.2 The social dimension of embodied team learning

Embodied team activity is socially situated, which means that what the team (and the

individuals that it is composed of) does is influenced by what people around them are

doing (Goodyear et al., 2021). The embodied team activity is intrinsically social because

different social aspects take place while an activity is unfolding. For example, teamwork

can have social aspects such as cultural norms, interactions with peers and others in

cooperative work, definition of roles, division of work, definition of learning networks with

peers, formation of social arrangements, or definition of individual and team agreements

on how to achieve team tasks (Goodyear and Carvalho, 2016).

In an attempt to use technology to understand the social aspects of teamwork,

Erickson and Kellogg (2000) developed the notion of Social Translucence. It refers to

the use of computer-mediated systems to provide social cues (visibility, awareness, and

accountability) that can be lost as a result of moving away from interaction in physical

spaces into the digital sphere. Social Translucence is relevant because it aims to make

people’s activities visible to others. In physical spaces, invisible aspects of the social

dimension, which includes the variety of ways in which people might be grouped together
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(Echeverria et al., 2019), might include: people activities, team behaviour, scripted or

emerging roles, communication among peers, divisions of labour, or social presence.

This thesis explored different social aspects of embodied team activity, including

physical social presence (developed in Chapter 4.2.2.2), social arrangements (developed in

Chapter 4.2.2.3), and scripted and emerging roles (developed in Chapter 4.2.1). Although,

for this thesis, audio was collected with the intention of understanding communication

patterns during embodied team activity, none of the modelling techniques discussed in

Chapter 4 focused on audio.

2.2.1.3 The affective dimension of embodied team learning

Although the ACAD framework did not explicitly consider the affective dimension, it

considers the mental and emotional aspects in its definition of activity, referring to it as

“what the student is actually doing during a period of time in which they are meant to be

learning something” Goodyear et al. (2021) (p. 446). Affective aspects have been identified

in the foundational theoretical work (Vygotsky, 1997) as critical to understanding the

work of CSCW, although they can often remain invisible (Roth et al., 2016). For example,

previous studies have found that physiological features (e.g., electrodermal activity,

hypoxic ventilatory response) may serve as indicators of affective states at individual

(Haataja et al., 2018; Neubauer et al., 2016) and group levels (Dich et al., 2018; Haataja

et al., 2018). Other physiological signals (Galvanic Skin Response -GSR-, Heart Rate -HR-

, Respiration Rate -RR- and Skin Temperature -ST-) are also used to identify emotions

(Basu et al., 2015). The affective dimension is of interest to researchers as it is now

possible to shed light on affective aspects using video recordings or physiological sensors.

Physiological data can provide a deep understanding of the affective dimension of

teamwork. This is because changes in physiological data can influence student deci-

sion making, perception, human intelligence, or team interaction. Realistic simulated

scenarios can lead teams to: experience different emotions (e.g., anger or happiness)

in safe scenarios, and achieve their learning goals (Berragan, 2011). These stressful

experiences are meant to reflect the types of pressure students will encounter in authen-

tic workplaces, thus helping to induce authentic training experiences. There is strong

evidence that stress has an important effect on student engagement and motivation and,

consequently, influences learning outcomes (Pearsall et al., 2009; Rousseau and Aubé,

2010). Teamwork relies heavily on handling various aspects such as sharing work load

(Carvalho et al., 2007). Human workload is related to human performance (Desmond

and Hoyes, 1996), for example, an appropriate mental work load could reduce human
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error and enhance team performance (Skitka et al., 2000).

However, the stress generated in these close-to-real situations can also be confronting

and hinder learning. For example, according to Schwabe et al. (2012), stress markedly

impairs memory retrieval, causing, for instance, the risk of underachieving tasks. High

levels of stress can cause decreases in motivation leading to low academic performance

(Pascoe et al., 2020). As stress and cognitive load can affect embodied teamwork in

positive or negative ways, a deeper understanding of aspects such as stress levels during

teamwork activity can drive future research on the implications of stress in learning.

Therefore, considering the role of aspects such as stress and cognitive load in learning

during embodied team activities, the affective dimension was considered as part of the

exploration of this thesis. This work will be elaborated on in more detail in Section 4.2

and Sections 5.1 and 6.3.

2.2.1.4 The physical dimension of of embodied team learning

The physical dimension, also presented in the ACAD framework (Goodyear, 1991), was

revised and is part of the context of this research to explore and better understand

the physical aspects of the embodied teamwork activity. The embodied team activity is

physically situated and involves tools and other resources that come to hand in specific

spaces (e.g., simulation wards or laboratory), the space, and interactions happening in

the space affect the activity which is being performed. The modelling of the physical

dimension for this thesis was mainly grounded on the Theory of Proxemics, which will

now be discussed in detail.

A team’s performance depends not only on how members perform their individual

task, but also on how they coordinate and cooperate with each other, and how effectively

they use the resources and space available. Extensive research has illuminated more

precisely how this works. For instance, in the review conducted by Hall et al. (2018),

the authors illustrated how teams that have worked together to successfully build trust

and develop an understanding of who knows what, who does what, and how things are

done may facilitate high productivity. This is partly why proxemics has been used as a

lens to study complex and dynamic interactions between team members who embody a

teamwork activity, particularly in contexts where the use of space is critical to complete

certain tasks.

Proxemics can be broadly defined as the study of the ways people use physical spaces

and interpersonal distances to mediate interactions according to their cultural context

(Hall, 1966b). The theory of proxemics has been applied to a variety of fields (such
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as robotics (Fiore et al., 2013), architecture (Hall et al., 1968), education (Martinez-

Maldonado et al., 2020b), and urban planning (Harvey, 2005)) with the purpose of

analysing spatial behaviours and mobility dynamics in both indoor and outdoor spaces

(Dael et al., 2015). For instance, patient and doctor’ interactions can be measured based

on body distances and rotation to assess how patient satisfaction is affected by non-verbal

cues (Montanari et al., 2018). When proxemic constructs are integrated into the work

of an ethnographer, it is possible to generate a better understanding of the physical

dispositions of people that naturally emerge during interactions in relation group tasks

and the physical structures of the collaborative space (Marshall et al., 2011). These

observations can lead to the identification of spatial behaviours and tools that maximise

connectivity and interaction possibilities (Marquardt and Greenberg, 2015).

In fact, in the proxemics lexicon, Ciolek (1983) defines constructs which encapsulate

different aspects of the study of space in social contexts. For example, Cristani et al. (2011)

used the notions of interpersonal spaces and distances to identify the establishment of

social ties among group members. Setti et al. (2015) focused on the proxemic construct

of formations or arrangements, based on people’s proximity and body dispositions, to

examine how people establish conversation groups in informal settings.

In the teaching and learning space, Martinez-Maldonado et al. (2020b) proposed

the notion of classroom proxemics, to explore the meanings that certain spaces in the

classroom take up according to the proximity of teachers’ teams to students and classroom

resources (e.g., desks, whiteboards, and personal computers). This is something that can

be explored using various analytics services.

In short, proxemics have been used as a lens to analyse socio-spatial interactions

in embodied teamwork settings. I will refer to this particular application of proxemics

as teamwork proxemics. This thesis will build on the proxemics lexicon to identify

critical proxemic constructs that can guide the modelling from indoor positioning data to

meaningful representations of spatial team behaviours (see modelling in Sections 4.2.2.2,

4.8, 4.2.2.4 and prototypes in Section 5.2).

2.2.2 What is learning through reflection?

According to Dewey (1997), reflection involves retrospective observation of the expe-

rience to discern explanations for what happened. Reflection is defined as “a personal

process that can deepen one’s understanding of self and can lead to significant discoveries

or insights” (Desjarlais and Smith, 2011)(p. 1). Reflection is a process that involves play-

ing back a period of time related to previous valued experiences in search of significant
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discoveries or insights about oneself, one’s behaviours, one’s values, or knowledge gained.

An important goal in reflection is to bring attention to an indeterminate situation (Dewey,

1986) by gaining clarity and fully experiencing what has happened. It is important to

gain closure during reflection and not to ruminate repeatedly about the experience.

Raelin (2002) and Amulya (2004) both stress the importance of reflective practice

but propose different reasons why it is important. Raelin (2002)(p. 1) describes reflective

practice as “the exercise of periodically stepping back to ponder the meaning of what

has recently transpired to ourselves and to others in our immediate environment”.

He presents it as a public and open process by which an individual’s interpretations,

evaluations, and assumptions are subjected to the review of others in order to avoid bias

and errors in perceptions of reality. Amulya (2004), on the other hand, focuses more on

the process in general and less on whether it is an individual or collective experience.

She states that the purpose of reflection is to learn from experiences. She describes

certain experiences that can provide learning opportunities through reflection: struggles,

dilemmas, uncertainties, or breakthroughs. In fact, recent work on reflection emphasises

the need to study reflection “as an individual and social process” (Noffke and Brennan,

2005)(p. 74). In line with the literature, I have investigated reflection sessions with both

individuals (one student / teacher at a time) and teams (all team members).

Additional work on reflection explained different moments when this process can take

place. Schön (1987)’s influential work on “reflective practitioners” contrasts reflection-in-

action and reflection-on-action as critical components of the development of expertise.

Reflection-in-action takes place during an action, and reflection-on-action takes place

after an event has occurred. Key competencies can be developed while the embodied

team activity unfolds (Schön’s notion of reflection-in-action) as has been demonstrated in

teaching, healthcare, and team training (An et al., 2019; Sellberg et al., 2021; Zhang and

Sarcevic, 2015). However, Schön emphasises the importance of reflection-on-action to

recognise how our knowing-in-action may have contributed to unexpected outcomes or

how it can contribute to the further development of competencies to be demonstrated in

future events. For example, teachers often reflect on evidence after a class to understand

how their actions may have impacted student learning (Russell, 2003). This thesis

focusses on understanding how students reflect after their embodied team activities. I

have chosen to do this because the embodied team activities that I have investigated

may benefit from this type of reflection.

Becoming a reflective practitioner implies the need to actively strive to continually

improve your practice (Helyer, 2015). However, significant challenges remain in generat-
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ing effective ways to support active reflection on embodied activity. Researchers have

explored the kind of reflection processes that commonly occur in physical spaces. Many

of these studies have mentioned that reflection in the classroom is low-level (Ingvarson

and Rowe, 2008), and generic (Brooks et al., 2019). In fact, in the work presented by

Hattie and Yates (2014), about ways to promote learning (e.g., reflection scenarios), the

authors explain how students perceive them as nil while teachers allege promoting them

relatively high-level and routinely. A possible explanation for these contradicting points

of view, concern the assessment of team processes. In physical spaces, it is difficult to

monitor the multiple interactions that occur among team members. Researchers have

proposed different approaches to understand team dynamics (e.g, salient aspects of em-

bodied team activity) with the aim of generating solutions to help teams learn and work

effectively (Forsyth and Diederich, 2014; Rousseau et al., 2006). While direct observation

is one approach, consisting of manually documenting interactions (Goodyear and Car-

valho, 2014), this has serious limitations: is time consuming for teachers and probably

does not always represent behaviour in its totality, but only an extract of what happened

during the task. Another approaches focused on video-based products to support this

reflection, they are often impractical for classroom use, resulting in students rarely using

this evidence to inform reflection (Mariani and Doolen, 2016).

Given the limitations of direct observation and video-based, a complementary strategy

is to collect evidence from the embodied team activity using advanced technology and

software developments such as sensors and pervasive devices. Technology provides

opportunities to deliver scalable tools for reflection on embodied team activity. Although

reflection has been identified as a potential process to support learning there is a need

for automated evidence-based reflection tools in physical spaces to support embodied

team activity. Further sections in this chapter will illustrate the role of technology in

supporting teaching and learning.

2.2.3 Learning Design

Learning design (LD) can be used to refer to the artefact or product resulting from the

design process, which may be a plan or a formal description of the sequence of learning

activities that can be carried out on an e-learning platform (Oliver et al., 2007). It can

also be seen as a resource to help teachers devise effective learning experiences aimed

at achieving defined educational objectives in a given context (Mor et al., 2015). In fact,

according to Conole (2012)(p. 118),
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"learning design has developed as a means of helping teachers make informed

choices in terms of creating pedagogically effective learning interventions

that make effective use of new technologies. Learning design representations

enable teachers to document, model, and share teaching practice. Learning

design also encompasses both the process of designing learning experiences

as well as the product, that is, the outcome or artefact of the design process".

This resource could also be used to assist teacher enquiry into student learning as an

integral part of teacher learning (Hansen and Wasson, 2016). For this thesis, the LD is

considered as a strong artefact, which contains teachers’ plans for a set of learners to

achieve specific learning outcome goals (including the necessary environment and re-

sources). The LD is relevant for this thesis because it provides the educational objectives

that contextualises the embodied team activities.

A learning design can represent different levels of granularity, from a whole course

down to an individual learning activity (e.g. simulation). In addition, it can be a formal

representation which is computer-runnable or simply a semiformal way of describing the

learning intervention. Yang and Goodyear (2014) use the related term educational design,

which they define as “the set of practices involved in constructing representations of how

to support learning in particular cases or the set of practices involved in constructing

representations of how people should be helped to learn specific circumstances” (p. 167).

This also means that part of the plan incorporates the different means used to promote

learning in class, for example, by leading a debriefing session using specific tools. In that

regard, I consider the LD important for teachers to plan how to include technological

resources to support their practice (e.g. using a data visualisation resource to guide

discussion in class).

In this thesis, the learning designs of each learning context used to validate and

evaluate the research questions will be described in detail in Section 3.2. These learning

designs were used to inform both the modelling techniques (Chapter 4.2) and the design

(Chapters 5 and 6).

The next section turns to the use of Learning Analytics in physical spaces and visual

interfaces to deliver technological solutions to the problems that have been discussed

here. Both opportunities and challenges will be discussed later in the revision of previous

work.
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2.3 Data-driven aids to reflection on embodied
teamwork

Having introduced embodied teamwork, reflection, and learning design, I now turn to

the way in which data can be used to support an effective reflection process on embodied

teamwork. Specifically, this section focuses on previous research that uses technology for

educational purposes (teaching and learning) in physical spaces to support teamwork.

The following sections provide a guide to allow the reader to recognise the gaps in the

existing body of work, which in turn motivates the four research questions that drove

my project (see Section 1.2).

According to the Society for Learning Analytics Research (SOLAR)1, Learning An-

alytics (LA) refers to the measurement, collection, analysis, and reporting of data on

learners and their contexts, for the purposes of understanding and optimising learning

and the environments in which it occurs. SOLAR claims that:

"Learning Analytics sits at the convergence of Learning (e.g., educational re-

search, learning and assessment sciences, educational technology), Analytics

(e.g., statistics, visualisation, computer/data sciences, artificial intelligence),

and Human-Centred Design (e.g., usability, participatory design, sociotechni-

cal system thinking)."

LA solutions began, and are still most widely associated with, analysing student

activity within online learning technologies accessed via desktop, laptop, and mobile

devices (e.g., Learning Management Systems, online tutors, online courses, etc.). However,

during the past 10 years interest has grown in analysing embodied, collocated learning

in physical spaces (e.g., classrooms, laboratories, class practices etc.), reflected in the

emergence of Multimodal Learning Analytics (MMLA). The following sections describe

previous work on MMLA highlighting the ways in which it has yet to fully support

embodied team activity.

2.3.1 Multimodal Learning Analytics

MMLA supports learning beyond the clickstreams and keystrokes of conventional per-

sonal and collaborative computing. Although multimodal analysis has always been part

of the LA agenda, it was formally defined in 2013 by Blikstein (2013) (p. 105), as:

1https://www.solaresearch.org/about/what-is-learning-analytics/
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“a set of techniques that can be used to collect multiple sources of data in

high frequency (video, logs, audio, gestures, biosensors), synchronise and

code the data, and examine learning in realistic, ecologically valid, social,

mixed-media learning environments.”

In MMLA approaches, sensor data is collected from spatial environments and bodies,

coupled with analytics informed by educational theories to understand and support

learning and teaching processes (Di Mitri et al., 2018). Data collected from different

types of devices, measurement techniques, experimental setups, and other sources are

called multimodal data.

A multimodal approach, for Learning Analytics purposes and for this thesis, recog-

nises the plurality of approaches that learners can use to demonstrate or experience

learning (Worsley et al., 2021b). Thus, I argue that by expanding the set of modalities, I

might better understand complex phenomena such as embodied teamwork and support

the automated generation of evidence-based reflection tools that people can interact

with (e.g., through haptic, audio, and visual mechanisms). In this way, sensors can make

certain aspects of teamwork visible and persistent that otherwise remain invisible and

ephemeral. Furthermore, each modality can add value in improving the interpretability,

robustness, and uniqueness of the whole phenomenon or system that has been observed

(e.g., learning) (Worsley et al., 2021b). A range of benefits of multimodal data for educa-

tion are described in Di Mitri et al. (2019), who propose that, in principle, multimodal

data can (i) allow institutions to complement the digital representation of students and

(ii) add additional information on cognitive states or metacognitive factors that influence

learning (see Chapter 4 for details on multimodal data modelling techniques). Therefore,

MMLA uses and triangulates between traditional and non-traditional forms of data

to characterise or model student learning (learning behaviour detection and learning

construct estimation) in complex learning environments (Worsley, 2018). Evidence about

different modalities of student interaction enables the creation of new ways of studying

learning in physical contexts, such as understanding how embodied team behaviours

relate to learning outcomes (Blikstein and Worsley, 2018) or finding patterns that can

be used to personalise instruction (Sottilare et al., 2017). For this thesis, the MMLA

approach aims to provide a deeper understanding of both learning and teaching processes

during embodied team activity, as is now becoming possible.

Applications of MMLA techniques in diverse learning settings have demonstrated

the potential to use them to understand collocated phenomena. For instance, Ochoa et al.

(2013) use video, audio, and pen strokes to extract features that discriminate between
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experts and non-experts in groups of students solving mathematical problems. In their

results, the expertise of students was estimated using: i) the percentage of time that the

students use the calculator, ii) the speed at which the student writes or draws, and iii) the

percentage of time that the student mentions numbers or mathematical terms. Similarly,

Prieto et al. (2016) use multimodal features and models to extract teaching activities

(e.g., explanation vs. questioning). For this research, the teacher wore several sensors

(using a single-electrode portable electroencephalogram -EEG-, mobile eye tracking

Googles, plus a smartphone) to capture relevant teaching practice data. These previous

work exemplify the work in MMLA and illuminate various challenges of multimodal

approaches. I have identified two main challenges (Fernandez-Nieto et al., 2019) i) the

challenge of focusing too much on sensors and multimodal data rather than the purpose

of research, to interpret multimodal data in the lens of educational needs and ii) the

challenge of creating effective multimodal interfaces for non-data experts, referring to the

way multimodal data should be fused, processed, modelled, and effectively communicated

to support user interpretations.

To create MMLA interfaces for non experts we first need to give meaning to multi-

modal data, and then work on interfaces that this user group can easily use to support

their practice. The next sections present previous research completed within the MMLA

community to partially address these challenges. Then, I will introduce the gaps that

I have identified in the literature on MMLA to provide tools to support reflection on

embodied team activity.

2.3.2 Giving meaning and modelling multimodal data

This section introduces the work completed to tackle one of the challenges in the materi-

alisation of MMLA solutions, namely understanding multimodal data for educational

purposes.

To date, most of the current work in MMLA has adopted a bottom-up approach.

This means that the focus has been on what sensors can tell us about collaboration or

individual learning rather than on identifying higher-order constructs that are important

in educational terms (Prieto et al., 2017). For the case of embodied team activity, a

bottom-up approach means that researchers may want to collect sensor data first (e.g.,

posture or movement using a Kinect sensor or voice or conversation patterns using

a microphone) to then use analytics (e.g., machine learning algorithms or statistical

analysis approaches) to interpret (e.g. classify) behavioural patterns and associated

them to team dynamics. This approach gives prominence to technology and leaves aside
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stakeholders and educational requirements. In contrast, a top-down approach would

focus on understanding the purpose of research and prioritising higher-order educational

constructs over technology (Prieto et al., 2017). In a top-down approach, researchers

would invite stakeholders to participate in the definition of potential MMLA solutions.

In this way, the technical aspects, such as sensors, data, and software to be used to

analyse such data, would be shaped based on the learning design and the actual needs of

teachers and students.

There is a small amount of work in MMLA focused on making sense of multimodal

data to provide meaningful educational insights that can be relevant to teachers and

students in the context of their embodied activity (Yan et al., 2022). Specifically, three

approaches have worked to provide meaning to multimodal data collected from physical

spaces. Such approaches consider human inputs in the modelling or the use of constructs

to contextualise raw data.

The first approach focuses on the human annotation of multimodal data to find

meaningful patterns (Di Mitri et al., 2019), through the Visual Inspection Tool (VIT).

This allows users to include annotations in time intervals to express their interpretations

of portions of multimodal data. In this way, the data captured are contextualised with

human observations by providing a meaning according to the embodied activity. A

second approach proposed by Worsley (2014) makes use of the notion of “Epistemic

Frames” (EF) as a way to characterise combinations of student features (e.g. by fusing

data such as posture and gaze) into frames. Epistemological Framing “is a construct

developed in anthropology and linguistics to describe how and individual or teams forms

a sense of ‘What is it that is going on here?’ ” (Scherr and Hammer, 2009)(p. 149).

Using EF Worsley (2014) present an algorithm to (a) identify multimodal behaviours

(e.g., using human hand/wrist movements into gestures instead of using raw data), (b)

compare this behaviour over time, and (c) seek to understand the behaviour exhibited by

different individuals (under experimental conditions). Although this research focused

on identifying correlations between multimodal data and learning outcomes, it also

incorporates constructs to gain meaning from raw data. Buckingham Shum et al. (2019a)

propose the need for a careful mapping from multimodal data to High-Order Constructs

(HOCs) to give meaning to multimodal data during the design process rather than in use.

In their research, the authors introduce the notion of a Multimodal Matrix (MM). The

MM is an M x N data structure in which each data modality M is coded into N columns

of the matrix, which are called multimodal observations. This research also mentioned

that complex contexts, such as education (teaching and learning) and social sciences in
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general, require mix-method methodologies, because, this kind of methodology brings

additional perspectives for data interpretation. In the context of MMLA, multimodal

data can also be understood using qualitative analysis, which can be associated with

constructs that humans can easily interpret (Johnson et al., 2007; Onwuegbuzie and

Leech, 2005). For example, the MM is designed so that both machines and humans could

write new columns of interpretations.

The first two approaches were used for research purposes in controlled settings,

but not in a real-life scenario. Moreover, only the third example explicitly refers to the

embodied team activity. This research thesis builds upon previous approaches that aimed

to connect or interpret multimodal data to provide meaningful educational information,

specifically in the work by Buckingham Shum et al. (2019a). However, finding new

approaches to support non-data experts in making sense and understanding multimodal

data about multiple collaborators is a required step towards the creation of new ways to

facilitate the provision of feedback and assessment by using MMLA interfaces. Therefore,

the first gap from the literature motivating this thesis is described as follows:

Gap 1: the dearth of studies automatically capturing and analysing data from
embodied team activity, according to the learning design.

For this thesis, the LD is a tool that provides context and meaning to multimodal

data. Commonly, the LD also defines the learning objectives or goals of the embodied

team activity. Thus, including the LD in the process of gaining meaning of multimodal

data may potentially generate relevant and meaningful aspects of embodied teamwork

to support learning and teaching goals. Therefore, considering the gap above and the

opportunities explored, leads to the first research question explored in this thesis:

RQ1: What modelling techniques can enable the identification of salient as-
pects of multimodal team activity according to the learning design?

In chapter 4, a set of techniques to model multimodal data is introduced as a contri-

bution of this thesis.

2.3.3 Multimodal Learning Analytics Interfaces

Few MMLA interfaces have been designed for teachers or students, user groups who are

not necessarily skilled in the interpretation of data. The data novice status of these users

makes it especially challenging to automatically provide interfaces based on multimodal
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data that provide feedback about performance in embodied teamwork settings. Even

less emphasis has been given to providing support to students that prompts reflection so

assisting them with learning how to become part of a high performing team.

The analysis of multiple data streams introduces challenges in data integration,

interpretation, and visualisation (Blikstein and Worsley, 2018). MMLA tools can very

easily generate complex interfaces, which explains, in part, the dearth of suitable MMLA

user interfaces for teachers and students. Another explanation for this scarcity is that the

infrastructure is not yet widespread. Nonetheless, as MMLA continues to grow as a field,

it is likely that more interfaces will emerge to support students and teachers. For example,

Echeverria et al. (2019) designed four visualisations, each related to one modality: speech

(Figure 2.2); arousal (Figure 2.5); positioning (Figure 2.3) and logged actions (Figure 2.4),

but did not combine them into a single interface to facilitate reflection.

Ochoa et al. (2018) attempted to create interfaces by visualising logs of students’

activity around a tabletop. The multimodal data used included logged actions, verbal

participation, gaze direction, and emotional traits. The initial teacher feedback was

positive, but the prototype was not evaluated in authentic contexts with the students

(see Figure 2.6). The preliminary work of Vujović and Hernández Leo (2019) investigated

how to compress arousal and noise information during meetings (see Figure 2.7), but

this interface was designed for interpretation by educational researchers, not teachers or

Figure 2.2: High-fidelity prototype of Multimodal Interfaces. Social proxies in the physical
space. The orange node represents the patient and blue nodes the nurses. Edges represent
communication among nurses and with the patient (Echeverria et al., 2019)
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Figure 2.3: High-fidelity prototype of Multimodal Interfaces. Physical localisation and
proximity proxies. Circles represents zones of interest around the patient’s bed, while
links represent transitions among zones (Echeverria et al., 2019)

students.

In contrast, a tool designed to provide support for teachers called EduSense (Ahuja

et al., 2019) provided classroom data to teachers about their own practices. Using

networked 4K cameras to capture audio and video, body and face keypoints are visualised

using icons to represent students’ hands raised, upper body poses, smiling, mouths open,

and sitting/standing (see Figure 2.8). EduSense unified a solution to provide measures

such as total hands rise, total silence, total student speech, and total instructor speech.

Although it was implemented in controlled and in-the-wild scenarios, there are no

automated interfaces to support teachers and students in their practice yet. Recently,

the work of Alzoubi et al. (2021) has explored the design of dashboards using the data

generated by EduSense. The interfaces used in this research are evolving mock-ups that

Figure 2.4: High-fidelity prototype of Multimodal Interfaces. Log data, three different
ways in which nurses performed chest compressions (Echeverria et al., 2019)
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Figure 2.5: High-fidelity prototype of Multimodal Interfaces. Timeline proxies of EDA
indicating: EDA peaks (orange dots); b) physical intensity (represented by different
shades of blue); and c) EDA peaks that may be affected by intense physical activity (grey
dots). (Echeverria et al., 2019)

have been evaluated with teachers but have not been automated or used in the classroom

to support reflection.

The work presented by Di Mitri et al. (2021) implements a solution to provide

feedback to students on cardiopulmonary resuscitation (CPR) performance, using 3D

kinematic data of body joints and electromyographic data (EMG sensors) to recognise

the movement of arms and hand gestures. Feedback consists of vibrations and audio

indicating aspects about compression such as depth or the use of body weight. From

the qualitative evaluation of the feedback tool with students, some aspects, such as the

clarity or opportunity of feedback, need to be improved.

Continuing the focus on individual student support, but for slide presentations,

Domínguez et al. (2021) uses audio, video, and a slide deck presentation to provide

automatic individual visual feedback on aspects of their presentations, regarding posture,

gaze direction, voice volume, and slide quality. For posture and gaze, a classifier is used to

indicate ‘good’ or ‘bad’ performance (e.g., open postures are a ‘good’ feature), as well as pie

charts indicating the percentage of time that students were looking at certain locations
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Figure 2.6: An excerpt of the multimodal transcript from a group interaction (Ochoa
et al., 2018)

Figure 2.7: Visualization three measured parameters in a unique graphic presentation
(Vujović and Hernández Leo, 2019)

(e.g., the audience, as seen in Figure 2.9), while a classifier categorizes volume of a voice

as high or low. In the same way, the presentation training system (Sensai) (Kurihara

et al., 2007) using a microphone and a camera provides feedback to the presenter about

speed, pitch, and eye contact, combining speech and image processing techniques (Figure

2.11). These last three examples illustrate the potential of MMLA but the reports are

restricted to individual student behaviour, rather than providing feedback on teamwork.

However, there is growing interest in using multimodal sensor-data to disentangle
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teamwork. In their exploration of prototypes for research purposes, Worsley et al. (2021a)

used a visual tool (BLINC) to instantiate their view of different collaboration concerns

elicited from 131 university students. Using audio, the authors capture conversations

during team activity and display approximated visual indicators about when the group

was discussing, asking questions, or being silent, as well as direction of the conversation

(e.g., front or back) and keyword detection. Similarly, Praharaj et al. (2021b) prototyped

a dashboard to explain what students talk about in collocated collaboration settings. In

their approach, the authors analyse the student’s conversations by visualising, in an

interactive network graph, the strength of the linkage between words and phrases (see

Figure 2.10). The authors indicated that their dashboard can be easily scaled and is fully

dynamic and interactive for research purposes. However, the authors also acknowledge

the need for an additional evaluation of how teachers or team members make sense of

the dashboard. However, the complexity of multimodal data means that the interfaces

generated were mainly explored for research purposes, and less work has worked to find

methods for building interfaces that support productive students’ reflections on complex

phenomena such as embodied team activity.

Although previous research on MMLA has focused on gaining meaning from low-

level data mainly for research purposes, less attention has been paid to the design

aspects of the interfaces used to communicate insights, and the interpretation difficulties

of educational stakeholders that have been documented in the literature (Bodily and

Verbert, 2017b; Landherr et al., 2010; Verbert et al., 2013). Corrin and De Barba (2014)

found that students often find LA dashboards very unfamiliar, making it difficult for

them to understand. As reported in the review conducted by Bodily and Verbert (2017a),

Figure 2.8: Top row: Example classroom scenes processed by EduSense (image data is
not archived; shown here for reference and with permission). Bottom row: Featurized
data, including body and face keypoints, with icons for hand raise, upper body pose,
smile, mouth open, and sit/stand classification (Ahuja et al., 2019).
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Figure 2.9: Gaze direction section of the original feedback report (Domínguez et al.,
2021).

only 6 articles have generated tools for students to provide relevant learning material,

which is critical to achieving the students’ goals. Likewise, Pokorny and Pickford (2010),

identified very interesting elements when students talked about their perceptions of

visual interfaces in the classroom. For example, es explained by Pokorny and Pickford

(2010) students felt that they did not have the possibility to compare their performance

with standards, they found very difficult to use general feedback (e.g. number of visits to

the material) to evaluate their learning goals.

This lack in the existing literature opens up the second gap that motivates this

research:

Gap 2: the lack of studies investigating how insights extracted from learning analytics

can be effectively communicated to support reflection.

In short, the current interpretation challenges found in many student/teacher —fac-

ing LA interfaces, in general, are even more profound for the case of MMLA innovations,

which commonly deal with complex, heterogeneous data streams. There is a small but

growing interest in creating MMLA interfaces for non-data experts (Echeverria et al.,

2019). Therefore, my second research question is motivated by the lack of studies investi-
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Figure 2.10: Dashboard with social and epistemic component of students’ conversations
(Praharaj et al., 2021b)

Figure 2.11: Online feedback. (Left) Real time monitor. (Trafic signals) Visual Alerts
(Kurihara et al., 2007).
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gating how insights extracted from learning analytics can be effectively communicated

to support reflection.

RQ2: How can insights be extracted from multimodal sensors and communi-
cated to students and teachers to support teaching and reflection on em-
bodied team activity?

Chapters 5 and 6 describe a set of MMLA interfaces crafted for students and teachers

to reflect on embodied team activity.

The work presented in the next sections addresses the lack of guidance for students

to interpret and reflect upon their own multimodal data in the context of their embodied

team activities (e.g., nursing simulation).

2.4 Foundations of Data Visualisation and
Storytelling

Constructs from cognitive psychology and visualisation science, such as visual attention,

perception, judgement, and decision-making, are critical to designing effective LA end-

user interface designs (Alhadad, 2018). Combining storytelling with visualisation to

generate visuals that provide context with relevant information has been of interest to

Information and Visualisation (InfoVis) researchers. This section summarises some key

foundations of data visualisation and storytelling, in relation to these constructs, in the

form of principles.

First of all, there is a distinction to draw about the types and purposes of data

visualisations. For this thesis, exploratory analysis is “what you do to understand

the data and figure out what might be noteworthy or interesting to highlight to others”

(Knaflic, 2017, Chapter 1). As Knaflic (2017) indicates, exploratory analysis is “like

hunting for pearls in oysters”. On the other hand, when a clear message or insight

needs to be communicated, it is better to use an approach grounded in explanatory
visualisation. In that case, explanatory visualisation can be used to communicate a

specific story you want to tell (one of the pearls).

The ultimate objective of data visualisation in LA is to ease the cognitive load

of educational stakeholders and facilitate the interpretation of the visual elements

used to encode educational data (Alhadad, 2018). One way to support the teacher and

student interpretation process is by using salient visual features to influence attentional
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capture (Principle 1). Attention capture is the phenomenon in which attention is

directed involuntarily toward a target stimulus based on the characteristics of that

stimulus (Knaflic, 2017; Matzen et al., 2017). This means that pre-attentive attributes,

which are properties of visualisations that people notice without using conscious effort

(such as variations in colour, shape, enclosure, intensity, hue, or size), can actually be

configured/designed for helping ‘end-users’ interpret the key information that is relevant

to them (Barrera-Leon et al., 2020). In order to emphasise some visual elements, others

need to be de-emphasised. Therefore, it is critical to avoid visual clutter as it can severely

degrade attention and impair comprehension (Principle 2). Reducing visual clutter,

or the excess of information and lack of order, enables the ‘end-user’ to allocate more

cognitive capacity for essential processing (Alhadad, 2018; Munzner, 2014).

In addition to highlighting and de-emphasising elements, the use of text to commu-

nicate insights can directly support inference-making (Principle 3). Visual narrative

refers to the use of visual and textual elements to convey a story (Segel and Heer, 2010).

Generally, the viewer’s attention is orientated toward text (Matzen et al., 2017). This can

be used for explaining the meaning of certain data points (if known) (Echeverria et al.,

2018b) or to emphasise sections in a visualisation that require the viewer’s attention

(e.g., using text to also achieve Principle 1 (Knaflic, 2017)). Finally, some types of visual

representations inherently help or hinder the understanding of the data and subsequent

inferences made (Principle 4). This means that choosing the right type of visualisation

representation for particular goals and educational contexts is key (Alhadad, 2018). I use

these four principles to derive the designs of the MMLA interfaces described in Section

6.3.

As mentioned above, students and teachers can generally be considered non-data

experts (users who have little or no data analysis experience (Schield, 2004)). Empirical

research has shown that even students of Science, Technology, Engineering, Arts, and

Mathematics (STEM) often face difficulties in interpreting and understanding charts

(Maltese et al., 2015). Moreover, students can also be considered casual users of LA

systems (Cuff, 1980) since, first, LA tools are commonly a novel form of tools for most

students, and second, LA tools will typically be used sporadically to reflect on work (Tan

and Koh, 2017).

Research in information visualisation (InfoVis) argues that guidance should be

provided to support casual users, or users with low analysis experience, to interpret data

visualisations (Schulz et al., 2013). Guidance can be defined as “a computer-assisted

processes that aim to narrow the data interpretation and exploration gap encountered
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by end users” (Ceneda et al., 2017)(p. 2). Schulz et al. (2013) described different ways in

which this concept can be materialised, such as by enhancing the charts using visual

cues, allowing users to select from various visualisation techniques, and guiding users

through prescriptive data exploration workflows or via Data storytelling (DS).

DS is a suite of information design and “compression” techniques to help an audience

effectively understand what is important in a visualisation (Ryan, 2016), communicating

key messages clearly and effectively through the combination of data, visuals, and

narratives (Dykes, 2015). Ryan (2016) and Knaflic (2017) distilled the following DS

principles (which are in line with the principles described above to reduce the cognitive

load of educational stakeholders):

• DS1. DS is goal-orientated. A data story should have a very specific goal, which

enables the identification of the data that should be visually emphasised. This can

help designers and researchers establish clear boundaries about what needs to be

communicated and what does not. Although it may sound simple, many learning

data visualisations can be designed to invite students or teachers to explore the

data without a clear goal in mind.

• DS2. A data story should be based on a suitable chart type. Some charts

work better for certain purposes. For example, line charts can effectively show

changes over time Ryan (2016). In contrast, Knaflic (2017) devotes a whole chapter

to justifying why pie charts should not be used.

• DS3. A data story should first be stripped down. Decluttering is a critical

step to reduce the complexity of visual representation. This involves removing

headers, borders, grids, and data points that are not central to the story. Other

design aspects are important; for example, Knaflic (2017) proposes the addition of

titles to drive the intent of the visual, and captions to explain important features

of the data. The general principles related to alignment, use of colour, shape,

and texture are information design decisions that can have a strong impact on

sensemaking.

• DS4. A data story should guide attention. Only data points that are critical for

communicating a story should be emphasised using visual or narrative elements.

This can be achieved by 1) adding enhancements such as arrows, lines, symbols, or

enclosures; 2) changing color, contrast or thickness; and 3) annotating salient data
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features and adding headline titles that summarise the message of the story. These

DS principles will be illustrated through the prototypes in Chapters 5 and 6, below.

An additional data storytelling principle important for this thesis is the use of text

to communicate insights directly to support inference making (DS5). I will use this DS

principles later to describe the designs of the MMLA interfaces described in Chapter 5,

Section 5.1 and in Chapter 7 to define the architecture.

Figure 2.12: Storytelling with data example extracted from (Knaflic, 2017, Chapter 7)

Figure 2.12 illustrates the principles presented above as follows: the visualisation

uses a title to explain its purpose, which is to communicate the need for additional staff

(DS1); the type of visual used for this visualisation is a line chart, as it represents a

time series and changes over time are important in the story (DS2); the visualisation

removes unnecessary elements such as grids or not relevant data labels (DS3); the use of

colour is intentional to guide attention to messages in orange and blue (DS4); and the

visualisation uses text to communicate messages in a straightforward manner (DS5).

In their exploratory research, Figueiras (2014) presented different case studies on

how to combine visuals, annotations, and narrative to convey stories, although their

prototypes were not fully automated, they are a good reference for the strategies and

benefits of adding storytelling for data visualisation purposes. Similarly, the exploration
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of data stories awarded by Ojo and Heravi (2018) provided a reference of techniques and

the exploration of the benefits of DS to communicate insights. The next section presents

examples of LA research in which some authors have started to apply the principles and

techniques of infoVis to their LA tool designs.

2.4.1 Using Data Storytelling in MMLA to support student
learning

Data Storytelling has only started to be recognised in LA. For example, Chen et al.

(2019) proposed an approach to highlight and annotate video elements and slideshows to

present visual data to teachers to understand student progress. Similarly, Echeverria

et al. (2018b) showed how enhanced visualisations with DS elements can drive the

focus of teachers’ attention and lead to deeper reflections on the student’s data. The

same authors proposed that the instructional design of the teacher should drive the

visualisation design (Echeverria et al., 2018a), but to date they have only reported

laboratory-based trials with teachers in experimental settings.

Although this and the previous work discussed above examined the participation of

teachers in the design, it is also critical to understand how students can directly benefit

from multimodal data (as illustrated in Echeverria et al. (2018a,b); Martinez-Maldonado

et al. (2020a)). Although there have been great advances in the field, this literature

review has highlighted the need for alternative ways to evaluate how useful MMLA

interfaces can be in supporting education. There is a gap in the literature regarding the

lack of empirical evaluation with educational stakeholders validating the usefulness of
MMLA interfaces to support learning and teaching. This gap motivates the third research

question explored in this thesis.

RQ3: To what extent can students and teachers reflect on embodied team ac-
tivity using MMLA interfaces?

This thesis will report empirical findings from five authentic qualitative studies

with nursing students using seven (8) high-fidelity prototypes, presenting multimodal

learning stories for them to reflect on their errors, physiological arousal, and Teamwork

Proxemics during medical ward simulations.

In line with the previous gap,
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This lack of research on the design and evaluation of multimodal interfaces to support

educational stakeholders, rather than researchers, can be caused by infrastructure
issues (e.g., not scaled-up solutions).

In the work of Chen et al. (2019) (slideshows, explained above), the authors defined

an architecture where data processing and narrative systems are the main components.

A visual interface is also provided with different types of visual enhanced with text

narratives, which are generated based on a predefined question-list format about video,

assignments, forum, general actions, and learner tasks. Although this approach was

implemented for Massive Open Online Courses (MOOC), not for physical spaces, it

is a good example of how to use storytelling tools to assist teachers in the collection

and organisation of student data to produce data stories to facilitate finding learning

patterns. For physical spaces, Martinez-Maldonado et al. (2020a) introduces a conceptual

multimodal layered storytelling approach, whose objective is twofold: i) to categorise the

underlying multimodal data (sensor data) into meaningful layers of information and ii)

to apply data storytelling to drive visual attention to key events of the learning activity.

Although there are some conceptualisations and initial attempts to incorporate DS

improvements to support educational stakeholders, there have been no implementations

of fully automated DS interfaces to support reflection on embodied team activity.

The promise that DS could help to guide students reflections motivates this research

to prove if the prototypes that are becoming possible can be implemented in a scale-up

way. The available infrastructure is not yet widespread, but once it is possible, more

interfaces can emerge to support students and teachers. Although Martinez-Maldonado

et al. (2020a) generates prototypes that were not fully automated, the approach adopted

there motivates my final research question:

RQ4: To what extent can MMLA interfaces for students and teachers be auto-
matically generated?

The conceptual approach used to address the four research questions in this thesis is

fully described in Chapter 3. The Functional Architecture and the Reference Implementa-
tion to address RQ4 are described in Chapter 7.

2.5 Applied problem and gaps from literature

To this point, this chapter explained: the primary literature that provides context to this

thesis; the gaps identified from the literature review; the applied problem; and the four
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research questions that motivate this thesis. Figure 2.13 summarises the context of this

investigation.

RESEARCH QUESTIONS

1) The dearth of studies automatically capturing and analysing 
data from embodied team activity, according to the learning 

design

2) The lack of studies investigating how insights extracted from 
learning analytics can be effectively communicated to support 

reflection.

How can salient aspects of embodied team activity be automatically identified and derived insights be communicated to
support timely productive reflection?

CSCW / CSCL / Embodied Team Learning

Learning Design Multimodal Learning Analytics (MMLA)
interfaces

Learning by Reflection Data Storytelling

LITERATURE GAPS

APPLIED PROBLEM
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RQ1: 
What modelling techniques can
enable the identification of salient
aspects of multimodal team
activity according to the learning
design (teachers' pedagogical
intentions)?

RQ 2:  
How can insights be extracted
from multimodal sensors and
communicated to students
and teachers to support
teaching and reflection on
embodied team activity? 

RQ 4: 
To what extent can MMLA
interfaces for students and
teachers be automatically
generated? 

Prototypes Implementation
RQ 3: 
To what extent can
students and
teachers reflect  
on embodied team activity
using MMLA interfaces? 

Modelling

PRIMARY LITERATURES

Figure 2.13: Thesis context: literature, gaps, applied problem and research questions
-RQs.

The two gaps identified as a result of the literature review and evaluation are:

• A dearth of studies automatically capturing and analysing data from embodied

team activity (according to teachers’ pedagogical intentions)

• The lack of studies investigating how insights extracted from learning analytics

can be effectively communicated to support reflection

Considering the previous gaps the applied problem that motivates this thesis research

states as follows: How can salient aspects of embodied team activity be automatically
identified and derived insights be communicated to support timely productive reflection?.

The work presented in this thesis goes beyond previous work in: i) exploring other

modelling modalities and constructs to gain a deeper understanding of embodied team-

work (Fernandez-Nieto et al., 2021a,c) (chapter 4); ii) designing and evaluating new

explanatory DS interfaces (Fernandez-Nieto et al., 2021b; Fernandez Nieto et al., 2022)

and exploratory MMLA interfaces (Fernandez-Nieto et al., 2022, 2021c) (chapters 5

and 6); and iii) defining and explaining architectural considerations and illustrating

its technological implementation in an in-the-wild setting for automatically generating

MMLA interfaces for teachers and students (chapter 7).
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3
CONCEPTUAL FRAMEWORK AND RESEARCH

METHODOLOGY

This chapter1 describes the conceptual framework (see Figure 3.1) used to guide

the modelling and the generation of MMLA interfaces (Section 3.1). The learning

contexts that supported the evidence to address the different research questions

of this thesis (Section 1.2) are presented in Section 3.2. Then, based on the conceptual

framework and the learning situation, the research methodology used to develop this

research is explained and justified in Section 3.3.

3.1 Conceptual Framework

Motivated by designing meaningful analytics, this thesis explored an approach to drive:

analysis and modelling based on the learning design and the generation of automated

MMLA interfaces. The conceptual framework guiding this thesis is inspired by previous

research: Echeverria et al. (2018a)’s learning design driven conceptual model, that

uses the learning intentions to define rules which can be read by a data processing

system, their work focused on generating data story elements based on the rules and

1This chapter is based on: R. Martinez-Maldonado, V. Echeverria, G. M. Fernandez-Nieto, and
S. Buckingham Shum. 2020. From Data to Insights: A Layered Storytelling Approach for Multimodal
Learning Analytics. In CHI Conference on Human Factors in Computing Systems CHI’20. doi: 10.1145/
3313831.3376148.
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Martinez-Maldonado et al. (2020a), whose work introduces a conceptual multimodal

layered storytelling approach for physical spaces (see Figure 3.1).

Figure 3.1: Layered Multimodal Data Storytelling Approach. Conceptual framework
used to guide the modelling and design of multimodal data storytelling

The framework described in Martinez-Maldonado et al. (2020a) (see Figure 3.1) was

developed in collaboration with other researchers and myself. Our approach aims are

two-fold i) categorising the underlying multimodal data (sensor-data) into meaningful

layers of information and ii) applying data storytelling to drive visual attention to key

events of the learning activity. I used this framework to map all the modelling techniques

and the generation of prototypes for this thesis. Furthermore, my research goes beyond

this conceptual approach by exploring how to automatically elicit educational intentions

from teachers and how to automate the entire approach. In the conceptual framework

boxes represent artefacts such as data structures and interfaces. Circles represent input

parameters expressed as rules or templates to generate data structures or configure

visualisations. In our approach, multimodal low-level learning activity data (D) are

encoded into a meaningful information structure, as part of a multimodal modelling
process (M), based on domain knowledge (K) (e.g., students’ expected behaviours from

the learning design). This structure can be directly rendered visible as exploratory vi-
sualisations (V). However, our approach was enriched by including: assessment criteria
(A), used to generate a higher-order information structure; the Learner Model (LM), an

structured representation of student performance, misconceptions or difficulties; and

data stories (S), which are visualised in a layered explanatory interface using LM

and operationalising DS principles (described in Section 2.4).

The following chapters will present how this approach was used to gain insights

(M) from multimodal data (D) using the teachers’ pedagogical intentions and the learn-
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ing design (K,A) (see Chapter 4), to generate students (see Chapter 5) and teachers

(see Chapter 6) MMLA interfaces (V, LM, DS, S), and an implementation reference to

automate the whole approach (see Chapter 7).

3.2 The learning situation

Figure 3.2: Learning contexts from which positioning data were captured. Top: a science
laboratory. Bottom: a nursing simulation classroom.

This section describes the learning contexts that supported the evidence to answer

the main research question of the thesis (in Section 1.2).

This thesis focused on four learning situations that evolve embodied teamwork activ-

ity, three healthcare simulations, and one co-teaching scenario in a science laboratory.

These two context are of interest for this thesis because they both focused on training
professionals during embodied team activity. Nurses train to take care of a patient in

different situations while teachers work together to co-teach a a team in a science lab.

3.2.1 Healthcare Simulations

Healthcare simulation is a pedagogical approach that uses a constructivist learning

model to provide students with opportunities to experience teamwork and patient situa-

tions without compromising the care of real patients (Berragan, 2011). A simulation is an
embodied activity in which nurses interact in teams in a social and physical environment
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to provide care to a patient. During the simulations nursing students should learn bodily

experiences such as how to use the physical space, how to position themselves in the

space, how to interact with various physical and digital devices and how to interact with

others.

Simulations often start with a description of learning goals, followed by the simulation

itself, concluding with a debrief aimed at provoking students’ reflection on performance

and errors made. Nursing simulations supports professional training in aspects such as

increasing professional self-confidence immediately after training (Fuglsang et al., 2022),

gaining and learning theoretical concepts, developing critical thinking abilities (Lei et al.,

2022), and improving competency and emergency response ability (Guo et al., 2022).

Although errors in simulations can cause negative feelings in some students, current

studies suggest that constructively addressing errors can help learning (Palominos et al.,

2019). Although there are video-based products to support this reflection, they are often

impractical for classroom use, resulting in students rarely using this evidence to inform

reflection (Mariani and Doolen, 2016).

Various simulations are conducted as part of the curricula of any undergraduate

nursing program. Simulation classrooms are equipped with 5-6 beds with a patient

manikin on each. Students are commonly organised in teams of 4-5 members to take

care of each patient in a hypothetical scenario.

3.2.1.1 Simulation 1: Recovery from abdominal surgery

Simulation 1 was run in 4 classes by the same teacher (the subject coordinator). A total

of 19 students in their third year (all females, one team in each class) volunteered to

participate in the study and for their data to be recorded. The goal of the simulation was

providing care to a patient after an abdominal surgery. Students in each team played

the roles of team leader, recovery nurses (RN1, RN2), scribe (RN3) and the patient not

tracked (see Figure 3.2, bottom). According to the assessment criteria set by the teacher,

a highly effective team should have performed the following 5 actions:

1. Assess vital signs every 10 minutes

2. Check fluids, suction secretions, perform head tilt/chin, or add oxygen therapy after

the patient presents breathing obstruction

3. Administer Fentanyl within 10 minutes after the patient complains of abdominal

pain
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4. Administer a second bolus of Fentanyl after the patient complains of severe abdom-

inal pain

5. Administer Ondansetron within 10 minutes after the patient experiences nausea.

Based on the critical actions described above, the simulation can be divided into 6

phases:

• Phase 1: patient assessment (from the beginning of the simulation to the moment

that nurses realise that the patient presents breathing obstruction);

• Phase 2: IV fluid preparation and IV fluid administration (Fentanyl);

• Phase 3: IV fluid preparation and IV fluid administration (Fentanyl second dosis);

• Phase 4: patient experiences nausea (after Fentanyl administration);

• Phase 5: Ondansetron administration; and

• Phase 6: patient recovery.

3.2.1.2 Simulation 2: Allergic reaction to antibiotic

Simulation 2 was run in 5 classes taught by 3 teachers (including the same subject

coordinator). A total of 25 students in their third year (21 females and 4 males) volun-

teered to participate. The purpose of this simulation was to help nurses learn how to

react when a patient has an allergic reaction to some medication. Similar roles to those

in Sim 1 were assigned to members of each team. According to the assessment criteria, a

highly effective team should have performed the following 6 actions:

1. Perform an initial set of vital signs, after the teacher reads the initial handover

2. Administer the intravenous fluid -IV antibiotics

3. Perform another set of vital signs after the patient complains of chest tightness

4. Stop the IV antibiotic after the patient reacts to chest tightness

5. Perform an ECG after the patient complains of chest tightness

6. Call the doctor after stopping the IV antibiotic.
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Based on the critical actions described above, the simulation can be divided into 5

phases.

• Phase 1: patient assessment (from the beginning of the simulation to the moment

nurses realise that the patient needs IV antibiotic);

• Phase 2: IV fluid preparation;

• Phase 3: IV fluid administration;

• Phase 4: patient adverse reaction (since the patient starts complaining about the

allergic reaction until the moment the nurses stop the IV antibiotic); and

• Phase 5: patient recovery.

According to the subject coordinator, the simulation have 3 critical phases of interest

to understand students arousal levels:

• Phase 1: patient assessment (from the beginning of the simulation to the patient’s

chest tightness)

• Phase 2: critical patient deterioration (since the patient starts complaining about

the allergic reaction until recovery)

• Phase 3: patient recovery (from the patient recovery to the end of the simulation)

3.2.1.3 Simulation 3: Prioritisation of beds

Simulation 3 was run in 38 classes by different instructors. A total of 254 students in

their third/fourth year volunteered to participate in the study and for their data to be

recorded. The goal of the simulation was to provide care to four patients and prioritise

the care of each bed as a team. The students in each team played the roles of Graduate

Nurses (GN) 1 and 2 (primary nurses) and the Ward Graduate Nurses (WN) 1 and 2

(secondary nurses) and 4 manikins played the role of patients (see Figure 3.2 bottom).

According to the assessment criteria set by the subject coordinator, a highly effective

team should have performed the following 6 actions in the main bed:

1. Administer oxygen after patient respiratory depression;

2. Assess vital signs every 5 minutes;

3. Cease PCA (patient-controlled analgesia) after patient altered conscious state;
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4. Activate MET (Medical Emergency Team) calls after patient deterioration;

5. Administer Naloxone timely.

6. Students are supposed to take care of the other 3 beds; they have to prioritise care.

According to the subject coordinator, the simulation have 3 critical phases of interest:

• Phase 1: patient assessment (from the beginning of the simulation to the patient’s

respiratory depression)

• Phase 2: patient altered conscious state (since the patient starts feeling sleepy

until ceasing the PCA)

• Phase 3: patient recovery (after ceasing the PCA to the end of the simulation)

3.2.2 Science Laboratory

In the educational sector, teaching guides (e.g., (Jones et al., 2007) and professional

support staff or peers (Britton and Anderson, 2010) often recommend or prescribe to

teachers embodied strategies such as learning how to position themselves in specific

locations in the classroom (termed instructional proxemics (Chin et al., 2017)). These

guides and peer feedback are important for many teachers, particularly those in higher

education (HE), who rarely receive pedagogical training (e.g., teaching assistants, tutors,

and academics) or feedback on how to position themselves or effectively approach stu-

dents while delivering classes (Hagman et al., 2016). In the science laboratory, two or

more teachers are jointly involved in the educational process that manages classroom

behaviour. Co-teaching is an embodied team activity that requires coordination of the
instructional practice and understanding of own and others social and physical aspects
in the classroom. Teachers can benefit of training on co-teaching by learning how to

distribute their roles and workload (e.g., even/uneven distribution of roles), identifying

the different models of cooperation between educators (e.g., territoriality), or recognising

effective patterns for co-teaching.

3.2.2.1 Laboratory 1. Co-teaching

Laboratory 1’ learning context involves weekly 2 and a half-hour laboratory classes of

a first-year undergraduate science unit at University of Technology Sydney, in which

students run physics experiments. The lead teacher and a teaching assistant co-teach
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each laboratory with typically 30-40 students working in 10-13 teams of 2-3 students

each. The positioning data of both teachers was captured from 18 laboratories randomly

chosen (1-18). All laboratories were conducted in the same 16.8 m x 10 m classroom

(see Figure 3.2, top) equipped with workbenches, a lectern, a whiteboard, and multiple

laboratory tools. A limited number of photos were taken during the classroom sessions.

The laboratory session was divided in three phases (the study was focused on phase

2):

• Phase 1 includes the main teacher explaining the goals and giving instructions to

the students from the teacher’s desk (average duration 11.5 +/- 8 minutes, n=12).

• Phase 2 corresponds to the period in which all students start working on the

experiment(s) of the day in small teams (1.36 hours +/- 25 min).

• Phase 3 corresponds to the time when some teams complete their experiments and

start leaving the classroom (32 +/- 25 minutes).

3.3 Methodology

The methodology selected to address the research objectives of this thesis is Mixed-
Methods Research. This methodology is commonly used for research processes to

integrate quantitative and qualitative methods of data collection and analysis (Plano

Clark and Ivankova, 2016). Complex contexts, like education (teaching and learning)

and social sciences in general, require the use of mix-method methodologies, because this

methodologies brings additional perspectives for data interpretation. Mixed methods

research is, generally speaking, "an approach to knowledge (theory and practice) that

attempts to consider multiple viewpoints, perspectives, positions, and standpoints (al-

ways including the standpoints of qualitative and quantitative research)" (Johnson et al.,

2007). The mix of methods felicitated the linkage or integration of data seeking to have a

panoramic view, or having views from different perspectives through diverse research

lenses. In the context of MMLA, multimodal data can also be understood using qualita-

tive analysis, which can be associated with constructs that humans can easily interpret

(Johnson et al., 2007; Onwuegbuzie and Leech, 2005). For instance, mixed methods can

provide opportunities for participants to share their experiences and expertise across the

research process facilitating avenues of exploration that enrich the evidence and enable

questions to be answer more deeply (Shorten and Smith, 2017).
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As described by Ivankova and Stick (2007) the sequence of design of a mixed method

research commonly includes the following steps: (a) quantitative data collection; (b)

quantitative data analysis; (c) case selection, interview development protocol; (d) qualita-

tive data collection; (e) qualitative data analysis; and (f) integration of quantitative and

qualitative results. The procedures and expected products of each phase defined for this

doctoral thesis are explained below.

3.3.1 Quantitative data collection

Quantitative multimodal data (a), was captured from authentic classrooms during em-

bodied teamwork activities (health simulations and physics laboratory) using different

sensors and devices. The selection of the devices depends on the dimensions (epistemic,

physiological, affective, physical, and / or social) that teachers must include to provide

evidence-based reflection tools. Data collection (full details are provided in the next

subsections) was driven by the learning design of the healthcare simulations and the

teachers’ pedagogical intentions (e.g., learning objectives). This research also collected

qualitative data (e.g., human observations during the activity) to complement quantita-

tive data collection and for further analysis, as will be explained in Chapter 4. The next

subsections specifies the quantitative data collected from the nursing simulations and

the science laboratory.

3.3.1.1 Data collection for Healthcare simulations

The qualitative data collected during the simulations are described in Table 3.1 and

illustrated in Figure 3.3. The table 3.1 presents a description of the sensor data collected,

illustrative examples of the salient aspects of embodied teamwork that can be measured

with them, and the pre-processing considerations used for the different studies (e.g., how

the data was stored).

Students’ low-level positioning data was captured through wearable tags2. Tags,

carried in waist bags or armbands, were worn by students during the simulation (see

indoor positioning trackers in Figure 3.3). The x and y location and the body rotation of

students and the teachers were capture over the simulation.

The students’ physiological data was captured through (Empatica e4) wristbands

(see device picture in Figure 3.3). These record electrodermal activity (EDA) at 4Hz. EDA

signals are composed of both skin conductance responses (SCR) and skin conductance

2www.pozyx.io
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Figure 3.3: Quantitative data collection for healthcare simulations: positioning trackers,
physiological bracelets, microphones, video, and patient manikin logs.

Sensor data Illustrative Embodied Team Activity Metrics Pre-processing
Indoor position-
ing

Students’ spatial behaviours: 1) Co-presence in interac-
tional spaces, 2) Socio-spatial formations, 3) Presence in
spaces of interest (Fernandez-Nieto et al., 2021a)

Captured at 2-3Hz and then down-
sampled to 1Hz, data points ware for-
matted as follows:
{tagId, timestamp, x, y, rotation}

Physiological
data

Stress reactions during teamwork (Noroozi et al.,
2019; Ronda-Carracao et al., 2021), mental work load
(Vanneste et al., 2021)

Electrodermal activity (EDA) at 4 Hz.
Detect student arousal peaks (sudden
changes in skin conductance level). For-
matted as follows:
{timestamp, EDA, amplitude (amp),
Skin Conductance Responses width}

Log of actions What students were doing as a team and individually
(Fernandez-Nieto et al., 2021b), assessing teamwork
(Schraagen et al., 2010), observe social processes (Cross
and Clayburn Cross, 1995)

Observations were captured and for-
matted as follows:
{role, timestamp, action description}

Audio Effects of communication on performance (Fletcher and
Major, 2017), collaboration detection (e.g., talk vs si-
lence) (Martinez-Maldonado et al., 2013), total speak-
ing time (Bachour et al., 2010), detect collaboration lev-
els (Lubold and Pon-Barry, 2014) (intensity and pitch
of sound), predict collaboration quality (Bassiou et al.,
2016) (e.g., speech overlap duration)

Log of starting and stopping time of
video recording as follows:
{start timestamp, stop timestamp}
Audio files were stored indicating the
simulation session id and the role who
wore the device: {sessionId, roleId}

Video Detect indicators of collaboration (Davidsen and Ryberg,
2017; Scherr and Hammer, 2009) using gesture, posture,
gaze, eye contact, or other behaviours

Video files were stored indicating the
simulation session id.

Table 3.1: Sensor data collected and illustrative examples of its importance for embodied
team activity
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levels (SCL). The analysis of such components can be used to signal student-measures of

stress (Noroozi et al., 2019) or cognitive load (Vanneste et al., 2021).

Some students actions, such as assessment of vital signs, were detected by the

mid-fidelity manikin (Laerdal Nursing Anne). Other actions performed by each student

(e.g., stopping intravenous-IV fluid, writing on charts, and calling the doctor) were

manually logged by an observer (a researcher), but it could also be a student using a web

application, or a higher-fidelity patient manikin not available in all the classrooms of the

hosting universities. Finally, video and audio data were collected using in-house web

applications with third-party open-source libraries (see video camera in Figure 3.3). The

audio data are captured with lapel microphone (see Figure 3.3) or wireless microphones

and an audio interface (e.g., TASCAM US-16x083).

3.3.1.2 Data collection for the Science Laboratory

Figure 3.4 illustrates the devices used for the data collection in the science laboratory

while teachers were co-teaching. For this learning context, only the x-y coordinates and

body orientation data of the two teachers in each Science Laboratory (Context A) were

automatically recorded. The sensors used and the way the devices were worn are similar

to what was described above. Eight ’anchors’ were installed on the classroom walls to

triangulate the (x and y) positions of the badges.

Figure 3.4: Quantitative data collection for the science laboratory: positioning trackers

3https://tascam.com/us/product/us-16x08/top
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3.3.2 Summary of multimodal modelling techniques
(quantitative data analysis)

The objective of this phase (b) is to translate raw data into educationally meaningful
insights. However, mapping the huge amounts of data that sensors can generate to

meaningful constructs related to embodied teamwork (e.g., effective communication,

coordination, and leadership) remains a key challenge. Although logs can illuminate

what users do, they often say much less about why (Dumais et al., 2014) and how.

Modelling techniques that incorporate context as part of the analysis help provide
meaning to the data and inform the analytics. This thesis addressed this challenge of

enriching quantitative data streams with the qualitative insights needed to make sense

of them by adopting a Quantitative Ethnography (QE) approach (Shaffer, 2017). QE

was used to identify the salient aspects of the specific embodied teamwork activity.

Figure 3.5: Multimodal matrix used

To apply the QE approach for the quantitative analysis the Multimodal Matrix (MM)

Buckingham Shum et al. (2019a) (introduced in section 2.3.2), is generated to provide

context to multimodal data. The MM is a data structure (m by n) in which each data

modality m is coded into n columns of the matrix that are called multimodal observations.

Columns in the matrix represents the multimodal observations (literal A in Figure

3.5), for example, observation of the critical actions or the count of nurses arousal peaks.

Segments (m rows) are the smallest units of meaning considered for analysis and contain

instances of team behaviours (literal B in Figure 3.5), in this thesis every row represent

1 second of the embodied team activity. Columns can be group into dimension of group
activity (literal C in Figure 3.5), which can be epistemic, affective, physical, or social (as

explained in Section 2.2.1). Finally, the critical actions or phases of the learning context
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Multimodal data Modelling technique Section
Actions Identification of students’ sequence, timeliness,

and frequency errors and asserts
Section 4.2.1.1

Physiological data (EDA
data) and actions

Classification of students’ arousal peaks to stress
labels

section 4.2.1.2

Indoor positioning data
and actions

Teamwork Proxemics: Co-presence in interactional
spaces

section 4.2.2.2

Indoor positioning data
and actions

Teamwork Proxemics: Socio-spatial formations section 4.2.2.3

Indoor positioning data
and actions

Teamwork Proxemics: presence in Spaces of Inter-
est

section 4.2.2.4

Table 3.2: Multimodal modelling techniques explored as part of this research work

can help to define moments of interest to group segments into Stanzas (literal D in

Figure 3.5).

Multimodal observations and segments vary depending on the multimodal data. For

example, for actions (epistemic dimension) the absence or presence of certain key actions

is represented as binary flags (1, 0). For the physiological data the number of arousal

peaks is identified per minute, counted and recorded in the matrix for each team member.

The modelling techniques used to contextualise actions, indoor positioning data, and

physiological data will be described in more detail in Chapter 4. Table 3.2 summarises

the multimodal data and modelling techniques used in this thesis and reference the

section where the modeling technique is explained in more detail.

The analysis or modelling techniques used to gain insights from the multimodal

data are aligned to the feedback that the teachers require to provide to support the

embodied activity (simulation or laboratory). The analysis is normally guided by teachers’

pedagogical intentions (see Section 4.2.2.1) and theory (e.g., theory of Proxemics).

3.3.3 Selection of in-the-wild qualitative studies

Five in-the-wild qualitative studies (step c, select cases for the mixed-method approach)

were designed and conducted as part of this thesis to address the research questions

presented in Section 1.2. Only one of the studies considered the co-teaching context

(study 3, described in Section 6.1) the rest of them were focused on nursing simulations.

Figure 3.6 presents the list of studies, the first 2 focused on explanatory prototypes and

the other 3 on explanatory prototypes (see details about purposes of data visualisation

in Section 2.4). In four out of the five studies either teachers or students evaluated the

prototypes. The full description of the studies is presented in Chapters 5 (evaluation
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Figure 3.6: In-the-wild qualitative studies overview

with students and vignettes) and 6 (evaluation with teachers).

Please use table 3.3 as a reference to navigate thought the 5 studies in this document.

An additional study corresponding to a proof of concept is explained in Chapter 7. For

the proof of concept prototypes 1 and 2 were used to validate how feasible they are to be

implemented.

3.3.4 Qualitative data Collection

All qualitative studies (step d of the mix-method methodology) were conducted using

LATEP (Learning Analytics Translucence Elicitation Process), an elicitation protocol to

understand how non-data experts envisage the use of LA systems (Martinez-Maldonado

et al., ress). An illustrative example of the protocol used for the qualitative study 1 is

presented in the Appendix section of this document A. Reflection sessions (think aloud

and focused group) were recorded on audio tape, fully transcribed and coded using NVivo.

Five empirical studies (explained above) were conducted; the protocol used for each

evaluation changed according to the objectives that the empirical study was aimed to

address (see Chapters 5 and 6 for additional details).
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Study Learning Context Participants MMLA Interfaces Purpose
1. Layered
interfaces

Simulation 1 (Sec-
tion 3.2.1.1) Sim-
ulation 2 (Section
3.2.1.2)

Students - Students facing errors and physiological
data (Section 5.1)

Explanatory

2. Team-
work Prox-
emics

Simulation 2 (Sec-
tion 3.2.1.2)

Na. Illus-
trative
Vignettes

Teamwork Proxemics Vignettes (Section
5.2):
- Interactional space between nurses and
the patient (Section 5.2.1.1)
- Positioning of the team leader (Section
5.2.1.2)
- F-formations while stopping IV-antibiotics
(Section 5.2.2.1)
- How different teams used the spaces of
interest (Section 5.2.3.1)

Exploratory

3. Class-
room Dan-
delion

Simulation 2 (Sec-
tion 3.2.1.2) Lab-
oratory 1 (Section
3.2.2.1)

Teachers Classroom Dandelions (Section 5.2):
- Co-teaching (Section 6.1.4)
- Teachers mentoring or intervening (Sec-
tion 6.1.5.1)
- Spatial team dynamics 6.1.5.2

Exploratory

4. Spaces
of Interest
(SoI) ENA
representa-
tions

Simulation 2 (Sec-
tion 3.2.1.2)

Teachers Teachers’ facing students spatial abilities
(Section 6.3):
- ENA representations (Section 6.2.4)

Exploratory

5. Alter-
natives to
dashboards

Simulation 2 (Sec-
tion 3.2.1.2)

Teachers Teachers’ facing MMLA visualisation nar-
rative interfaces (Section 6.2):
- Visual Data Slices (Section 6.3.4.1)
- Tabular visualisation (Section 6.3.4.2)
- Written report (Section 6.3.4.3)

Explanatory

Table 3.3: Summary of qualitative studies and the proof of concept

3.3.5 Qualitative data Analysis

Following best practices of qualitative research analysis (step (e) of the methodology)

((McDonald et al., 2019) p. 13), and given the direct alignment between the study protocol

and the analysis themes, statements of interest were coded (Braun and Clarke, 2006) by

two or more researchers according to the pre-set themes of the study protocol:

1. Teachers or students perceptions on different MMLA interfaces while exploring

them.

2. Open questions regarding the potential uses of each MMLA interfaces to support

their reflection on embodied teamwork activities to improve their teaching and

learning practices.

The resulting coded statements were examined by the researchers (one of them the

author of this thesis), who had several discussions to select instances that illustrate the
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opportunities and concerns raised by the teachers and students.

3.3.6 Integration of qualitative and quantitative results

Finally, to integrate the qualitative and quantitative methods (step (f) of the method-

ology) interpretations and explanations of the results are presented at the end of each

study (see Chapters 5 and 6 for additional details on the results). General results of this

thesis are presented as discussions, implications and future research (see chapter 8).

Based on the evidence collected from the empirical studies, claims about the research are

generated and described in chapter 8. The conclusions are drew base on that claims as

contributions of this research. This process is described in the Aktinson and Hammersley

(1998)’ framework.

56



C
H

A
P

T
E

R

4
EMBEDDING TEACHERS’ PEDAGOGICAL INTENTIONS IN

A MULTIMODAL MODEL

Figure 4.1: Mapping from low-level data to the assessment criteria or teachers’ pedagogi-
cal intentions

The first and second contributions of this thesis are described in detail in this

chapter. This chapter focused on the first component (Figure 4.1) of the conceptual

model introduced in Chapter 3 (see Section 3.1). Thus, the chapter presents the

multimodal modelling techniques (M) that were used to assign meaning to the

multimodal data (D) collected from the physical class settings. This was achieved by

applying a model to the data based on the learning design (K) of the scenario and the
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expectations of the teachers about student performance, represented by the assessment
criteria (A) they set. Section 4.1, introduces the methodology for mapping from low-level

data to assessment criteria or teachers’ pedagogical intentions. Section 4.2 describes the

modelling techniques used to gain meaning from indoor positioning data, physiological

data, and epistemic (action) data. Section 4.2.2.1 introduces a methodology and approach

to elicit nurses spatial behaviours expected by teachers.

4.1 Embedding teachers’ assessment criteria and
pedagogical intentions in the multimodal model

Using the Quantitative Ethnography (QE) (Shaffer, 2017) approach presented in Section

2.3.2 the multimodal data collected was modelled to map low-level data to the assessment

criteria or teachers’ pedagogical intentions. Thus, QE was used to gain meaning of

multimodal data about the three dimensions of embodied team learning: epistemic

(Section 2.2.1.1), affective (Section 2.2.1.3), and physical (Section 2.2.1.4).

Figure 4.2: Application of the Multimodal Matrix modelling technique on the data of
one team member. (A) Multimodal observations, (B) Segments, (C) Dimensions of group
activity, and (D) Stanza

Different instances of the Multimodal Matrix (MM) proposed by Buckingham Shum

et al. (2019a), will be presented in this chapter. For sensor data, each row can represent
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a time window (e.g., one second) of the team activity. This way, the content of each

cell expresses an attribute of a given team member at that moment. Figure 4.2 is and

example of a MM representing epistemic and affective dimensions of group activity.

The MM shows a simplified representation of the modelling performed on the data of

one team. Figure 4.2A shows the critical actions (e.g., assessment of vital signs and

administration of IV antibiotic) and physiological arousal of a team member represented

as columns in the matrix. They correspond to multimodal observations of the epistemic

and the affective dimensions. For time series data, such as physiological data, each row

(segments) can represent a time window (e.g., one second in our studies) of team activity

(Figure 4.2B). Finally, for this study segments were grouped into stanzas to represent

meaningful associations using phases or milestones in the learning contexts, Figure

4.2D.

This MM representation enables automated coding of low-level quantitative data into

qualitative behavioural markers that can be grounded in generic features of teamwork

or other constructs and the specifics of the activity. For this research, the exploration of

modelling techniques was focused on the epistemic, affective, and physical dimensions

of teamwork (described in Section 2.2.1). The physical dimension was one of my main

interests during the investigation, that is why most of the techniques are focused on

making sense of indoor positioning data.

Regarding social aspects of group activity, this thesis explored nurses’ physical social

presence (develop in Section 4.2.2.2), nurses’ social spatial arrangements (developed in

Section 4.2.2.3), and nurses’ scripted and emerged roles (developed in Section 4.2.1).

The reference framework (Figure 4.1), was designed to implement QE approaches.

Thus, it facilitates the consideration of qualitative aspects to enrich the multimodal data.

For the modelling techniques presented in the next sections, I used the learning design

(K) or the assessment criteria or the teachers’ pedagogical intentions (A).

In order to contextualise the low-level multimodal data and drive the multimodal

modelling, this thesis incorporates: i) learning design (e.g., phases, expected actions

from effective teams), ii) teachers’ expectations or pedagogical intentions, and iii)

modelling of high-order constructs (HOC) (e.g., patient care or co-teaching). In a

higher-level, a HOC is defined in terms of one or many sub-constructs; a sub-construct is

described as one or many behavioural markers; and one behavioural marker is deter-

mined by one or many data/analytics. The multimodal modelling techniques explored as

part of this research are explained in the following sections.

The purpose of contextualising the modelling is to enrich the analysis from a qual-
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itative perspective to generate meaningful outcomes, which are closely related to the

embodied team activity. This can be possible by using the learning design (e.g., healthcare

simulations 3.2.1) created by the unit coordinator or by eliciting teachers expectations

of students. This research, follows a Human-centred Design (HCD) approach. Such

approaches (e.g., context design), help researchers and designers to observe people

in a natural context (often a work context), to discuss their observations in a multi-

disciplinary product development team setting, and to translate these observations into

specifications for an improved or new product or service (often an Information Communi-

cation Technology application) (Holtzblatt, 2007). Deeper understanding of the context

can be done by observations, exploration, and design research (Tschimmel, 2012) with

stakeholders. This research engages research in Human-centred Learning Analytics

(HCLA), as it reinforces the need for human inference and deep awareness of the learning

context, ensuring that teachers’ and students’ voices are taken into consideration during

the modelling and the design process. That way, the analytical outcomes are relevant

and meaningful for the students to reflect upon them and for teachers to support their

practice.

The following sections explored the modelling techniques used to map epistemic

(actions) data into errors (Section 4.2.1.1), physiological data (EDA peaks) into arousal

levels respectively (Section 4.2.1.2), and indoor positioning data into teamwork proxemics

(Sections 4.2.2.2, 4.2.2.3, and 4.2.2.4).

4.2 Multimodal modelling techniques

The following sections present the specific techniques used to model the epistemic,

physical, and, physiological dimensions of team activity 1.

4.2.1 Epistemic and physiological dimensions

Figure 4.2 illustrates the Multimodal Matrix (see Section 2.3.2) used to model epistemic

and affective data collected from Simulations 1 and 2 3.2.1.1 and 3.2.1.2. For this

modelling technique, I used both data modalities (activity logs and physiological) collected

from Simulations 1 3.2.1.1 and 2 3.2.1.2. The following sections provide additional details

about each modelling technique.

1Content based on the work presented in: Gloria Milena Fernandez-Nieto et al., "Storytelling With
Learner Data: Guiding Student Reflection on Multimodal Team Data", in IEEE Transactions on Learning
Technologies, doi: 10.1109/TLT.2021.3131842
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Type of Rule Purpose Example Data modelled
Sequence Gave feedback base on se-

quence of actions
Provide oxygen after the
patient respiratory de-
pression

Activity logs

Timeliness Gave feedback base on
timeliness of actions

Stop the IV device in less
than 5 minutes

Activity logs

Frequency Gave feedback based on
frequency of actions

Validate vital signs every
5 minutes

Activity logs

Arousal Peak
Level

Categorise the arousal ex-
perienced by a student as
very low, low, mild, high or
very high)

Team leader presented
very high arousal
peaks after the patient
deterioration

Activity logs and
physiological

Table 4.1: Types of rule-based algorithms used to model multimodal data

4.2.1.1 Activity logs modelling - from actions to errors

The five expected actions described in Simulation 1 3.2.1.1 and the six described for

Simulation 2 3.2.1.2 were observed as indicated in Section 3.3.1.1.

The absence or presence of certain key expected actions described in Section 3.2.1.2

is represented as binary flags (1, 0). Thus, one register in the MM log (a segment in the

MM) will indicate the time (a particular second during the sim) and whether a particular

critical action was performed (1) and not (0). Based on these and the assessment criteria

of the learning task, I created a rule-based algorithms to automatically detect errors in

the order or timeliness of student actions in the simulation task. Three types of errors

were automatically identified (see first three rows in Table 4.1). The sequence errors are

flagged if the group performed a critical action using the wrong sequence. For example,

if students forget to perform a vital signs assessment after the patient has complained

of serious chest pain. Timeliness errors are identified when students reacted slow and

performed certain actions too late according to healthcare guidelines. For example, this

happens if they take too long before calling the doctor after a patient’s crisis or if they

take too long to stop a medication that is causing an adverse reaction, which should be

done in less than 5 minutes in this simulation. An error related to frequency is assessed

by calculating the timestamp difference between two key logged actions that are meant

to be repeated, for example: assessing patient’s vital signs at least every 10 minutes.
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4.2.1.2 Physiological data modelling - from electrodermal time series to
arousal levels

This modelling technique considered the assessment criteria and phases specified for

Simulations 1 3.2.1.1 and 2 3.2.1.2.

The recorded EDA at 4Hz, was passed through the EDA Explorer 2 algorithm to

detect non-baseline-based arousal peaks (sudden changes in skin conductance levels)

in each student’s EDA signals (Taylor et al., 2015). The classifier implemented by Taylor

et al. (2015) includes features such as amplitude and first and second derivative of the

EDA signal. Particularly for Simulation 2, the number of arousal peaks per minute are

counted and recorded in a matrix for each team member. Then, a switch algorithm was

developed to assess the arousal peak level (Table 4.1, row 4). This categorises nurses’

levels of arousal during each of the 3 phases by calculating the ratio of arousal peaks

for each nurse compared to the highest ratio of arousal peaks experienced by a single

student that we have detected in all of our nursing simulation studies, including previous

work (5 peaks / minute) (Fernandez-Nieto et al., 2021a). This maximum ratio is divided

into quintiles of equal size which are used to categorise the arousal experienced into

very low, low, mild, high, or very high levels. Thus, for instance, teachers can know if the

student playing the role RN1 presented high arousal peaks during phase 2. Figure 4.2

shows how the MM was generated to identify the total arousal peaks for Simulation 2.

Using the notion of stanza (Figure 4.2 D), the count of arousal peaks can be aggregated

according to the simulation phases.

4.2.2 Physical dimension - localisation

The modelling techniques presented in this section use teachers’ pedagogical intentions

to gain a better understanding of indoor positioning data. The methodology used to elicit

teachers’ pedagogical intentions is documented and illustrated with three modelling

techniques. In addition, the modelling techniques illustrated in this section considered

Simulation 2 (Section 3.2.1.2). 3

2https://github.com/MITMediaLabAffectiveComputing/eda-explorer
3This section content is based on: Gloria Milena Fernandez-Nieto, Roberto Martinez-Maldonado,

Vanessa Echeverria, Kirsty Kitto, Pengcheng An,and Simon Buckingham Shum. 2021. What Can Analytics
for Teamwork Proxemics Reveal About Positioning Dynamics in Clinical Simulations? Proc. ACM Hum.
Comput. Interact.5, CSCW1, Article 185 (April 2021),24 pages. doi: 10.1145/3449284
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4.2.2.1 Mapping from low level positioning data to students behaviours
expected by teachers

In order to design meaningful analytics, it is necessary to understand the range of

team behaviours that are expected in a learning scenario. This is commonly captured

by the pedagogical intentions of teachers designing a simulation and, importantly, by

the criteria they intend to assess. Pedagogical intentions, can be often described as

teachers’ purpose, aims, and objectives, and they are prominent when planning for an

embodied learning activity (Nilsen, 2021).

Student behaviours expected by teachers
To illustrate how to embed the students’ behaviours expected by teachers in the

modelling, the students’ spatial behaviours for Simulation 2 (see Section 3.2.1.2) were

elicited from teachers. The five teachers (male = 1, female = 4, average years of teaching

= 12.6), who had previously taught the simulation, were interviewed to identify the

spatial behaviours they expected from the students in each phase. Each interview was

recorded using an online video conference platform (e.g., Zoom) and had an approximate

duration of 60 minutes. The interview followed a semi-structured format:

1. The purpose of the session was explained to the teachers

2. Teachers were presented with the phases of the simulation, using the visuals

representation in Figure 4.3 and according to the learning design (see Section

3.2.1.2), and

3. Teachers were asked to respond to the following question for each phase of the

simulation: What spatial behaviours would you expect students or certain roles to

exhibit in phase X (X , ranging from 1 to 5), if any?

The fully recorded interviews were grouped and categorised teachers’ responses to

identify the expected behaviours in relation to each phase using the NVivo qualitative

data analysis software tool. This resulted in a set of descriptions of the expected spatial
behaviours of students for this specific simulation that were discussed by the rest of

the research team (5 researchers). The team found consistent descriptions of expected

behaviours across teachers. Then, I conducted an inductive thematic analysis (Saldaña,

2015) across phases by searching emerging categories related to the types of spatial

behaviours that could be tracked using positioning technologies. The following three

categories emerged:
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Figure 4.3: Visual representation of phases in Simulation 2 used for the interviews

i Expected interactions between specific roles or with the patient

ii Expected social arrangements during the simulation

iii Expected spaces where a particular nurse should position herself/himself. The result-

ing categories were discussed with the rest of the co-authors and were mapped to

proxemics lexicon (Ciolek, 1983).

Table 4.2 summarises the spatial behaviours that were expected for each phase, and

was extracted from the teachers’ quotes. For example, in phase 1, all nurses are expected

to gather around the team leader to plan their activity (e.g., of category i - expected

interactions between specific roles), usually at the bed footer where the documentation

is commonly located (iii - expected spaces of interest). In phases 2, 3, and 4, at least

two nurses should be in close proximity to each other while they prepare (face to face

or side-by-side: ii - expected social arrangements), provide and stop (side-by-side for

one nurse to monitor what the other is doing) the IV-antibiotic, as per current national

guidelines (Australian Nursing & Midwifery Federation, 2020).

Although this section illustrates the elicitation process of students’ spatial behaviours,

other expected behaviours can be elicited using the same method for other modalities (e.g.,

audio). For instance, Ronda-Carracao et al. (2021) guided their analysis of physiological
data using the methodology described above. For that paper, we elicited nurses’ expected
physiological behaviours in terms of stress levels and cognitive load 4. Table 4.3 presents

an example of the expected behaviours of the nurses elicited from the teachers with

4Based on the paper: Ronda-Carracao, Miguel A., Olga C. Santos, Gloria Fernandez Nieto, and
Roberto Martínez Maldonado. "Towards Exploring Stress Reactions in Teamwork using Multimodal
Physiological Data." In MAIED@ AIED, pp. 49-60. 2021.
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Phase 1 Phase 2 Phase 3 Phase 4 Phase 5

- Nurses are expected
to be around the
patient most of the
time. (i)
- Nurses should be
together, around the
team leader. (i)
- Nurses are expected
to be close to the
patient performing
the initial assessment.
(iii)

- The antibiotic
preparation should be
performed by two
nurses. (ii)
- Fewer people should
be around the patient.
(i)
- Some nurses should
be at the medicine
room retrieving the
antibiotic and IV
equipment. (iii)

- The patient should
not be alone during
this phase. (i)
- Nurses are expected
to be near to the
patient validating
that the intubation is
working properly.
(iii)

- One nurse must be
assessing vital signs,
other doing the ECG,
other calling the
doctor, and one nurse
with the patient. (iii)
- The antibiotic
stopping procedure
should be performed
by two nurses. (ii)

- Nurses should be
together, around the
team leader, writing
a patient report. (i)

- At least one nurse should be assessing the patient vital signs every 10 minutes during the simulation. (ii)
- The scribe can be next to the patient, or at the footer of the bed through the simulation. (iii)

Table 4.2: Teachers’ expectations regarding the nurses’ spatial behaviours in each phase,
categorised as follows: i) expected interactions between specific roles or with the patient;
ii) expected social arrangements during the simulation; and iii) expected spaces where a
particular nurse should position herself/himself.

Phase 1 Phase 2 Phase 3 Phase 4 Phase 5
Stress
Potential
triggers of
stress/arousal

Not much stress.
It can variate, it
depends on the pa-
tient too (e.g.how
willing is the
patient to answer
questions or to
allow nurses to ap-
proach him/her).

Trying to figure
out which medica-
tion does the pa-
tient need.
Trying to figure
out what antibi-
otic to use and the
appropriate dose.

Probably if they have
not’ given antibiotics,
or using the equip-
ment correctly, they
should be a bit ner-
vous.
Administering the IV-
antibiotic is a techni-
cal skill. It could be
the first/second/third
time for them practic-
ing. For this course,
they should have prac-
ticed before. Some of
them are confident,
some not.

Critical trigger.
The allergic reac-
tion can be very
surprising for
nurses.
Majority of stress
peaks should hap-
pen in phase 4,
due to changing
conditions of the
patient.
They should be
aroused all the
time during this
phase.

Depends on expe-
rience.
Less stress be-
cause at this
point the criti-
cal moment had
happened.

Cognitive
Load
What can
make team
members ex-
periment with
cognitive load?

Reading through
the notes.
Validating com-
patibility of
medicine.
Validating dosage.

Working out how
antibiotics work
together.
Reading through
the notes.
Validating com-
patibility of
medicine and
dosage.

Working out how
antibiotics work to-
gether.
Validating all equip-
ment is adequate.
Administering the IV
antibiotic.

Put everything to-
gether to identify
what was causing
the situation.
Figuring out what
is going on with
the patient.
Coordinating the
team.

Writing reports

Table 4.3: Nurses’ Expected behaviours elicited from teachers - Physiological data

respect to physiological data. These expected behaviours are based on Simulation 2

3.2.1.2.

Spaces of Interest

As part of the interview to elicit nurses’ spatial behaviours, teachers were asked to

validate the meaningful physical spaces that were identified based on the characteristics

of Simulation 2 (see 3.2.1.2) and the learning design. Then, these were mapped as a
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two-dimensional area using the coordinate system of the positioning tags. Figure 4.4,

illustrates the meaningful physical spaces identified and validated with teachers. For

example, being in close proximity to the bed or the nurse enacting the role of the patient
could indicate interaction with the patient. Furthermore, being close to the IV device
could indicate that nurses are starting or stopping the IV fluids, which is critical for

the simulation. Also, as expressed by teachers, the bed footer is where the nurses are

commonly interacting with each other to analyse the current situation, looking for more

information, or preparing the medicine brought from the medicine room. In addition,

these physical spaces could be linked to the actions of a specific role, such as the team

leader being next to the bed footer monitoring the team members activity. The physical

spaces which teachers recognised as meaningful for Simulation 2 will be fully described

below in Section 4.2.2.4.

Figure 4.4: Meaningful physical spaces of interest according to teachers who conducted
the simulation.

The next section describes the approach to model student spatial behaviours, by

transforming low-level positioning data into meaningful proxemic constructs based on

the three categories that emerged from the study presented in this section.

Modelling Approach
Figure 4.5 depicts my modelling approach for mapping from (1) low-level positioning

data (described in the previous section) to (2) higher-order proxemics constructs, with

the purpose of (3) addressing meaningful questions that an teacher may formulate to

engage with students in dialogical feedback, or (4) questions that could be interesting

for researchers to analyse teamwork activity in general. I use the notion of the emic
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perspective [32] to refer to the kinds of questions that can be addressed with positioning

data from the insider’s perspective, who would raise questions according to the culture of

the healthcare education context. For example, these are questions that nursing teachers

may have about students’ activity in order to provide informed feedback, such as the

categories that emerged from the study presented the previous section. The positioning

behaviours that teachers expected for this simulation (presented above in Table 4.2)

can be formulated as a very specific question, such as: Were at least two nurses side-by-

side while stopping the IV-antibiotic? In contrast, the etic perspective reflects outsider

questions (e.g., CSCW researchers and team scientists) studying positioning dynamics,

using different, more analytical constructs.

Figure 4.5: An approach to model from (1) nursing students’ low-level positioning data
(coordinates, body rotation and spaces of interest) to (2) higher-order proxemics constructs
aiming at (3) addressing contextual questions by teachers or more (4) general questions
about teamwork activity.

One of the contributions of this thesis is the methodology to elicit students’ be-

haviours expected by teachers (in Section 4.2.2.1), and this modelling approach, to map

indoor positioning data to higher-order proxemic constructs to address general and

specific questions about teamwork activity.

Informed by the expected spatial behaviours that were derived from the interviews

with teachers (in Section 4.2.2.1), the emic language used by teachers, I specified three

proxemic constructs that can be modelled using low-level positioning data (informed

by the etic perspective): i) co-presence in interactional spaces, ii) socio-spatial formations,
and ii) presence in spaces of interest. In this section, I will ground their definitions in the

literature, and detail the data used to model each of them (for Simulation 2 in Section

3.2.1.2).

67



CHAPTER 4. EMBEDDING TEACHERS’ PEDAGOGICAL INTENTIONS IN A
MULTIMODAL MODEL

4.2.2.2 Proxemic construct: co-presence in interactional spaces

The concept of interactional space was defined by Mondada (2013), and refers to the

dynamic use of the physical space which enables verbal interactions between people. The

interactional space is constituted by people mutually adjusting the arrangements of their

bodies to enable close proximity and mutual attention to each other, and the objects they

manipulate. This is aligned to Hall’s classic work (Hall, 1966a) which outlined four types

of distances, each commonly used by people for a certain type of interaction. These are: i)

intimate (0-0.46m), where the presence of the other person is unmistakable and can be

overwhelming (Ciolek, 1983); ii) personal (0.46-1.2m), where the majority of intensive

and delicate interpersonal transactions occurs (Ciolek, 1983); iii) social (1.2-3.7m), where

verbal transactions can occur, but it is generally considered as a distance from which

strangers commonly interact Sorokowska et al. (2017); and iv) public (3.7+), where the

other person’s presence is not well-defined and it can be either acknowledged or ignored

(Ciolek, 1983). Although these exact distances vary across cultures, most interpersonal

interactions with acquaintances tend to occur under 1.5m (Sorokowska et al., 2017).

These types of distances are critical to identify situations in which team members may

be interacting with each other. Based on classic proxemics work (Hall, 1966a; Martinec,

2001) and empirical work in healthcare (Melo et al., 2013; Moreira et al., 2017), the

co-presence of two nurses within their intimate or personal spaces can be indicative of

some verbal interaction or awareness of each others’ actions. Similarly, if a nurse is close

to the patient it can be indicative of nurse-patient interaction or care giving.

The construct of co-presence in interactional spaces was thus modelled by measuring

the distance between the x, y coordinates among each team member and the patient

(either the manikin or the nursing student playing the role of the patient), per second.

We identified instances of close proximity (intimate or personal distances) using the

parameter d = 1.2m which, according to Martinec (2001), is an appropriated distance to

enable direct interaction and also accounts for the (commonly 91cm) width of the patient

bed (according to current standards (Wiggermann et al., 2017)) that may be between two

nurses. This parameter can be adjusted depending on the team context or the simulation.

With the calculated distances, the interpersonal proxemics were indicated using the

MM representation. In Figure 4.6, I indicated the interpersonal distance between the

team members (RN1, RN2, and RN3), the teachers (TCH), and the patient (PTN) (roles in

Figure 4.6). For this modelling technique, the phases of Simulation 2 (see Section 3.2.1.2)

can serve to group segments into stanzas. After normalising the data, the aggregation of
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phases indicates the percentages of time that nurses spent in close proximity (intimate

and personal).

Figure 4.6: Multimodal Matrix representation of co-presence in interpersonal spaces.

4.2.2.3 Proxemic construct: Socio-spatial formations

The notion of socio-spatial formation or facing-formations (f-formations) was originally

defined by Kendon (1976) referring to the ways people cluster so that they can have direct

and equal access to one another (for example in side-by-side, face-to-face, in a circle or

L-shapes: see Figure 4.7), and exclude a designated outer space behind them. F-formation

analysis has enabled HCI and CSCW research to understand how teams coordinate and

communicate to achieve tasks including collaborative information-seeking (Marshall

et al., 2011), healthcare (Mentis et al., 2012), and even cooking (Paay et al., 2013). This

construct has also been useful to design systems that enrich collocated groupwork with

context-aware interfaces that adapt the way content is displayed according to how group

members orient themselves (Marquardt and Greenberg, 2015).

Figure 4.7: Illustrative examples of some f-formations in the context of our healthcare
team simulation study.
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Figure 4.8: Left: Social spaces in an f-formation: o-space, p-space and r-space. Three
individuals (P), with position (x, y) and a rotation angle (θ) Right: visual output of the
GCFF algorithm that automatically detect f-formations.

Three concepts characterise an f-formation: the o-space, which is the joint interaction

territory to which team members in the formation have easy access; the p-space, the

narrow strip of space that surrounds the o-space which is occupied by the team members;

and the r-space, which is the area that surrounds the o-space and p-space. Figure 4.8

(left) illustrates these spaces and the kind of data that would be needed to automatically

model the f-formations: positioning coordinates and the angle of approach of each person.

For example, in the healthcare context, nurses collaborating while preparing the IV

antibiotic might require an appropriate f-formation, having the clinical instruments

located at the o-space, to equally and effectively complete the task.

We used the Graph-Cuts for f-formations (GCFF) method (Setti et al., 2015) to

automatically model this construct based on the positioning data. GCFF has been

previously used to detect f-formations in static images. GCFF detects when two or more

individuals’ o-spaces intersect. This intersection is defined as the transactional segment,
which is the area in front of the body that can be reached easily, and where hearing and

sight are most effective between individuals. Thus, given the x and y coordinates of an

individual or a group of individuals (see B.1 in Figure 4.8-right) and their rotation (B.2),

GCFF calculates the probability of each individual occupying a specific o-space (B.3)

(and thus, a f-formation) when their transactional segments overlap (e.g., see B.4). The

detected formations were represented in a MM in Figure 4.9. The f-formations detected

are structured in a way that it is possible to elicit if specific roles were in an f-formation

during a particular moment and for how long.
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Figure 4.9: Multimodal Matrix representation of socio-spatial formations

4.2.2.4 Proxemic construct: Presence in Spaces of Interest

Certain spaces in the classroom can have multiple meanings based on the kind of

activity unfolding on the site and the relative proxemics among teachers, students and

objects (e.g., devices, furniture) (Pointon and Kershner, 2000). For Hall (1963), such

spaces are of three types: fixed spaces, which have their shape and size determined by

the presence of objects that cannot easily be moved (e.g., walls or screens; semi-fixed
spaces which are established by movable features in the environment (e.g., tables, beds,

curtains and clinical trolleys) that only remain unmoved and unrearranged during

peoples’ interactions; and dynamic spaces, which are formed solely by the spacing and

orientation of individuals as they interact with each other.

Spaces of Interest for Simulation 2. The meanings that presence and movement

in spaces of interest signify for a particular learning design of a simulation have been

studied over the course of several years’ co-research with the nursing academics, through

a combination of formal interviews and prototyping (e.g., Echeverria et al. (2018a) and

Martinez-Maldonado et al. (2020a)).

The spaces of interest for this simulation elicited from teachers are summarised

in Table 4.4. For instance, the only fixed space for this context was the medicine room
which is a well defined area with medical instruments and supplies (row 1). In contrast,

semi-fixed spaces were determined by different areas depending on the position of the IV

device (row 2), the student acting as the patient (row 3), and the patient’s bed (rows 4-6),

meaning that these spaces could change depending on the classroom or laboratory where

the simulation is being enacted. Finally, dynamic spaces were driven by areas where

the close proximity between people (e.g., nurse, doctor) could occur and are not attached

to a specific location, but instead depend on participant availability. For example, the

teacher acting as the doctor moves from bed to bed, and creates dynamic spaces with

71



CHAPTER 4. EMBEDDING TEACHERS’ PEDAGOGICAL INTENTIONS IN A
MULTIMODAL MODEL

different nurses as she moves. Based on teachers’ interviews, if nurses come close to

the doctor outside of the semi-fixed spaces it is commonly for the purpose of asking for
help (row 8) and if the teacher comes closer to nurses’ work area, then she is either

just supervising or nurses are receiving help (row 9). Rows 8 and 9 are the only ones

which do not represent actual physical spaces. These spaces are dynamic because they

depend both on the proximity between teachers and students and the location of their

encounters. The labels used to represent these spaces indicate how such encounters are

commonly interpreted by teachers. All the remaining positions in the classroom were

coded as elsewhere in the classroom.

Row Space of interest
(codes) Meaning Example expected behaviour

in current simulation Type

1 In the medicine
room

Here, nurses commonly get medicine and
equipment they require for the patient care.

In phase 2, nurses are expected to be at the
medicine room retrieving the antibiotic
and IV equipment.

Fixed

2 Close to IV device From here, nurses can check, start and stop
the IV device.

After noticing the patient is having an
allergic reaction nurses are expected to be
close to the IV device to stop it.

Semi-fixed

3 Close to the
human patient

Nurses being close to the student enacting the
patient can indicate that verbal assessment of
the patient is taking place.

In phase 1, nurses are expected to be close
to the patient performing the initial
assessment.

Semi-fixed

4 Near to patient
At these spaces nurses validate the intubation
device (left) and assess vital sings (e.g., pulse,
hart rate) (right)

In phase 3, nurses are expected to be near
to the patient validating the intubation is
working properly.

Semi-fixed

5 At the patient
manikin

Being very close to or on top of the patient bed
can indicate the patient is being attended.
Certain clinical procedures require nurses to
lean over the patient’s bed.

After noticing the patient is having an
allergic reaction nurses should attach the
ECG device to the manikin.

Semi-fixed

6 At the bed footer
From here, the team leader monitors and
delegates tasks; and nurses coordinate, read
charts or write observations.

The scribe should be next to the patient,
or at the head/footer of the bead. Semi-fixed

7 Elsewhere in the
classroom

Nurses can be in other spaces interacting with
other nurses, finding books (e.g., the Monthly
Index of Medical Specialities) validating
medication, or looking for the doctor (teacher).

In phase 4, nurses have to notify the doctor
that the patient had an allergic reaction. Semi-fixed

8 Asking for help Nurses asking for help to the doctor (teacher) Nurses spending time elsewhere in the
classroom and close to the doctor. Dynamic

9 Receiving help Nurses receiving help from the doctor (teacher)
Nurses being close to the teacher in any
space of interest but elsewhere in the
classroom.

Dynamic

Table 4.4: Codes for the meaningful spaces of interest construct.

This construct is modelled by mapping the (x and y) coordinates to fixed and semi-fixed

areas identified above. The dimensions (width and height) and shapes (e.g., rectangle

areas) of each fixed and semi-fixed space were mapped as two-dimensional areas to assess

if a positioning data point was in any of the spaces of interest. Additionally, proximity

data between nurses and the teacher was used to identify the dynamic spaces (rows 8

and 9). More specifically, if a nurse was close to the doctor and they both were elsewhere

in the classroom, this was coded as asking for help. If they were both present in any of

the semi-fixed spaces of interest (i.e. rows 2-6), this was coded as receiving help. This

way, each datapoint of each nurse in the dataset is associated with one or two codes of
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spaces of interest. If more than one team is tracked in the classroom at the same time,

the coordinate mappings of the semi-fixed spaces would be defined with reference to the

patient bed each team is working at.

Building on the MM, this thesis’s is documenting how to drive the modelling of

students’ positioning data from teachers’ pedagogical intentions, and coding fixed, semi-
fixed and dynamic spaces of interest within a physical learning space. Figure 4.10 shows

a simplified representation of the modelling performed on the positioning data. Figure

4.10 (A) shows the raw data and the spaces of interest.

Figure 4.10: Schema showing the application of the Multimodal Matrix modelling tech-
nique to indoor positioning data to two phases in the simulation activity.

In this study, I represented the presence or absence of a student in one or more spaces

of interest at a given moment (i.e., each second). For this modelling technique, the phases

of Simulation 2 (see Section 3.2.1.2) served to group segments into stanzas (Figure 4.10,

C).

4.3 Multimodal data modelling - toolkit (software)

The multimodal techniques used to gain insight into the physical dimension of embodied

team activity (described in Section 2.2.1.4), are available for other researchers to use

them:

• Nurses’ levels of arousal. The EDA data captured using the E4 was processed using

the EDA Explorer 5 open source code algorithm to detect the EDA peaks from the

data (see Section 4.2.1.2).
5https://github.com/MITMediaLabAffectiveComputing/eda-explorer
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• The co-presence in interactional spaces construct was implemented in python and

the code is available in 6

• Socio-spatial formations. The GCFF algorithm has been specifically developed to

automatically identify f-formations from static images. For this reason, GCFF was

applied to automatically identify overlaps in transactional segments of two or more

people (presented in Subsection 4.2.2.3). The algorithm automatically identifies

if nurses were in an f-formation and graphically represents a detected formation.

(Setti et al., 2015) original implementation in Matlab is available in 7

• Presence in Spaces of Interest (SoI). The output of the modelling described above

(see Section 4.2.2.4) was processed using the online ENA tool8 for the duration of

the simulation. Unfortunatelly, for confidentiality reasons, the modelling outcomes

cannot be shared.

4.4 Summary

This chapter discussed the multimodal modelling approaches and techniques used to

extract educationally relevant meaning about team activity from low-level multimodal

data. The techniques are driven by learning design, teachers’ pedagogical intentions,

theory, or a combination. The use of these techniques indicates that eliciting teachers’

pedagogical intentions leads to the identification of meaningful educational insights,

which are relevant for the specific embodied team activity. Thus, supporting the promise

of QE approaches of enriching quantitative data with qualitative insights Shaffer (2017).

This section tackles the first research question of this thesis:

RQ1: What modelling techniques can enable identification of salient aspects of multi-
modal team activity according to the learning design (teachers’ pedagogical intentions)?

This thesis has demonstrated that many salient aspects of team activity can be

extracted from multimodal data using these techniques. For instance, using observed

actions (extracted from the learning design) it is possible to identify team errors, such as

an incorrect frequency in performing critical actions (e.g., vital signs validation). Using

actions and physiological data (e.g., student arousal peaks), it is possible to classify team

members’ stress levels during critical moments (e.g., patient deterioration). This thesis

6https://github.com/Teamwork-Analytics/obs-rules
7https://github.com/franzsetti/GCFF
8http://www.epistemicnetwork.org/
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explored in more detail the physical dimension of team activity, demonstrating how low-

level indoor positioning data in combination with teachers’ pedagogical intentions and the

Theory of Proxemics, opens up opportunities to explore team interaction aspects. Firstly,

team co-presence in interactional spaces, was useful to identify team interpersonal

interactions, which is an appropriated distance to enable direct interaction (according to

the literature Martinec (2001)), where verbal transactions and the majority of intensive

and delicate interpersonal interactions occurs Ciolek (1983). In addition, this construct

has been used to identify establishment of social ties among team members Cristani

et al. (2011). Secondly, modelling team socio-spatial formations was useful to identify

f-formations (facing-formations), which for the healthcare scenarios is an indication of

how the nursing team coordinates and communicates to achieve their tasks during the

simulation (e.g., attaching an ECG device). Finally, modelling team presence in spaces of

interest (SoI), allowed the elicitation of meaningful SoI for the nursing simulations and

the identification of aspects such team effective patient-care and team autonomy.
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EVALUATION OF MMLA INTERFACES WITH STUDENTS

Figure 5.1: Crafting and evaluating MMLA interfaces with students

The third and fourth contributions of this thesis are described in detail in this

chapter. This chapter focused on the second component (Figure 5.1) of the concep-

tual model introduced in Chapter 3. Thus, the chapter presents a set of MMLA
interfaces (V-S) designed based on the modelling approach described in Chapter 4 and

its evaluated with students. The framework enables the generation of two types of

interfaces; interfaces that invite users to explore (V), and interfaces that explain or

communicate insights (S). The framework introduces the learner model (LM) and data

storytelling principles (DS) to enable overlay additional information or enhancement to

the visualisation to guide interpretation. Section 5.1 presents the students exploration
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of two explanatory MMLA interfaces. Section 5.2 provide four illustrative vignettes

(exploratory MMLA interfaces) and exemplar insights about team dynamics.

Each of the studies presented in the following sections were designed with various

protocols and research objectives. This, with the intention to gain additional insights and

perspectives from the evaluation. Figure 5.2, explains how studies 1 (Section 5.1) and 2

(Section 5.2) are addressing the main research questions of this thesis (Section 1.2). The

identification of research objectives (Ro) derived from the different qualitative studies

are defined based on the study number (St1-St2) and the research objective number (Ro).

RQ 1: 
What modelling techniques can enable the
identification of salient aspects of multimodal
team activity according to the learning
design (teachers' pedagogical intentions)?

Modelling

RQ 2:  
How can insights be extracted from
multimodal sensors and communicated to
students and teachers to support teaching
and reflection on embodied team activity? 

Prototypes

RQ 3: 
To what extent can students and
teachers reflect on embodied team activity
using MMLA interfaces ? 

RQ 4: 
To what extent can MMLA interfaces
for students and teachers be automatically
generated?

Implementation

Prototypes - evaluation

St1-Ro1: Can students recognise any added value of
interacting with multimodal data stories based on their
own data? If so, how can this support their reflections? 

St1-Ro2: What are the anticipated potential uses of DS
tools?

St1-Ro3: What is the perceived potential impact on
students' accountability in using data stories for their
learning?

St1-Ro4: What are the potential implications of exposing
the algorithms used to create data stories to students
using multimodal data?

St2-Ro1: What kind of questions about teamwork
dynamics can be addressed based on the analysis of
large amount of indoor positioning data to support
students reflections?

Study 1

Study 2

RQ2

RQ1

RQ3

RQ3

RQ1

RQ2

RQ3

RQ2

Figure 5.2: Mapping of thesis RQs and the objectives of studies 1 and 2 presented in this
chapter

5.1 Study 1: Students reflecting on errors and
arousal levels

The section includes two MMLA interfaces from two learning contexts (Simulation 1

3.2.1.1 and Simulation 2 3.2.1.2) and the qualitative results from students’ perceptions
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while using the MMLA interfaces to support reflection on their embodied team activity 1

The study was conducted using LATEP (Learning Analytics Translucence Elicitation

Process), an elicitation protocol for understanding how non-data experts envisage the

use of LA systems Martinez-Maldonado et al. (ress). Based on this, the study had the

following four research objectives (Ro’s) with a specific focus upon the student perspective.

• St1-Ro1: Can students recognise any added value of interacting with multimodal

data stories based on their own data? If so, how can this support their reflections?

• St1-Ro2: What are the anticipated potential uses of DS tools?

• St1-Ro3: What is the perceived potential impact on students’ accountability in

using data stories for their learning?

Inspired by the growing interest in explainable Artificial Intelligence (AI) Wang et al.

(2019) to support transparency and improve trust in systems, I also sought to understand:

(4) What are the potential implications of exposing the algorithms used to create data

stories to students using multimodal data?

5.1.1 Participants

Simulations 1 and 2 were conducted in regular classes of the Integrated Nursing Practise
course in 2019 (semesters 1 and 2, respectively), and all the students were in their third

year. We invited the 44 students, in total, who were recorded while enacting Simulation

1 (Section 3.2.1.1) and Simulation 2 (Section 3.2.1.2) to participate in optional team

reflection sessions a week after each simulation. These were co-organised with their

teachers as an optional extra activity at the end of the class time. A total of 16 out of the

19 female students in study 1 volunteered to participate in the post hoc reflections (aged

19-53 years, mean=27, std=10), and 23 out of the 25 students in study 2 (21 females and

2 males, aged 20-45 years, mean=23.5, std=5.4). Four teams of Simulation 1 (T1-T4) and

five teams of Simulation 2 (T5-T9) had from 2 to 5 students attending this reflection. All

sessions were conducted in a meeting room next to the students’ regular classroom.

1Based on: Gloria Milena Fernandez-Nieto et al., "Storytelling With Learner Data: Guiding
Student Reflection on Multimodal Team Data", in IEEE Transactions on Learning Technologies, doi:
10.1109/TLT.2021.3131842
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Figure 5.3: Rules used to highlight visual elements in example 1 and 4 in Figure 5.5 and
5.8.

5.1.2 Protocol

The reflections were conducted as a 30-minute focus group, which consisted of reflection

sessions with students (S1-5) from each team (T1-9). This study design reflects the

standard approach used in this class-based scenario, in which it is normal to conduct a

clinical debrief after team simulations. The sessions were structured as follows:

Figure 5.4: Example timeline of actions for a team of two nurses, which served as the
background of both MMLA interfaces.

1) Pretest on procedural knowledge. Before the group reflection, students were asked
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to individually list all the nursing actions that should have been performed at specific

times during their simulation. A blank version of the timeline (Figure 5.4), showing only

the actions of the patient, was provided on paper for them to annotate (aim 1).

2) Think-aloud team reflection. i) In teams students were asked to think aloud while

jointly inspecting the timeline (without data stories) of their own team (e.g., Figure 5.4).

ii) Next, teams were asked to explore the enhanced timelines mocked up as interactive

screens (e.g., Figure 5.6), in any order they wished. Then, they were asked about their

views on these versions (aim 1) as follows: a) Did the data stories add value to the

timeline (without stories)? and b) how do you think your performance was based on the

data stories?

Figure 5.5: MMLA interface example 1. Showing a story on an error made in terms of
time responsiveness.

3) Usage and accountability. Students were asked about usage and accountability

opportunities and concerns (aims 2, 3), as follows: i) how can the system be used in or

outside the classroom? and ii) who should be able to see the interface, for which purpose

and in what form?

4) Explainability. Students were asked to review the interface that exposes the

algorithm (Figure 5.9). Students were asked if they understood the rules used to craft

the stories and whether they would like to see these rules in the interface (aim 4).

5) Posttest on procedural knowledge and student perceptions survey. Finally, students

were asked to go back to the paper version of the timeline annotated in step 1, and

correct/add/remove any actions they wished (aim 1), using red ink on the paper. A survey
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Figure 5.6: MMLA interface example 2. Showing a story on an error made in terms of
actions omission.

Figure 5.7: MMLA interface example 3. Showing a story on arousal with all relevant
detected peaks

questionnaire was provided to the students to elicit their individual perceptions about

the MMLA interfaces. The MMLA interfaces were presented to students using a 21-inch

Liquid Crystal Display (LCD) display, connected to a laptop running macOS 10.14 with a

wireless mouse for students to explore the stories.
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5.1.3 MMLA interface: What did the team miss?

Figure 5.3 presents two exemplar rules used to create the data stories shown in Figure

5.5 and Figure 5.6 respectively. Using such rules, two storytelling MMLA interfaces

were created. Following principle DS2 (selection of an appropriate chart type, Section

2.4), both MMLA interfaces were based on a minimalistic visualization technique (DS3:

strip out excess detail, Section 2.4), namely, a timeline of actions by each nurse within

a team during the simulation (captured by the manikin and the observer, presented as

annotated blue circles on each nurse’s line of actions-see Figure 5.4). Actions performed

by the patient (such as asking for help or complaining of severe pain) are represented by

red vertical lines, which also divide the dataset into stanzas. Since line charts effectively

show changes over time (Ryan, 2016), this visualization without any visual enhancement

was used as the background in both MMLA interfaces. Student navigated both MMLA

interfaces through a user interface. The MMLA interfaces were accessible via a set of

buttons located at the bottom of the interface of the timeline of actions (see Figure 5.5

and Fig 5.6).

Endorsing principle DS4 (Section 2.4), selected elements of the visualisation were

emphasized by adding enhancements such as: a) icons (see Figure 5.5-5.8, b) arrows ,

and c) enclosing areas; changing color, contrast, or thickness (also see elements marked

as A, B, and C); and d) annotating salient data points, or e) adding titles that summarise

the take-away message.

For example, in Figure 5.5 an if then else rule was applied to assess the presence and

timing of a critical action in a certain stanza of the logged activity. The algorithm adds

visual elements to the visualization, including: (a) orange icons to highlight the relevant

data points; (c) a colored enclosure area to emphasize the stanza where the error was

detected; (d) an annotation where the error occurred: "The patient needed pain relief
in less than 10 minutes"; and (e) a prescriptive title : "The team correctly administered
fentanyl but 18 min late".

5.1.4 MMLA interface: What were students’ arousal levels?

In Figure 5.8 a more sophisticated switch algorithm (rule 2 in Figure 5.3) assesses the

ratio of arousal peaks for each nurse in each stanza and compares it to the highest

ratio of arousal peaks experienced by a single student that we have detected in all of

our nursing simulation studies (5 peaks/minute). This maximum ratio is divided into

quintiles of equal size which are used to categorize the arousal experienced by a nurse (as
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Figure 5.8: MMLA interface example 4. Showing a story on arousal showing annotations
only.

very low, low, mild, high, or very high) in any given stanza. Only the last three categories

are shown in the interface to provoke discussion on high levels of arousal.

Figure 5.9: MMLA interface opening the algorithm used to enhance the timeline of
events.
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5.1.5 Results

This section presents the results of the analysis organised around the four research

objectives presented above (see 5.1). The results of this study were generated following

the qualitative analysis explained in Section 3.3.5. The emerging topics are quantified

based on the number of times a ’topic’ was mentioned within a team (not per individual)

in the focus group.

5.1.5.1 Added Value of the Data Stories

Compared to the pre-test of procedural knowledge applied before the exploration of the

data stories, all teams showed a decrease in the number of errors in the posttest (defined

as omitted actions and slow responses according to the learning design). Students made

an average of 3.6 errors (Study 1, out of 5 actions) and 2.3 errors (Study 2, out of 6

actions), before inspecting the data stories, reduced to 2.6 and 1.8 errors respectively,

after the reflection activity. This suggests that the reflection activity helped them to

identify the errors they had not correctly identified. It is possible, however, that any

activity that engaged them in reconstructing a week–old simulation might have helped

refresh their understanding, so deeper insights are needed to claim that the data stories

were adding specific value.

During the think-aloud protocol, students explained in detail their perspectives on

how the data stories offered guidance for them to interpret the timeline.

Students in all nine teams who participated in the reflection appreciated the guidance

offered by each data story to be able to focus on the expected learning goals. For example,

a student explained: "[the data stories] divide the screen into sections [critical incidents
of patient]. These sections looked like the same thing in [the timeline of actions without
enhancements]. It does not highlight the things that needed to be done and the timeframes"
(T2, S2).

Other students more explicitly explained the value of reflecting through the data

stories, because they were able to clearly see the mistakes made during the simulation

for example: "[data stories] highlight what you did not do [right]" (T8, S4); and "[the data
stories] show both what we did and what we were meant to do" (T8, S4).

Some DS elements and their usefulness were emphasized by students during their

reflections. For example, two teams mentioned that enclosing, colored regions helped

them to understand the expected timeframe in which they were meant to perform certain

actions, and five teams agreed that the annotations informed them about how they
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could act upon the information: "It is not just that we were late but we were late by that
much time, so we can precisely see what we have to improve, and what we have done well.
[The data stories] make a big difference" (T1, S2).

Students also commented on the designs of the MMLA interfaces (V1, shown in

Figure 5.7 and V2, Figure 5.8) and commented on how the design decisions impacted

the interpretability. Three out of the five teams in Study 2 found that V2 was less complex

than V1. Students explained their preference in terms of the simplicity of V2 to more

quickly digest the arousal data, compared to looking at every arousal peak in V1. One

student explained: "We just want a quick snapshot to see how [our arousal] was. That
is really interesting to see in [V2]" (T6, S5). Another student compared both MMLA

interfaces and explained: "I tried for a long time to understand [V1]. I do not know how
to understand this, but this other one [V2] is pretty straightforward" (T9, S5).

Students in the other 2 teams suggested that both views could be combined. A student

explained that "because, the dots [in V1] can be more specific" (T8, S2) students could

first view V2 and then see the V1 details on demand. Another student suggested a third

option, as follows: "You can combine both [V1 and V2], using short and long lines to show
arousal peaks" (T9, S4).

Overall, students appreciated the benefits of augmenting the timeline of actions with

annotations and visual elements that explained the errors they made, or the extent

to which they experienced arousal during the reflection. Additionally, a survey was

performed at the end of the interview to elicit students’ perceptions of the added value

of each layer, the results of which are described in Figure 5.10. The survey results

support the students’ interview comments. In the next section, we report more in detail

how students used the data stories to reflect on the simulation, and anticipated usage

strategies.

5.1.5.2 Anticipated usage strategies

This subsection is divided into three parts, presenting anticipated usage opportunities of

the data stories regarding i) errors made, ii) arousal, and iii) the storytelling tool as a

whole.

1) Use of the tool for reflection on errors. Students in 7 of the 9 teams considered

that the data stories on errors provided them with the opportunity to improve their

clinical practice. For example, one student stated that the data stories “showed [them]
what [they] did well and what [they] should have done to improve” (T3, S4). Some

students mentioned that each data story helped the team to focus on improvements to be
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Figure 5.10: Survey results of students’ individual perceptions of the added value of
the layered visualization: with no layer, timeline without enhancements (Figure 5.4);
mistakes or slow responses and things that team did well (Figure 5.5-5.6); arousal peaks
(Figure 5.7- 5.8); and rule explanations presented to students of Simulation 2 (Figure
5.9).

made. This was stated by one student as follows: “[the data stories] help us to reflect on
practical ways to improve and work as a team” (T3, S5). They expressed that seeing their

actual performance, with errors highlighted, made them think about specific skills
and knowledge they need to master. One student said: “[the data stories] highlighted
areas where I need to strengthen my clinical thinking” (T2, S4). Another student more

specifically listed the kind of skills she had to strengthen as a result of her reflections:

“[the data stories] showed me that I need more knowledge about PAC [post anaesthetic
care] nursing, I need more knowledge about gaining trust in postoperative, hypertension
etc.” (T2, S2).

Students suggested some strategies for making use of the storytelling tool. For

example, some of the students’ reflections were quite individualized, suggesting potential

uses of the tool to support individual reflection or reflection on particular roles (3 teams).

For example, one student reflected as follows: “I can use the timeline to see when and
what action I did during the whole simulation, and it is very useful and helpful for me to
reflect and analyze my work” (T7, S2). In contrast, students in 7 teams suggested that

the tool should be used to provoke group reflection, for instance: “The timeline helps the
group to recall what we did because sometimes we may forget about the details or the
sequences of our own actions” (T7, S3).

Reflections about collaborative skills and teamwork were shared by students

while looking at both their own errors and those made by others in their team. For

example, students mentioned that they could see the “importance of teamwork in clinical
scenarios” (T3, S1), “identify collaborative work as a team” (T2, S4), that they needed to
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find “ways to improve and work as a team” (T3, S5) and work on improving their “critical
thinking” (T2, S4).

2) Use of the tool for reflection on arousal. Students in 5 teams who exhibited very

high arousal reflected on what they were doing at those points in the simulation actions.

For example, one student explained: “I was writing notes. Everyone else was talking
and I was writing notes” (T4, S2), or “[my very high arousal] was more like during the
airway” (T4, S4). Another explained that not knowing which actions to perform during

the simulation, made them feel under stress: “I was nervous because I didn’t know what
to do in the situation. I tried my best to do it, but when I gave the handover [to the Doctor]
and he did not accept it, I got more nervous. I had to come back and do it again” (T3, S1).

Seven students associated their arousal peaks with their roles. For instance, a team
leaders who displayed very high arousal peaks explained that this was due to their

engagement with the team and the responsibility with the patient. For example, the

team leader in T6 explained this as follows: “I wanted to make sure I was doing the right
thing for the patient. I had to constantly remind myself and the team members about the
actions that had to be performed”. Similarly, the team leader in T8 stated: “I am very
calm under pressure. I think I started mildly aroused because I thought: I am the team
leader! I was chilled then because I knew what was going on and I was very confident
with what was happening” (S1). Another team leader reported: “At first, I felt a bit of
stress. Then, I did not feel panic or anything like that, but I was just more concentrated
on the task than before” (T9, S4).

Students who performed the scribe role had mixed perceptions about their high

and low arousal. One scribe who exhibited a higher arousal mentioned that she was very

engaged with the simulation: “I think I was trying to work out how we should deal with
the situation. I got excited about that” (T6, S5). Another scribe who exhibited a lower

arousal explained she was disengaged due to the irrelevant duties for her role: “I am
only the observer. I am not the nurse” (T9, S4).

Interestingly, students in 3 teams pointed out that external factors such as tired-

ness, fatigue, or sickness might have affected their arousal during simulations. One

student explained this as follows: “It was just later in the day, and you are tired, and
want to go home” (T3, S4). Another pair of students reflection on their arousal peaks

reported that one felt very nervous as she had “injured herself” (T9, S3), while the other

“was sick” (T3, S1).

In addition, students from 3 teams suggested that wearing external devices and
being recorded could cause bias in arousal peaks. One student who exhibited higher
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arousal levels expressed how she felt during the recordings and data collection: “I felt a
bit stressed because [the group] was getting filmed” (T7, S1). Similarly, one student in T8

mentioned that being recorded to some extent could cause spikes in arousal readings: “As
soon as anyone puts anything on me, like I am going to check your heart rate, I am like,
no! So, my heart rate goes up in a way” (S1). Nevertheless, the other 6 teams mentioned

specifically that they felt comfortable using the devices, and felt that they behaved

normally during the simulation.

3) Other uses of the tool in the classroom. In 6 teams, students described the value

of the visualizations during the usual teacher–led debriefs. For example, a student

envisaged how the tutor could help them to go through the data stories to reflect on

further medical conditions and procedures as follows, which is not possible at present for

logistical reasons: “The tutor can actually explain things, if you have something to go off.
Usually we do our simulation and then we forget about it and never look at it again, or
they [tutors] would not know what we have done anyway, because they are not watching
each person” (T7, S3).

Additionally, students in 5 teams mentioned the possibility of using the tool for the

assessment of their performance and the actions they are intended to perform when

enacting certain roles. However, most students (in 6 teams) preferred the tool to be

used to enhance the provision of feedback (formative assessment) as opposed to perform

automated summative assessments. Surprisingly, none of the students argued against

the incompleteness of those summative assessments. However, they were mostly worried

about the additional pressure this would put on them, as stated by one student as follows:

“I feel like an assessment would be so stressful” (T6, S2).

To summarise, this section has illustrated students’ broadly positive responses to the

MMLA interfaces, and the different ways in which they envisaged their use. Students

agreed that the tool would be very useful to enhance the debriefs with their teachers,

which are currently performed without using any evidence, relying only on what teachers

can see while dividing their attention between 5–6 teams.

5.1.5.3 Accountability and Privacy

Discussions about reflecting on the data stories and the mediating role of teachers was

a matter of concern for some students. Students in six teams mentioned that debriefs

guided by the data stories could provide a better team discussion, even without the

teacher, and that they were willing to compare their performance with other teams (6

out of 9 teams) and “see what each group member did” (T3, S3). However, students in
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these teams agreed that this social comparison should be led by the tutor: “Do not just
give it to the student, get the tutor to sit down with the group and talk it through” (T3,

S3). Students were asked to explain their views about sharing their data with other

students, tutors, or teams. Students in all teams agreed that it would be fine to share
their timeline with other students, especially “If it helps [other groups]” (T3, S2) to reflect

on their mistakes. One student (S4) added: “If it is a great mistake, I want to share it
with others” (T9).

However, some concerns about anonymity were also raised in 2 teams who thought

that the timeline should only expose activities performed by specific roles, without

disclosing the names of the students. One of the students emphasized: “you [researchers]
do not have to put our [team members] names on it” (T5, S1). Only one student suggested

that their data should not be shown to other students. However, her rationale was that

other students would find it boring to explore other team’ timelines “because it does not
relate to what they have done. They cannot learn from it. I have to learn from what I have
actually done” (T1, S1).

Surprisingly, none of the students raised concerns about sharing their arousal traces

(even when asked specifically about their perceptions about data sharing), which we at-

tribute to them feeling comfortable in the classroom as an academic space. As mentioned

by (S4): “the lab is a safe environment for humans” (T9) and they knew their data would

be used only for learning purposes.

5.1.5.4 Explainability of the Rules

When students (only the 5 teams of Sim 2) were introduced to the rules used to craft

the data stories, most students mentioned feeling confused, and hesitated to respond

(e.g., “You mean all those boxes? I am a bit confused”, T9, S5). Students in three teams

requested further explanations, for example: “If you [interviewer] do not explain it, how
long would it take to understand this stuff?” (T9, S4). Other students judged that the

rules needed some basic coding skills to be fully understood (e.g., “If you do not know
coding, it is hard to understand”, T9, S4). Some students however, demonstrated that

they could understand them, “translating" one rule: “If time is less than five minutes,
the box would be blue. Otherwise, it’s going to be orange because it is going to be like a
mistake” (T6, S1).

When students were asked to comment on the added value of seeing the rules they

had contrasting views. Two students from teams 6 and 8 asked to include the rules into

the timeline. One of them suggested alternatives to present them, such as adding extra
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explanations in the existing stories on–demand: “Can’t you [researchers] just incorporate
the rules into each [story] instead of doing it in an extra interface” (T8, S1). However,

another student (team 7) argued that by inspecting the rules, students could potentially

solve emerging questions about their mistakes while exploring the timeline. The student

argued that if she makes any mistake she will: “ask a question about why? Why is that
wrong? Like it is [data stories] feedback or whatever it is called, it should be constructive”
(T8, S1). The rest of the students (in teams 5 and 9) mentioned they would not find the

rules useful and that they would not try to change the rules (“I would like to keep [the
parameters] like that” T9, S1). Two students stated that teachers would be in a better

position to “understand the parameters” (T5, S2) and that they would also need “basic
[concepts of] coding” (T8, S1) to change them. Interestingly, in the survey (see Figure

5.10) students rated the explanations in the rules layer as mostly useful (10 students)

and very useful (5 students.) It is possible that they either misinterpreted what this

question was asking about, or were more honest in the interviews than in the survey.

5.2 Study 2: Students’ Teamwork Proxemics
dynamics

The second study evaluates the modelling approach explained in Section 4.2.2 2. The

study depicts four MMLA interfaces in the form of vignettes and illustrative insights on

how students can use them to support their reflections.

This section evaluates the MMLA interfaces resulted of the modelling approach

presented in sections 4.2.2, about modelling techniques of indoor positioning data. The

MMLA interfaces were selected because they respond to authentic teachers’ questions

and serve to show how positioning data can help in telling data-informed stories about

nurses’ proxemic behaviour.

This study seeks to address the research objective: St2-Ro1: What kind of questions
about teamwork dynamics can be addressed based on the analysis of large amounts of
indoor positioning data? by using indoor positioning data to interrogate what analytics

for teamwork proxemics reveal about positioning dynamics in clinical simulations. Figure

5.2 shows how the objectives of this study are addressing the main RQ of this thesis.

2Based on: Gloria Milena Fernandez-Nieto, Roberto Martinez-Maldonado, Vanessa Echeverria,
Kirsty Kitto, Pengcheng An,and Simon Buckingham Shum. 2021. What Can Analytics for Teamwork
Proxemics Reveal About Positioning Dynamics In Clinical Simulations?. Proc. ACM Hum. Comput.
Interact.5, CSCW1, Article 185 (April 2021),24 pages. doi: 10.1145/3449284
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Each group of MMLA interfaces includes: a) the teacher question being addressed

(the emic perspective) about the nurses’ spatial behaviours as expected in each phase

(see Table 4.2); b) an illustrative analysis of positioning data from one or more of the 11

teams who participated in our study; and c) a set of insights that can be gained from the

modelling of a specific proxemic construct.

5.2.1 Illustrative Vignettes: Co-presence in Interactional
Spaces

Following the modelling technique explained in Section 4.2.2.2, this section illustrates

the technique with two vignettes as follows:

5.2.1.1 Data vignette 1: the interactional space between nurses and the
patient.

a. Context and the teachers’ question. The data vignettes presented in this sub-

section address the teachers’ question: Were nurses around the patient during the simula-
tion? Throughout the simulation, nurses should assess the status of the patient regularly

because strong medication is being administered. Moreover, close proximity to the patient

is associated with effective communication and reassures the patient that they are being

cared for, which is critical to patient-centred hospital practice (Webster et al., 2019).

b. Analysis. For this illustrative example, social network analysis (SNA) was per-

formed on the output from the modelling of co-presence in interactional spaces described

in Section 4.2.2.2. This is the aggregated time nurses spent in close proximity with both

one other and the patient (manikin plus human role-player). SNA is a tool that is com-

monly used to investigate social structures represented using nodes (team roles and the

patient in our case) and links (representing social ties of some sort) (Haythornthwaite,

1996). For this purpose, SNA can be an effective analysis technique to model presence of

nurses in the patient’s interactional space (i.e. connections between student roles and

the patient based on physical proximity). For this particular vignette, the links represent

the average time that students spent in interpersonal proximity to the patient, thus

serving as a proxy for close patient care. Thick (dark blue) links indicate longer periods

of time in close proximity (>50% of the phase duration). Red (thin) links indicate shorter

periods of time in close proximity (<=50%).
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Two kinds of interpersonal social graphs can be generated: full proximity networks,

portraying physical proximity among all team members (Figure 5.11, left); and role-
centred ego networks, revealing personal proximity between roles in relation to a central

role (i.e. the patient) and the focus of these data vignettes (right). All networks were

normalised based on the weighted time average of co-presence to enable comparison

among phases and teams.

Figure 5.11: Example of social networks representing mutual presence in interactional
spaces during phase 1: a) a full proximity network of team 4 (left) and b) role-centred
ego networks focused on the patient in team 4 (right). The labels near each edge indicate
the proportional amount of time two people were in close proximity to each other.

c. Exemplar insights. Since the patient is central according to teachers, patient-

centred ego networks can be used to identify the presence of team members in the

patient’s interactional space. Figure 5.12 depicts social ego networks for teams 1 and

2 for phases 1-4 of the simulation. Nurses in team 1 (Figure 5.12, top) were strongly

connected to the patient. During all phases, at least one of the nurses enacting active

roles (i.e. the team leader and nurses 1 and 2) were at the interactional space of the

patient. Although the scribe nurse, on average, spent most of her time in close proximity

to the patient, she was acting as an observer and it was not intended to be performing an

active role. As a result, the fact that two active nurses were always close to the patient

while having an adverse reaction (with the exception of phase 2) suggests this team was

effective when providing patient-centred care.

In contrast, Figure 5.12 (bottom) demonstrates that the patient-centred ego network

for team two had a weak presence of active nurses in the patient’s interactional space.

The only strong presence of active nurses near the patient occurred during phase 1 (nurse
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Figure 5.12: Patient-centred ego network for teams 1 and 2 from phase 1 to 4.

2) and close to the end of the simulation (nurse 2 and the team leader). In fact, phases 2

and 3 show only the scribe close to the patient (i.e. none of the active nurses). Compared

to team 1, these networks suggest a weaker patient-centred attention. Moreover, the lack

of connections between nurse 1 and the patient might be an indicator of disengagement

of nurse 1 with the patient.

Overall, responding to the teachers’ question (were nurses around the patient during

the simulation?), five out of the eleven teams failed in being close to the patient in at

least one of the phases, which means during that phase none of the team members were

in interpersonal proximity with their patients. This is a potential area to be improved by

these pre-service nurses, which was automatically highlighted by the analytics.

5.2.1.2 Data vignette 2: positioning of the team leader

a. Context and the teachers’ question. Teachers expect the leader to play a central

role in phase 1 of the current simulation, because this is when the team is assuming the

responsibility of taking care of a new patient. Because of that, teachers may raise the

question: were nurses together (around or close) to the team leader during phase 1?

b. Analysis. Similar to the previous vignette, SNA can also be used to model proximity

ties among nurses. To analyse whether team leaders in various teams played a central

role in phase 1, a full social network representing co-presence in interactional spaces can
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be used for comparison. These networks were also normalised to enable team comparison.

From SNA, the metric degree of centrality was used to identify the most connected role

in each team in phase 1 (Landherr et al., 2010).

c. Exemplar insights . Through the following data vignettes we compare two teams,

team 2 and team 5, which exhibited contrasting spatial behaviours in relation to the

team leader. The leader from team 2 was not surrounded by other team members (low

weighted centrality= 1, considering ties >0.5%). By contrast, the leader from team 5

played a central role during this phase (higher centrality= 3). These two teams are

representative of 3 and 8 other teams in which the team leader also showed a low or

high centrality, respectively.

Figure 5.13: Full social networks for teams 2 and 5 during phase 1.

Figure 5.13 (left) shows these contrasting behaviours in more detail during phase 1.

Although the team leader was in close proximity to the scribe during the whole phase,

he/she only was in close proximity to the main nurses 1 and 2 during 0.04% and 0.27% of

the time. This team leader was not close to the patient to a great extent either (0.15% of

her time) making it reasonable to expect this nurse to have called the other nurses to

come closer during phase 1 to coordinate their work for the rest of the simulation.

By contrast, Figure 5.13 (right) shows multiple similarly thick links between all the

nurses, which are also connected to the patient. In fact, the team leader was in close

proximity to the patient during the whole phase and his/her time of co-presence in other

nurses’ interactional spaces was 0.62%, 0.52% and 0.86% for nurses 1, 2 and the scribe,

respectively.
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Although this would be an expected behaviour from an effective team, this was not

ideal either, since it is not recommended that the patient listens to nurses’ talking about

their case as they are planning an intervention. In short, a leader that is too close could

result in patient discomfort.

5.2.2 Illustrative Vignettes: Socio-spatial Formations

Following the modelling technique explained in Section 4.2.2.3, this section illustrated

the technique with one vignettes as follows:

5.2.2.1 Data vignette 3. F-formations while stopping IV-antibiotic

a. Context and teachers’ question. From an teachers’ perspective, students are

expected to follow official guidelines while preparing, administering or stopping med-

ications. One of such guideline emphasises the need to perform these tasks, at least,

in pairs, with one nurse monitoring what the other nurse is doing. For this, the data

vignette in this subsection illustrates how positioning data could help teachers to con-

firm the following question: How was the team physically arranged while stopping the
IV-antibiotic? Were at least two nurses engaged in the stopping task?

b. Analysis. The GCFF algorithm has been specifically developed to automatically

identify f-formations from static images. For this reason, GCFF was applied to automat-

ically identify overlaps in transactional segments of two or more people (presented in

Subsection 4.2.2.3). The algorithm automatically identifies if nurses were in a f-formation

and graphically represents a detected formation.

c. Illustrative insights. Figure 5.14 depicts the visual outputs from the GCFF algo-

rithm of four teams (8 to 11) while stopping the IV fluid during phase 4. Team 8 did not

exhibit any specific formation as nurses were at different sides of the bed while nurse

2 stopped the IV antibiotic. Although this does not necessarily suggest an ineffective

teamwork behaviour, it can signal that one nurse was probably stopping the IV by

herself, which can lead to errors and unexpected patient outcomes, particularly during

procedures with the patient medication. With this information, teachers could provide

informed feedback during debrief sessions and help nurses reflect on why they did not

comply with specific guidelines.

In contrast, the visual outputs of teams 9, 10 and 11 show particular f-formations

during the IV-fluid stopping task. Teams 9 and 11 exhibited the expected behaviour:
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one nurse is providing the medication and the second is monitoring. Based on their

body rotations, nurses were side-by-side (team 9) or assuming an L-shape (team 11)

formation, which both enable manipulation of the IV device. For the case of team 10,

the algorithm detected a side-by-side formation between the team leader and nurse 2,

but other team members were in close proximity to them, suggesting they were also

aware of their actions before and after stopping the IV-antibiotic. These insights can be

useful for teachers not only to assess whether at least two nurses engaged in stopping

the IV medication but also to visualise how nursing students approached the task and to

discuss with them any challenges they may have faced.

Figure 5.14: Detected formations in teams 9, 10 and 11 while stopping the IV-antibiotic.

5.2.3 Illustrative Vignettes: Fixed, Semi-fixed and Dynamic
Spaces of Interest

Following the modelling technique explained in Section 4.2.2.4, this section illustrated

the technique with one vignettes as follows:

5.2.3.1 Data vignette 4. How different teams used the spaces of interest.

a. Context and teachers’ question. Here, we are interested in how nurses from

different teams used the physical spaces in the classroom for the same team task. This

problem is related to the following questions from an emic perspective: Where did nurses
spend most of their time during the simulation? Did nurses spend too much time at the
medicine room? Were at least some team members near the patient during the event?
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b. Analysis. In this case, the interest is in giving meaning to individual team members’

coordinates at a higher level of abstraction. SNA can be used to model interpersonal ties

based on proximity data but it does not incorporate the particular places where nurses

actually were. For this reason, we used Epistemic Network Analysis (ENA) to analyse

nurses’ presence in fixed, semi-fixed and dynamic spaces of interest (as described in

Section 4.2.2.4). ENA is a novel method used for identifying connections among elements

in coded data and for representing such connections through dynamic network models

(Shaffer et al., 2016). ENA was originally conceived as a tool to quantify and model

qualitatively coded discourse data. Yet, the method has recently been used by several

data scientists to model other forms of coded data, such as social connections (e.g.,

(Wooldridge et al., 2018)) and digital tools usage (e.g., (Shaffer et al., 2009)), in various

group settings. We believe that our work is the first to use ENA to model physical spaces.

The output of the modelling described in Section 4.2.2.4 was processed using an online

ENA tool3. In the resulting epistemic networks, each node represents fixed, semi-fixed

and dynamic spaces of interest (see Table 4.4), and each link represents the co-presence

or transitions between two spaces of interest. In addition, networks are weighted: thicker

and more saturated lines suggest stronger connections, whereas thinner, less saturated

lines suggest weaker connections (Shaffer and Ruis, 2017). The positioning of nodes

does not correspond to the actual positions of the spaces of interest on the floorplan.

Instead, ENA automatically places the nodes in fixed positions to allow for meaningful

comparison of patterns of connection between two or more team networks.

c. Illustrative insights. Figure 5.15 shows ENA diagrams for teams 7 and 9, mapping

transitions between spaces of interest for the whole simulation.

Figure 5.15 (left) shows the epistemic network of a team transitioning between the

bed footer and the patient manikin most of the time (see thick edge between nodes: at the
bed footer and at the patient manikin). Moreover, this team received some help from the

teacher mostly in these two semi-fixed spaces (see edges going to node receiving help). In

contrast, although members of team 9 also remained very close to the patient manikin

and at the bed footer (Figure 5.15, right), they occupied other meaningful spaces during

the simulation. For instance, edges going to the nodes near to the patient and close to
human patient suggest that team members also occupied the space further apart of each

other but around the patient manikin, and close to the student role-playing the patient.

This can be indicative of patient-centred care. Moreover, this team displayed a more

3http://www.epistemicnetwork.org/
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Figure 5.15: Epistemic Networks showing the spaces of interest. Team 7 (left) received
help from the teacher, while Team 9 (right) was more independent.

independent and proactive behaviour, as team members commonly were elsewhere in the

classroom and only received little help from the teacher (see thick edges connecting the

node elsewhere in the classroom and thinner lines connecting the node receiving help).

5.3 Summary

5.3.1 Student-facing MMLA interfaces and Illustrative
vignettes

Student-facing MMLA interfaces - Study 1. Students from simulations 1 (Sec. 3.2.1.1)

and 2 (3.2.1.2) face and evaluate their multimodal data, using explanatory MMLA inter-

faces (described in Section 5.1). Three storytelling MMLA interfaces were created (one

per simulation) to communicate team outcomes with regard to: i) team errors, which took

account of sequence, frequency, and timeliness of actions, ii) nurses’ arousal levels, which

reported on students’ arousal peaks, and iii) the rule-based algorithm used to generate

the stories. The stories were designed using: a) the multimodal modelling outcomes (see

Section 4.2); b) rules, extracted from the learning design; and DS principles (see Section

5.1 for additional details).

Students used the data stories to reflect upon: i) opportunities to improve, ii) specific

skills and knowledge they need to master, iii) revise their strategies to tackle different sit-

uation in the future, iv) their accuracy of team/individual judgement about performance,
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and iv) their collaboration and teamwork strategies (Section 5.1.5). These results are

aligned to Schon’s notion of reflection-on-action (Schön, 1987), which explains that during

the reflection practice individuals normally reflect on three aspects: i) recall and reflect

upon the teamwork activity that has occurred, ii) think about what they should have

done differently, and iii) think about new information gained as a result the reflection

process. Thus, the results of this study (Study 1, Section 5.1) demonstrate the potential

of data stories for helping students to identify misconceptions and errors, think about

strategies they could use to address errors, detect aspects to improve in future scenarios,

and reflect on their arousal levels.

Illustrative Vignettes about nurses’ proxemic behaviour - Study 2. The four

vignettes created in this study illustrate the modelling approaches presented in Section

4.2.2, using the data collected from Simulation 2 (Section 3.2.1.2). The vignettes asso-

ciated with the three constructs described in sections 4.2.2.2, 4.2.2.3, and 4.2.2.4, with

authentic teachers’ questions (see 4.2.2.1), show how positioning data can help in telling

data-informed stories about nurses’ proxemic behaviours. The modelling outcomes were

communicated by visualising: i) nurses’ full-proximity networks and role-centred ego

networks, using Social Network Analysis (SNA) (sec. 4.2.2.2); ii) nurses f-formations (sec.

4.2.2.3); and iii) Epistemic Network Analysis representations.

The vignettes provided exemplar insights from the teams who participated in sim-

ulation 2 (see Section 3.2.1.2). For instance, the use of patient-centred ego network

helps students and teachers identify the presence of team members in the vicinity of the

patient’s interactional space. This insight helps team members to explore how well the

patient was cared for, a key insight as patient should be central in the simulation prac-

tice. Similarly, full social networks can model proximity ties among nurses, indicating

whether nurses were working together appropriately during the simulation (e.g., during

the delegation phase, nurses are expected to be close to the team leader). F-formations,

were used to identify if the nursing teams followed the official guidelines Australian

Nursing & Midwifery Federation (2020) when preparing, administering or stopping med-

ication. ENA representations provided meaning to individual team members’ coordinates

by modelling interpersonal ties based on proximity, as well as the particular locations

adopted by individuals during the simulation. These data vignettes have illustrated the

potential for automatically generating evidence about positioning strategies to address

authentic questions that teachers have when monitoring, assessing and reflecting on

nursing team simulations. Although these vignettes were not evaluated with students

they could in future work enable the provision of automated feedback which could be
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used to spark reflection in a post-simulation debrief.
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EVALUATION OF MMLA INTERFACES WITH TEACHERS

Figure 6.1: Crafting and evaluating MMLA interfaces with teachers

The third and fourth contributions of this thesis are described in detail in this chap-

ter. This chapter focuses on the second component (Figure 5.1) of the conceptual

model introduced in Chapter 3. Thus, the chapter presents a set of multimodal
visual interfaces (V-S) designed based on the modelling approach described in Chapter

4. The framework enables the generation of two types of interfaces; interfaces that

invite users to explore (V), and interfaces that explain or communicate insights (S).
The framework introduces the learner model (LM) and data storytelling principles (DS)
to enable overlay additional information or enhancement to the visualisation to guide

interpretation. Section 5.1 presents the teachers’ exploration of two explanatory MMLA

interfaces. Section 5.2 provide four illustrative vignettes (exploratory MMLA interfaces)
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and exemplar insights about team dynamics from an evaluation with teachers.

Each of the studies presented in the following sections were designed with various

protocols and research objectives with the intention to gain additional insights and

perspectives from the evaluation. Figure 6.2, explains how studies 3 (Section 6.1), 4

Section 6.2), and 5 (Section 6.3) are addressing the main research questions of this

thesis (Section 1.2). The identification of research objectives derived from the different

qualitative studies are defined based on the study number (St3-St5) and the research

objective number (Ro).

RQ 1: 
What modelling techniques can
enable the identification of salient
aspects of multimodal team
activity according to the learning
design (teachers' pedagogical
intentions)?

Modelling

RQ 2:  
How can insights be extracted from
multimodal sensors and
communicated to students and
teachers to support teaching
and reflection on embodied team
activity? 

Prototypes

RQ 3: 
To what extent can students and
teachers reflect on embodied
team activity using MMLA
interfaces ? 

RQ 4: 
To what extent can MMLA
interfaces for students and
teachers be automatically
generated? 

Implementation

Prototypes - evaluation

St3-Ro1: Does the information displayed in the dandelion diagrams
enable the sensemaking of classroom spatial behaviours? If so, How?

St3-Ro2: To what extent can the information in the dandelion diagrams
can contribute to improve teaching practice?

St4-Ro1: What insights can teachers gain from visual representations
of nursing teams spatial behaviours using ENA?

St4-Ro2: What potential uses of ENA for supporting teaching and
reflection on nurses' spatial behaviours are  envisaged?  

St4-Ro3: If potential uses are identified, then what improvements are
needed for making ENA representations for special data into effective
reflection tools for nurses?

Study 3

Study 4

RQ2

RQ3

RQ1

St5-Ro1: What are teachers' perceptions of representations of
student data using i) visual data slices, ii) tabular, and iii) written report
formats?
St5-Ro2: What are teachers' potential envisaged uses of the visual-
narrative interfaces to support teaching and learning? 

Study 5

RQ2

RQ3

RQ2

RQ3

RQ3

Figure 6.2: Mapping of thesis RQ and the objectives of studies 3-5

6.1 Study 3. Classroom Dandelion

The dandelion diagram is a positioning visualisation technique that aggregates posi-

tioning and orientation data, and thereby can depict both the whereabouts and heading

directions of a person at different points in time. Dandelion diagrams also visualise the

104



6.1. STUDY 3. CLASSROOM DANDELION

trajectory of people across the physical space, which can reveal their mobility patterns.

Moreover, it uses color codes to communicate extra information, such as to differentiate

the data points representing multiple actors in a collaborative process. The visualisation

is agnostic to the underlying positioning tracking system. The input data for dandelion

diagrams should be formatted continually in equal timeframes (e.g., 1 data point per sec-

ond as described below). Each data point should include both location (i.e., x-y cartesian

coordinates), and orientation (in radians or degrees)1. The dandelion diagrams feature

the following four visualisation design components:

Figure 6.3: Top: Illustrations of four major design components of the Dandelion Diagram.
Bottom: Embodiment of these design components in data visualisations using data from
the two learning contexts targetted in this thesis.

1. Spotlight metaphor. The position and orientation of an actor in a given point of

time are represented in a triangular shape, following the metaphor of "spotlight"

(see Figure 6.3, 1). The farthest vertex indicates the x-y location of the actor, and

its opposite side shows the direction the actor is facing to. This representation is

commonly used in video games and navigation systems, and can intuitively depict

an entity’s location and orientation.

2. Trajectory. The trajectories of an actor are delineated by connecting every two con-

secutive position coordinates, which shows any change in location and orientation

over the visualised period of time (see Figure 6.3, 2).

3. Density stacking. Based on the metaphor of the heatmap, each spotlight shape is

semi-transparent, and multiple shapes can stack on one another to increase the
1This section content is based on the work presented in: Gloria Milena Fernandez-Nieto, Pengcheng

An, Jian Zhao, Simon Buckingham Shum, and Roberto Martinez-Maldonado. 2022. Classroom Dandelions:
Visualising Participant Position, Trajectory and Body Orientation Augments Teachers’ Sensemaking. In
CHI Conference on Human Factors in Computing Systems (CHI’22), April 29-May 5, 2022, New Orleans,
LA, USA. ACM, New York, NY, USA, 17 pages, doi: 10.1145/3491102.3517736. 2022.
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density of the colour, which reflects that the actor was cumulatively staying in a

location (see Figure 6.3, 3).

4. Colour coding. The different colours of the spotlight shapes represent different

actors in the practice context, to help the audience differentiate multiple roles in a

collaborative process (Figure 6.3, 4). Alternatively, this colour coding feature can

also be used to represent other types of information (e.g., in a prior iteration An

et al. (2020), it was used to differentiate data points from different activities or

periods of time).

6.1.1 Participants

The study presented in this section focuses on the perspectives of teachers involved in

the design, delivery or evaluation of the two units of study described in Section 3.2. Two

learning contexts used to evaluate the Classroom Dandelions are described in sections

3.2.2.1 and 3.2.1.2. In this study Context A make reference to the science laboratory 1

(see 3.2.2.1) and Context B to Simulation 2 (see 3.2.1.2).

For Context A, the unit coordinator (physics teacher 1 - PT1 - who designed the

learning tasks and did not teach any class); a main teacher and a secondary teacher

(PT2 and PT3, respectively, who taught a total of 14 classes in pairs) participated in the

study. All of the participants were experienced teachers in each of their roles (males:

3, average years teaching: 11.3). For Context B, 5 nursing teachers (NT1-5) inspected

students’ positioning data (females: 4, average years teaching: 12.6). NT1-4 delivered the

11 simulation classes and NT5 is a nursing researcher who assesses nursing education

programs at the hosting university.

6.1.2 Protocol

Inspired by theoretical foundations of information visualisation design (Meyer and Dykes,

2019; Sedlmair et al., 2012), and sensemaking with data visualisations (Campos et al.,

2021; Card, 2004; Pirolli and Card, 2005), I used a set of dandelion diagrams as evolving
MMLA interfaces to investigate the relationship between teachers and the positioning

data, beyond learning about the specific visualisation technique. For this, the eight

teachers in both learning contexts were interviewed with the purpose of documenting

their perceptions of the dandelion diagrams about themselves (in Context A) and their

students (in Context B). Each interview was recorded using an online video conferencing

platform (i.e., Zoom) and had an approximate duration of 60 minutes. Before each
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interview, the four major design components of the dandelion diagrams were explained

to the teachers using examples such as the ones depicted in Figure 6.3. They were also

invited to ask clarification questions regarding the design of the visualisations during

the rest of the interview. Following a semi-structured format, the interview had two

parts:

Part 1. A think-aloud protocol was followed to document how teachers explored the

positioning data in order to address research objective (Ro) 1 (sensemaking of spatial

behaviours). These data were presented to teachers as digital indoor maps corresponding

to critical classroom events of the classes relevant to them in two ways: i) by visualising x-

y coordinates only, and ii) using dandelion diagrams. The x-y coordinates were presented

in the form of regular heatmaps as in previous classroom studies reported in Section

2.3.3. The same data was made available through the dandelion diagrams. The maps

were generated by normalising the positioning data to 1Hz to make them comparable.

The critical classroom events presented to teachers were selected based on previous

work. For Context A, results from a previous qualitative study Martinez-Maldonado

et al. (2020b) emphasised the importance of understanding how teachers interact with

(i) classroom resources, (ii) students and (iii) each other in co-teaching scenarios, which

is aligned to contemporary literature on the materiality of the classroom environment

(Yeoman and Wilson, 2019). Each class was segmented into three phases by the unit

coordinator. Phase 1 includes the main teacher of the class giving instructions (average

duration 13 average=8 minutes). Phase 2 corresponds to the period in which all students

start working on the experiment(s) in small teams (1.5 hours average=18 min). Phase

3 corresponds to the time when some teams complete their experiments and start

leaving the class (33 average=22 min). The analysis of this paper focuses on Phase 2,

which enables comparison across the classes considered. Phase 2 was further segmented

into quartiles of the same duration. A total of five critical events were selected by

the research team from the resulting quartiles, displaying events identified by the

teachers who participated in the previous study as examples of potential interactions of

teachers with classroom resources (2 instances), with students (one instance) and between
themselves (2 instances). Details of these five critical events, and the extent to which

each is representative of the dataset, are provided in the next section.

For Context B, the critical events were closely related to the learning design of the

team activity created by the unit coordinator. High effective teams should go thrugh the

following events: (i) perform an initial set of vital signs measurements; (ii) prepare/ad-

minister the intravenous fluid-IV antibiotics; (iii) perform another set of vital signs
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measurements after the patient complains of chest tightness; (iv) stop the IV antibiotic;

(v) perform an ECG; and (vi) call the doctor after stopping the IV antibiotic. In this case,

the research team randomly selected instances from this critical moments, focusing on

events iv and v, which are the most critical events identified by the unit coordinator. All

the teachers within each context inspected the same set of visualisations.

Part 2. Then, teachers were asked to respond to two main questions (and trigger sub-

questions) to elicit their perceptions of the dandelion diagrams in terms of sensemaking

(Ro1) and potential to support teaching practice (Ro2).

1. St3-Ro1: Does the information displayed in the dandelion diagrams enable the

sensemaking of classroom spatial behaviours? If so, How? Trigger questions:

• What differences does it make to add rotation/trajectory information to the

positioning data maps, if any?

• Could you name some examples from your experiences in which the heading

information can help us identify what was happening in the classroom from

the positioning data?

• Can you envisage any risk in showing the diagrams with or without body

orientation information?

2. St3-Ro2: To what extent can the information in the dandelion diagrams can

contribute to improve teaching practice?

• Do you think such visualisations can support or hinder teachers’ reflections

upon their practice? Why?

• Do you think such dandelion diagrams could also support professionalisation

of researchers/experts in doing their research or training teachers? Why and

How?

• How do you envisage teachers can use the diagrams to support reflection and

teaching over time?

6.1.3 Analysis

The interviews were fully transcribed using a professional service. In qualitative studies,

notions of generalisability and reliability are usually replaced by validity, rigour and

attention to the quality in the research process (Creswell, 2014). To achieve this, I

used data triangulation (various sessions with teachers in two contexts), triangulation
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of sources of evidence (think-aloud recordings, video data, and interview responses),

and analysis triangulation (three researchers in the analysis process). Informed by best

practices of qualitative research in HCI (McDonald et al., 2019), I analysed the interviews

as follows.

Analysis of Part 1: Vignette analysis. This involved three researchers independently

screening the video recordings of the interviews looking for how teachers talked about

spatial behaviours based on the visualisations of x-y coordinates and the dandelion

diagrams. Then the researchers discussed each particular moment, selecting vignettes

that could potentially point to insights and contradictions across teachers inspecting the

same visualisations. The researchers discussed their independent analyses to reach an

agreement. Results from this analysis are reported in the next section by describing the

critical classroom event, and a summary of teachers’ perceptions on them. Footage from

the classroom sessions was additionally used to confirm teachers’ interpretations of the

diagrams they explored.

Analysis of Part 2: Interview analysis. Given the direct alignment between the inter-

view protocol and the research questions, statements of interest were jointly identified

by three researchers. These were thematically coded (Braun and Clarke, 2012) by one

researcher. Resulting coded statements were double-coded by other two researchers until

full agreement was reached. Next, researchers had several discussions to identify and

group emerging themes in alignment to the interview questions, which are reported in

Section 6.1.6.

6.1.4 Vignettes from the co-teaching context (A)

6.1.4.1 Vignette A1: Proximity to Classroom Resources

This vignette focuses on two critical classroom events in which teachers were in close

proximity to key classroom resources. Previous studies looking at classroom proximity

traces have assumed that the teacher may be interacting with classroom resources if

they are within arm’s reach (Martinez-Maldonado et al., 2020b) (e.g., while giving an

explanation to students). The two classroom maps on the left of Figure 6.4, illustrate two

instances where the secondary teacher (red data points) is very close to the classroom

whiteboard (see Points A and B) and the main teacher (in blue) is at a bench where there

are no students (Point C) for an approximate period of 22.5 minutes.

When teachers explored the visualisations of only x-y coordinates (Figure 6.4, left),

they confirmed the assumption is that close proximity to a classroom resource most
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Figure 6.4: Visualisations over 22.5 mins. approximately, of the main teacher (blue) and
the secondary teacher (red) in close proximity to the classroom whiteboard (see points A
and B) and an auxiliary bench (C). Left: x-y coordinates only. Centre: dandelion diagrams.
Right: video footage of the critical events.

commonly means that teachers may be using it. The unit coordinator (PT1) explained

this as follows "It is unusual to stand at the whiteboard not using the whiteboard unless
there are students standing in front of him or her". The main teacher who was in the

room in both sessions (PT2) also assumed that the auxiliary teacher in red (PT3) was

"probably explaining some theoretical points, using the whiteboard". Yet, PT3 confirmed

that he was scanning all the tables to see if all students were maintaining self regulation"
in session 1 (top), and "just standing there and seeing if anyone needed help" in session

4 (bottom). This teacher also explained that for Point C, that teacher was "most likely
using the bench to write on the laboratory sheet, indicating who did which experiment,
and who attended".

However, when the same teachers looked at the dandelion diagrams (Figure 6.4,

centre), all of them changed their minds about the spatial behaviours in both situations.

For example, PT1 indicated that PT3 spent most of the time supervising and did not

consider this behaviour adequate if extended for a long period of time (see Point A): "the
[red] teacher seems to be just watching the crowd. This should not really happen unless you
use a whiteboard, which obviously is not the case". This was confirmed through a snapshot

of the classroom footage (see Figure 6.4, top-right). Regarding the blue dandelion at Point

C (Figure 6.4, bottom- centre), he suggested a particular behaviour where the ’spotlight’

remains at a specific angle as follows: "it’s not like a swiveling over like watching people.
So I suspect that teacher in blue is either idle or explaining something to students". PT2,

after looking at his own data, explained: "It seems I was just deeply looking to the class,
because there are dense dots. It is near the bench, so I was probably explaining something
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to some group of students there gathered around me". PT3 confirmed that in Session

1 (Point A) he was "facing the students, changing [his] orientation from left to right,
trying to scan the whole classroom to see if there were any problems or safety regulations
that needed attention". Yet, he corrected himself as he could see through the dandelion

diagram that his body orientation in Point B was towards the whiteboard, explaining

this as follows: "I was writing on the whiteboard or explaining a formula written on the
whiteboard to some student" (see Figure 6.4, bottom-right).

In sum, the added information contained in the dandelion diagrams enabled teachers

to understand the situation more in detail. This also demonstrates that it is not sufficient

to simply use the proximity distance as a proxy to identify if certain classroom resources

are being used by the teachers. Importantly, teachers could differentiate important

spatial behaviours, such as scanning the classroom when the spotlight is swiveling
versus the dense stacking indicating that the body was oriented towards a fixed point for

longer periods of time; these look identical in an x-y heatmap. The next vignette focuses

on spatial behaviours when teachers are close to students.

6.1.4.2 Vignette A2: Proximity to Students

This vignette is focused on a critical classroom event that is representative of 20-40

instances that occurred in each class (avg=30; std= 10.3): teachers standing in close

proximity (within 1 metre) to teams of students working on their experiments. An

instance was selected based on a previous study Martinez-Maldonado et al. (2020b)

in which 3 clusters of teachers’ positioning data points are surrounded by 4 students’

experimental setups. Figure 6.5 depicts the selected instance visualised by plotting x-y

coordinates (left) and dandelion diagrams (right). Teachers were asked to comment on

what they thought PT3 (in red) was doing in close proximity to team 4 (Point X) and

what PT2 (in blue) was doing near team 7 (clusters in Points Y and Z) for a period of 23

minutes approximately. This instance was selected because the body orientation data in

Figure 6.5 (right) appears to help disambiguate which team of students is being attended

to (i.e.„ although the teacher at Point Y is closer to team 7, his attention was in fact on

team 6 working further away on the laboratory bench).

Similar to the vignette A1, when teachers explored the x-y data plot (Figure 6.5,

left), they confirmed that the assumption is that being in close proximity to students

means that they may be interacting with that team. PT1 explicitly explained this, by

considering the details of the learning design (i.e., "Because this is a very concentrated
experiment, you have to be in close proximity to the students to talk to them"), as follows:
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Figure 6.5: Visualisations over approximately 23 mins. of the main teacher (blue) and
the secondary teacher (red) in close proximity to students’ laboratory experiments (see
points X, Y and Z). Left: x-y coordinates only. Right: dandelion diagrams.

"Just looking at the obvious proximity, we have teams 4 and 6 for Point X. For Point Y, we
have team 7, and 5 possibly. This is the principal teacher so for Point Z may also be close
to the PC checking information.". The other two teachers (whose data was represented in

the diagrams) followed the same rationale (e.g., PT2 stated: "At Point X I was attending
team 4 because I was closer to them, and so on.".

Yet, when teachers explored the dandelion diagrams (Figure 6.5, right), they had

to revisit how they initially interpreted the data. For example, PT3 (in red) explained

how the information about his body orientation and that of the other teacher, could help

him confirm how they used the space to support students, as follows; "From position
X I was facing team 4 so I was like helping them. From Y, maybe [the other teacher]
was [walking] from [position Z] and maybe was monitoring team 6 from afar". PT2 (in

blue) also corrected himself and could describe the situation by looking at the dandelion

diagrams representing his own data: "So I said in X I was attending number 7. But my
conclusion was wrong because I was oriented towards group 6. But it is too far away from
this group unless there is some student from this team maybe asking some question. Looks
like definitely from point Z I was explaining something to team 7. Awesome!"

In sum, the added body orientation information enabled teachers to get a richer

picture of the classroom situation they experienced. The next vignette explores two cases

in which both teachers were providing close attention to only one team at a time, which I

refer to as instances of co-teaching.

6.1.4.3 Vignette A3: Instances of Co-teaching and F-formations

This vignette is focused on two critical classroom events that are representative of the

3-10 instances that occurred in each class (avg=5.6; std= 4): both teachers standing
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in close proximity (within 1 metre) to the same team partially at the same time. Two

instances were selected to illustrate two different f-formations displayed by the spatial

behaviours of the teachers approximately 22.5 minutes apart. The classroom maps at the

top of Figure 6.6 illustrate an instance of a face-to-face f-formation of both teachers near

team 1, and the maps at the bottom illustrate a side-by-side formation Kendon (1976),

where both teachers faced team 2. Both moments were extracted from the same class

session to enable comparison.

Figure 6.6: Visualisations approximately 22.5 mins. apart, of the main teacher (blue)
and the secondary teacher (red) while both attending to the same team of students. Left:
x-y coordinates only. Right: dandelion diagrams face-to-face (above) and side-by-side
(bottom).

When teachers inspected the maps showing only x-y coordinates, the teachers did

not have much evidence to reflect on. Both maps in Figure 6.6 (left) look similar. PT1

wondered if "maybe the (red) teacher sort of sought some extra help from the (blue) teacher
to support team 1". The other two teachers explained that having two teachers in close

proximity to the same team may be a sign of students needing to "solve a problem" (PT2)

or to "debug the experiment or explaining to students what they needed to do" (PT3). Yet,

teachers did not explain much about their own team dynamics as a teaching team when

attending the same group of students.

When looking at the dandelion diagrams (Figure 6.6, right), for both cases, they

all reflected about the strategies that could potentially be illustrated through these

examples in terms of socio-spatial behaviours. For example, PT1 explained that, in the

case of the face-to-face f-formation (Figure 6.6, top-right), "even though they may have
attended the same team a few minutes apart, what it actually shows is that team 1
requires quite some attention because there’s a fair concentration of both teachers, the red
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and the blue." PT1 also explained that the body orientation gave him clues about the

kinds of interactions that may have occurred: "If the blue is talking to you, or the other
way around, they would be facing each other. The main teacher might as well talk to one
of the students who is engaged in that experiment because is facing to the other direction.
The red one is engaged with these students at the bench. You see? The red is much, much
more concentrated".

In the case of the side-by-side f-formation (Figure 6.6, bottom-right), the dandelion

diagrams helped PT3 to recall exactly what happened, and he reflected on his collabora-

tion strategies as follows: "So, the clear difference is that in the [face-to-face formation]
the main teacher commonly talks to the [secondary] teacher; and in the [side-by-side
formation] we usually are giving instructions to students". PT3 also explained in more

detail how the information about their body orientation helped him reflect on their social

dynamics. He explained: "face-to-face situations would be when we are both having a
discussion so that we can both work on the same project. But the side-by-side was the
situation when one tutor was actually explaining to the group and the other is standing
there. So, you see? like the fans [spotlights] actually intersect".

The next set of vignettes illustrate new aspects yet to be discussed related to social

dynamics, since it focuses on the Nursing teams of 5 students engaging with their

teacher.

6.1.5 Vignettes from the teamwork context (B)

6.1.5.1 Vignette B1: Teacher Monitoring or Intervening

This vignette is focused on a critical event when one of the teams of nurses is attaching the

3-lead electrocardiogram device (ECG) to the simulated patient. During this procedure,

nurses around the bed attach the ECG directly to the patient’s chest. This vignette

illustrates nurses’ embodiment of this task in the classroom space for a period of one

minute (one point per second). This instance was selected because the teacher was in

close proximity to the team (see grey data points in Figure 6.7).

When nursing teachers (NT1-5) where asked to explain the situation using Figure

6.7 (left), four out of five interpreted that the role of the teacher was actively involved in

helping and guiding nurses through the process (performing an intervention, for example,

to provide feedback to the students) by focusing on Point A in the figure. For instance,

NT3 mentioned that "in this situation [nurses] commonly don’t realise what is going to
happen so they may need a little bit of guidance and reassurance from the teacher". NT5
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Figure 6.7: Visualisations over one minute of a teacher, and four student nurses playing
different roles in a team simulation during a critical event: attaching an ECG device.
Left: x-y coordinates only. Right: dandelion diagrams.

more strongly assumed that "the teacher must have been explaining something specific
or nurses asked for some kind of clarification". NT2 (whose data was being inspected)

admitted that he could not remember what may have been happening without having

further information.

However, when presented with Figure 6.7 (right), all the teachers changed their

initial interpretations. Three out of five teachers pointed at the teacher’s trajectory (Point

B), which was interpreted as the teacher just monitoring the team and then moving

away to the next bed. NT1 indicated "I can see the teacher was moving away to the next
bed [pointing at the trajectory]". NT2 this time commented "So you can see that I was
standing off to the side just looking, and I might have come over to briefly say something
to the team leader [referring to Point C]. I didn’t invade their space for some particular
reason". This monitoring behaviour was confirmed through the video footage.

This vignette illustrates that visualising the trajectories and the body orientation

of the teacher and students contributed to characterising how the teacher’s classroom

tasks (e.g., monitoring versus intervening students) were enacted. This may be helpful

to train novice teachers for them to learn how to work in the classroom space.

6.1.5.2 Vignette B2: Spatial Team Dynamics

This vignette focuses on the spatial behaviours of two teams (3 and 5) during the most

critical event of their team simulation: noticing the patient’s adverse reaction to an

antibiotic and stopping its intravenous (IV) administration (located at the top right
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hand side of the bed in all diagrams in Figure 6.8). In the simulation illustrated in this

vignette, there is commonly one student (Nurse 3 in Team 3 and the team leader in

Team 5) asking questions to the student enacting the voice of the patient (student sitting

next to the bed whose data is depicted in yellow). According to the teachers, the spatial

behaviours of Team 3 were more effective compared to Team 5.

Figure 6.8: Visualisations over one minute of teams 3 (top) and 5 (bottom). Left: x-y
coordinates only. Centre: dandelion diagrams. Right: footage of the critical event: stopping
the IV fluid on time.

Based on the x-y coordinates (Figure 6.8, left), teachers did not perceive major

differences between both teams. NT1, NT2, NT4 and NT5 explained, using similar words,

that in both teams Nurses 1 and 2 performed the critical actions. Regarding Team 3,

NT2 explained: "...so, nurse 1 and nurse 2 have identified the incident. They realised
that the adverse event probably is related to the antibiotic being delivered and therefore
they are around the IV fluids" (Point A in Figure 6.8, top-left). Similarly, NT5 explained

the following for Team 5: "I think that nurses 1 and 2 took a very active approach. And
probably nurse 1 was who was stopping the IV fluid (signalling Point B)". The teachers

also inferred some differences between the behaviours of students across both teams

(e.g., asking questions to the patient or checking the IV machine) by noticing which

students were close to each other or to the patient. For example, the team leaders in

both groups behaved differently during the critical event. The team leader in Team 3

was effectively positioned according to her role. This was confirmed by NT4 as follows:

"It looks like the team leader of team 3 is at the base of the bed (Point C) from where she
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can notice if something is wrong with the patient". In contrast, in Team 5 the team leader

was standing at an unexpected position during the adverse event: "Oh look! [signalling
Point D], it looks like the team leader is in a different position here, because usually they
are at the end of the bed. So it looks like she/he is actually asking the patient" - NT1.

In contrast, when teachers inspected the dandelion diagrams (Figure 6.8, centre),

they identified certain spatial behaviours according to nurses’ roles. For the case of

Team 3 (top-centre), teachers used the body orientation of the students as a potential

marker of interaction with the patient or with other team members. For example, NT4

said: "everybody was facing the patient". NT1 further interpreted the information about

body orientation in terms of team dynamics, as follows: "You can see nurse 3 is focused
on the patient (see Point E) and you can see nurses 1 and 2 have gone and stopped
the IV antibiotic (Point F)". NT5 added: "it is clearer here that the leader had a kind
of communication with nurse 1" (signalling Point G). However, for the case of Team 5

(bottom-centre), teachers highlighted some potential areas for improvement. For example,

although NT1 effectively recognised team leader’s behaviour from his spatial traces (i.e.,

"I can see here that the team leader may be doing the patient’s assessment (signalling
Point H"), NT2 explained this may be related to some problems faced by this team as

follows: "I’m not happy with the team, I think the team leader should not be doing the
procedure. It should be [nurse 1] or another nurse allocated to this task". Similarly, NT4

explained this in terms of a leadership problem, as follows: "...the team leader is doing
everything and not delegating. Nurse 3 has done nothing (see Point I). Nurses 2 and 3
seem to be waiting for direction and taking no initiative".

In sum, with the x-y heatmaps, teachers could not differentiate the two teams, but

with the dandelion diagrams, they were able to identify key behaviours related to the

effective execution of the team task (by Team 3), in comparison to a team showing

potential leadership and communication issues (Team 5). The next section presents

additional insights from the rest of the teacher interviews.

6.1.6 Thematic results

This subsection presents reflections externalised by teachers during the interviews.

Questions asked were organised according to our two research questions under the

themes: added value of the dandelion diagrams (Ro1) and envisaged integration into

teaching practice (Ro2). A third theme emerged concerning potential challenges, risks

and limitations.

117



CHAPTER 6. EVALUATION OF MMLA INTERFACES WITH TEACHERS

6.1.6.1 Added Value of the Dandelion Diagrams

Two sub-themes in this regard were identified:

Advantages over representations of x-y coordinates. The first subtheme that

emerged addresses the benefits of incorporating the representation of body orientation

in the visualisation, in comparison to existing tools that only depict coordinates, e.g., a

heatmap, or point cloud visualisation. As NT2 experienced, when there were only dots

(x-y data) on the visualisation, the audience would not have complete insights into the

situation: "you’re only going to see part of the information, you might not see everything." In

contrast, with the dandelion diagrams, "when you see more of that directional information
you can then put together what is actually happening". As stated by PT2, "if only the dots
[are shown], it just says that you spent more time in a certain location. But when you
add a cone (body orientation) you will see exactly where the teacher was facing to and
you could attach some explanation to those dots". Correspondingly, the teachers provided

examples about how the dots-only visualisation can lead to more misinterpretations

of the situation. For instance, PT3 explained: "Teachers may not be facing the group
at all. They may be facing the other way. So it may be easy to interpret that they were
actually helping the group because they were somewhat close to them, but it was something
else in reality". More examples could also be found in the vignette review sections (i.e.,

Subsection 6.1.4.2). Hence, as NT4 explained, "the points [alone] can be misleading
when you try to read them". A similar perception was shared by other teachers. This

recurrent opinion confirmed that one major added value of the dandelion diagram is the

aggregation of x-y position and body orientation, which help teachers to better interpret

the classroom situations at critical moments.

Potential complement to video analysis. Another emerging subtheme concerns

how the dandelion diagrams can serve as a complement or alternative to video analysis,

to save teachers’ time and efforts in professional training. In current contexts, video

has been widely adopted as a learning tool to promote practitioners’ reflection on their

performance. For example, in a training session, teachers might need to watch and

analyse classroom recordings of peers or their own, and discuss different aspects of

practice. A similar approach has also been followed in the training of nurses. Despite

being effective, this video analysis approach can be time-consuming for practitioners

who already have busy routines. As experienced by our teachers, they suggested that

the dandelion diagrams may serve as objective summaries or episodic indexes to help

professionals intuitively analyse the depicted incidents, or quickly retrieve a relevant

video clip. As NT5 explained, "for me as a teacher, it will save a lot of time, because I
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won’t need to go to the video as a source of information. I can just use this visualisation to
explain what is going on, and I know that it will be accurate." Correspondingly, another

similar explanation was offered by PT2: "it can work as a kind of summary for reflection
because I don’t think any teacher is going to go through the video recording of one hour or
two hours to see how to do the teaching." In addition, NT2 pinpointed another potential

advantage of dandelion diagram as an alternative to the video approach, "I think it gets
away from the whole issue around privacy."

6.1.6.2 Envisaged Integration into Teaching Practice

Under this theme I summarise the teachers’ opinions on how the dandelion diagrams

could be integrated into existing practice of professional learning and teaching. The

first three subthemes address what the dandelion diagram could be potentially used for

to facilitate the process of professionalisation, whereas the last subtheme summarises

when and where professionals might use the visualisation as a tool.

Enabling evidence-based reflection. All teachers in both contexts believed that

dandelion diagrams can support practitioners’ reflection both individually and collectively,

by summarising evidence from their own practice. For example, in the context of the

physics labs, PT2 believed that the dandelion diagrams could serve as a reflection of

how teachers have helped their students and motivate them to "think about what needs
to be changed before the next class". PT3 said that this visualisation tool, as a more

objective data portrayal, could help them identify "unconscious bias" in their spatial

performance and thereby "promote learning better". In the nurse training context, NT2

believed that the visualisations could be used not only for "self-reflection", but also for

"group reflection", in which a team of nursing students could reflect on "what worked
well and what didn’t work well and what was going on here and what would they should
do differently the next time". Similarly, NT5 envisaged that the dandelion diagrams

could offer students clues to help them identify surprising or unwanted patterns, which

provoked reflective questions such as "what happened to me in this situation? Why? How
can I improve it? What can I do to avoid it in the next simulation?".

Facilitating example-based learning. The teachers also highlighted the promises

of dandelion diagrams in helping professionals learn from others’ (good or bad) practices.

For instance, NT2 considered them potentially beneficial in professional learning, if the

visualisation technique is used to curate and compare examples of ’good’ and ’bad perfor-
mance’: "here’s some examples about [. . . ] really good interaction using this visualisation,
compared to another example where someone was facing in the opposite direction or away
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from the patient most of the time". NT3 proposed using anonymised visualisations for

peer case analyses, e.g., to help nurse trainees to discuss opportunities for improvement

from others’ cases. Moreover, NT4 believed that the dandelion diagram visualisations

could serve as concrete demonstrations for novice professionals to understand ideal

practice patterns in certain situations: "that is a good way to sort of introduce new
teachers [. . . ] what pattern we think is probably more suitable or the best to use in those
various circumstances". She gave an example about how this would work better than only

providing abstract instructions to novice professionals: "the visualisation helps, certainly,
because just talking about roaming around [is not enough]. What does roaming around
mean? And, you know, the dandelion diagram can be used to illustrate that".

Augmenting feedback provided to students. Several teachers also pinpointed

the potential of the dandelion diagram in terms of supporting instructors to generate

more personalised, concrete feedback for students. For example, as NT1 explained: "I
think it would definitely give more support in regards to teachers giving student feedback."
She first argued that the visualisation tool could help teachers assess the performances

of students in detail: "you see the visualisation and you say, well, sometimes the students
do what they’re expected to do, and sometimes they don’t, or sometimes they might be
slow to react to what’s happening". She also explained how such insights could help

the teacher to give more pertinent feedback to the students: "then you could base your
feedback on that as well. You would actually say to them: I can see that you were in this
direction, in this particular position, could you tell me a little bit more about what you
were doing during that time?" Moreover, NT2 pointed out that the dandelion diagrams

could help teachers to generate relevant feedback in their own professional development:

"very useful information that could come of that [the dandelion diagram] for the teachers
in terms of the feedback in debriefing in professional situations".

When to use the Dandelion Diagram. In terms of supporting students’ reflection

and instructors’ feedback, the teachers recognised that the debriefing session (or a quick

feedback session) after an episode of practice (i.e., a class), would be a good occasion

to integrate the visualisation tool: e.g., "when we’re debriefing with the students. We
could show them this visualisation" (NT3). NT2 emphasised that it would be particularly
beneficial if the debriefing session took place in "relatively real time, after the scenario."
This would make sure that the practitioners still retain fresh memories about the

practice session, "so they would not need to see the video as well". In terms of supporting

students’ example-based learning, some ad-hoc training sessions were considered suitable

occasions to utilise the dandelion diagrams, e.g., to curate examples of good and bad
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practices (NT2, PT1), and peer case studies (NT3). Moreover, PT2 suggested that the

visualisation could also be integrated "with a journal for teachers to reflect on the decisions
they took". NT3 suggested using the visualisation as an awareness tool to help teachers

"in trying to maintain professionalism". PT1 mentioned the possibility of using the

visualisation as a long-term intervention in professionalisation to see how it would

promote iteration and evolution in professionals’ practice. In addition, PT2 specifically

proposed using the dandelion diagram together with video, in which the visuals could

be "useful to give a summary for certain periods", and help practitioners "navigate to a
specific video section and then figure out what happened there".

6.1.6.3 Challenges, Risks and Limitations

This theme collates the teachers’ opinions about the potential challenges, risks and

limitations of using the dandelion diagrams in practice, which has led to some detailed

considerations in designing and implementing this new tool. The first challenge refers to

how to represent absolute time duration in addition to the relative proportion of time

in the visualisation. Each frame of the dandelion diagram depicts spatial data within a

certain period of time, thereby, its color density represents the relative proportion of time

rather than an absolute duration. Yet, as recognised by PT2, practitioners sometimes

may be interested to know "exactly how much time a blue cone represents". To resolve this

need, I propose that future diagrams could add extra annotations to indicate the absolute

duration of a specific data cluster. These annotations could be either auto-generated or

based on manual labels.

PT3 raised another challenge which is about the over-saturation of the color density

which might cause certain data points being "washed out". This could be avoided by

dynamically configuring the amount of color density based on the time-frame of the

whole visualised session: i.e., the longer the session, the weaker each accumulation of

color density will be. NT2 noted that the position of the tracking sensor on the body

should also be carefully considered, to maximally guarantee the accuracy of the data in

terms of body orientation: "there’s probably some [...] considerations about how to best
position [...]". He envisioned that the sensor unit might be integrated into a smart vest

or glasses in the near future.

Apart from these design challenges and considerations, NT3 also pointed out two

concerns in implementing this visualisation in practice. The first is the potential "embar-
rassment" it might bring to teams of students who did not perform well, and this implies

that extra thought would be needed regarding who to share the diagrams with and
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when to anonymise them. A second concern was about how effective this tool would be in

regard to changing professional behaviours. While agreeing with the opportunities that

can be created for professional learning and reflection, she also emphasised that more

evidence would be needed to assess "whether it would actually contribute to changing
behaviours".

6.2 Study 4. Teacher-facing visualisation of students’
spatial abilities

The qualitative study in this section used a retrospective reflection technique Hassenzahl

and Ullrich (2007) to investigate the Nursing teachers’ responses to the ENA diagrams

of their students’ activity2. The discourse analysis of five experts is sufficient to identify

salient patterns and is effective for identifying most usability problems with MMLA

interfaces Nielsen and Landauer (1993). Our study sought to address three research

objectives (Ro):

• St4-Ro1: What insights can teachers gain from visual representations of nursing

teams spatial behaviours using ENA?

• St4-Ro2: What potential uses of ENA for supporting teaching and reflection on

nurses’ spatial behaviours are envisaged?

• St4-Ro3: If potential uses are identified, then what improvements are needed

for making ENA representations for special data into effective reflection tools for

nurses?

6.2.1 Participants

Five teachers (T1-T5) were interviewed, each of whom had taught the simulation before-

hand, to preserve the authenticity and value of the study (females: 4, male: 1, average

years teaching: 12.6).

2Based on: Gloria Milena Fernandez-Nieto, Roberto Martinez-Maldonado, Kirsty Kitto,and Simon
Buckingham Shum. 2021. Modelling Spatial Behaviours in Clinical Team Simulations using Epistemic
Network Analysis: Methodology and Teacher Evaluation. In LAK21: 11th International Learning Analytics
and Knowledge Conference (LAK21), April 12–16, 2021, Irvine, CA, USA.ACM,New York, NY, USA, 11
pages. doi: 10.1145/3448139.3448176
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6.2.2 Protocol

The interviews were conducted as approximately 20 minute online video conferences

via Zoom, structured as follows: (1) Explanation of the ENA diagram. The researcher

showed a floorplan to explain the spaces of interest, and then showed the ENA for Team

1 (Figure 6.9a) to show how they corresponded to the node labels. It was emphasised

that node locations bore no correspondence to the floorplan, the meanings of edges and

thickness were explained as reflecting the number of transitions between locations,

but no explanation was given about why nodes were positioned as they were (this was

judged to be too complex to explain quickly). (2) Interpretation of ENA (Ro1). Teachers

were asked to think aloud while inspecting the connections presented in the three ENA

diagrams shown in Figure 6.9. The prompt question was "According to this diagram,
can you explain how TEAM 1 transitions between the Spaces of Interest?" (3) Eliciting
envisaged usage (Ros 2 and 3). After viewing the three ENA diagrams, teachers were

then asked about the potential value of ENA for student and teacher reflections, and

about any improvements to the ENA design that might help to support their teaching

practice.

Figure 6.9: Presence of nurses in spaces of interest around the patient and in the
classroom during the healthcare simulation using Epistemic Network Analysis for Team
1 (a) and Team 3 (b).
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6.2.3 Analysis

The interviews were video-recorded, fully transcribed, and coded using NVivo. Two

researchers were present in each session. I examined participants’ statements and their

actions exploring the MMLA interfaces. Following McDonald et al. (2019), and given

the direct alignment between the study protocol and the analysis themes, statements of

interest were jointly coded Braun and Clarke (2006) by two researchers according to the

pre-set themes of the study protocol: (a) teachers’ interpretations of ENA visual repre-

sentations of spaces of interest; (b) anticipated usage strategies; and (c) opportunities to

improve ENA to support reflection. Resulting coded statements were examined by the

authors who had several discussions to select instances that illustrate the opportunities

and concerns raised by the teachers.

6.2.4 MMLA exploratory interface: Presence of nurses in spaces
of interest

The output of the modelling described in Section 4.2.2.4 was processed using the online

ENA tool3 for the duration of the simulation. In the resulting epistemic networks, each

node represents the codes for fixed, semi-fixed and dynamic spaces of interest, and

the activities of asking for and receiving help, and each edge represents transitions

between two spaces of interest, possibly in conjunction with help seeking/receiving. The

positioning of nodes does not correspond to actual positions on the floorplan (a key point

to which I will return when I report teachers’ responses). Instead, ENA automatically

places the nodes in fixed positions to facilitate visual comparison of networks (for details

of the algorithm, see Shaffer (2006)). From the 5 teams, I selected the ENA diagrams of

Team 1 (Figure 6.9a) and Team 3 (Figure 6.9b) for our study, because they were the more

contrasting teams (see Figure 6.10).

6.2.5 Results

This section presents the results of the analysis organised around the three questions

motivating these studies.

3http://www.epistemicnetwork.org/
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Figure 6.10: The comparison network shows the difference between teams: green edges
where Team 1 is stronger, red edges where Team 3 is stronger.

6.2.5.1 Ro1: Teachers’ Interpretations of the ENA Diagrams

Strong connections. Four of the five teachers were immediately able to start interpret-

ing the ENA diagrams of both teams (see Figure 6.9, a and b respectively) focusing on

the visually salient, strongest connections (thicker edges). However one teacher found

them very confusing and could not volunteer any reading of them. When interpreting

the ENA diagram for team 1, teachers first mentioned the strong connection between

the nodes bed footer and at the patient manikin. According to teachers, the meaning of

this connection is associated with the patient-care construct (e.g., students assessing

the patient vital signs). By focusing on the other two edges forming a triangle with the

node receiving help, one of the teachers explained that the most common behaviour of
nurses in team 1 was moving from the head of the bed to the footer, because they [focused
on] assessing the patient, and then they were receiving help from the teacher, probably
because they needed guidance to achieve the task (teacher T1). For team 3, teachers

highlighted the connections between the nodes at the patient manikin, near to the patient
and close to the human patient. For example, teacher T2 described that these students
seem to have started at the patient manikin more than anything else, then going close to
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the human patient, students did interact with the patient, with the person and the actual
manikin. Similarly, teacher T4 confirmed this as follows: it looks like team 3 was doing
more of communication with the actual human patient as well. Regarding other strong

connections, teachers explained the meaning of nurses using those spaces, for example,

nurses being elsewhere in the classroom suggested that nurses may have gone to find

additional help (e.g., books), or the ECG device to assess the patient.

In sum, all teachers agreed that team 1 was receiving significant help from the teacher,

which for this simulation was not expected, because this is an immersive simulation and

the students were meant to be addressing critical incidents independently as a team.

Team 3 was much more focused on the patient, as expected. This suggests that teachers

associated strong connections to the predominant spatial behaviours of students.

Weak and missing connections. Teachers also interpreted thinner edges. For

example, regarding the node close to IV devices in team 1, teacher T1 explained that the
[team members] do not need to be there very often [in that space], they are there just for
preparing the medicine and then they give the medicine so that is fine, instead they need
to be closer to the patient. Also, teacher T5 explained that this weak connection occurred

probably because students first tried to figure out what was going on with the patient,
which according to this teacher is the explanation of the presence of some connection to

the node receiving help.

Regarding identified missing connections, three out of the five teachers agreed that

team 1 was generally not as close to the patient as was expected for this simulation. For

example, the teacher T3 explained that there was not a lot of contact with the human
patient and it is a procedural problem of team 1 (note just one thin edge connected to the

node close to human patient. However, teacher T1 argued that, although not ideal, team 1

could still assess the human patient because students can still talk to the human patient
from the other side of the bed. So they may have done a lot assessment on the actual
manikin and then maybe just talked to the human patient from the other side of the bed.

The principal insight from the ENA representation for team 3, that all teachers agreed

with, was that students were generally far from the teacher, neither asking nor receiving

help. For instance, teacher T1 explained that this team was autonomous because they
look like they asked less for help, even when they may have received some help, it seems
they did not depend on it. Teacher T5 described this behaviour from the spatial traces as

follows: probably this team was in a more advance level of expertise or was more confident
with the work they were doing. This suggests that, based on missing connections, teachers

were also able to identify the nurses’ lack of presence in spaces of interest, which pointed
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to qualities and also potential areas of improvement for the teams.

Comparing networks. Four out of five teachers suggested that this visual compari-

son (Figure 6.10) confirmed what they interpreted from the individual ENA represen-

tations. For example, teacher T4, suggested that this [comparison visualisation] just
reinforces what I was talking about before, there is a correction to be made for team 1 or a
couple of corrections in terms of performance. More interaction to the patient is needed
and they should avoid receiving too much help from the teacher. Whereas, team 3, was
much more engaged with the patient. Likewise, teacher T5 reflected on this comparison,

suggesting that students in team 1, which is the green one, were more keen to ask for more
help from the teacher than team 3, which was more independent, and tried to figure it out
by themselves what to do. Finally, only one of the teachers interpreted other connections

apart from the more prominent edges. Teacher T2 explained that Team 3 went to the
medication room a little bit more than the other team and associated this to the more

independent and active behaviours of team 3.

6.2.5.2 Ro2: Anticipated Pedagogical Uses

Regarding the potential use of ENA representations for supporting their teaching prac-

tice, four out of five of the teachers agreed that this tool could be very useful for nursing

students to reflect on aspects like patient-care and team autonomy. For example, T2
suggested that this tool could be used during the debrief session to focus on teams that
might have required specific interventions, such as team 1.

Teacher T4 also highlighted the potential of using the ENA representations for

teachers to reflect on their own practice. This teacher explained how she focused on the

extent to which she provided help to the students, as follows: for me as a teacher if I am
doing an immersive simulation, I am expected to let students to figure out the situations
or try to address the simulation scenario by their own without my help.

Moreover, T1 explained that ENA representations can be very useful for teachers

because they normally want to compare teams at a glance, it is good that you can see the
comparison because then you can see the differences among different teams. Additionally,

teacher T2 mentioned that whether or not students receive or request help can also
indicate that they had to receive a kind of additional support or instruction to address the
simulation, it might suggest possible changes in the learning design.

In sum, teachers recognised the contribution of ENA diagrams to: identify teams’

spatial behaviours, compare teams, interrogate their own practice (regarding to what

extent they affected the immerse character of the sim), and to revise the learning design.
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6.2.5.3 Ro3: Improvements to ENA Diagrams

During the interviews teachers expressed concerns about the complexity of the visual

representations to interpret. For example, T3 stated that he recognised the value of

the tool for reflection but it is a bit difficult to interpret, and there should be some
clear guidelines to go to the clinical staff and students for them to understand what the
visualisation means. In fact, I acknowledge that an accurate explanation of the ENA

representation (codes and connections) is needed to avoid teachers’ misinterpretations,

specifically regarding the position of codes and its independence with the actual floor

position. This because, all teachers confused the node positions with a floor position.

A number of improvements were suggested, which reflected the distinctions being

made between codes (nodes). Three teachers recommended simplifying the ENA repre-

sentations by combining the codes for the patient-manikin and the human role-playing
the patient (which counter-intuitively, were not next to each other in the diagram): the
patient manikin and the person playing the role of the patient represent the same entity
for the simulation, both might refer to patient-care (T1); even when (the human patient
and the manikin) are located at different spatial data points, it would be worthwhile to
combine them because that’s the composite (T3).

However, in another instance, the nodes were not making an important distinction.

T3 suggested splitting the code near to the patient into two different codes: there is a left
side to the patient and a right side to the patient. There will be different procedures being
performed at each side. I think it may be worthwhile to consider separating those ones out
[...] the right hand side of the patient will be predominantly where students will be doing
clinical assessment, checking vital signs, and talking to the patient. Whereas the left side
in this scenario is where the IV-device is, having both might bring additional insights
about the nurses behaviours.

Finally, other recommendations were related to the inclusion of additional elements

to support interpretations. For example, the T3 suggested that the ENA representations

could just have some legend down the side or some explanatory notes linked to the
edges to explain the meaning of the connections. Alternatively teachers requested more

contextual information regarding what was happening during a particular period of time,

for example, when critical clinical procedures were occurring, or focused the analysis pf

differentiated spatial behaviours according to the specific roles enacted by students such

as the team leader.
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6.3 Study 5. Teachers’ facing MMLA Visual
Narrative Interfaces - LAK

A qualitative validation study, using a retrospective reflection technique Hassenzahl

and Ullrich (2007), was conducted to investigate the Nursing teachers’ responses to

3 visual-narrative interfaces 4. This validation study sought to address two research

objectives:

• St5-Ro1: What are teachers’ perceptions of representations of student data using

i) visual data slices, ii) tabular, and iii) written report formats?

• St5-Ro2: What are teachers’ potential envisaged uses of the visual-narrative

interfaces to support teaching and learning?

6.3.1 Participants

Four teachers (T1-T4) were interviewed (3 females, 1 males, years of experience as

register nurses from 40 to 9, avg=21, std=14.6). Each of them belong to the teaching

team delivering the unit, to preserve the authenticity and value of the study.

6.3.2 Protocol

To address the research objectives, a think aloud protocol was defined. The interviews

were conducted in the form of 45-minutes, individual interviews (3 in person and 1 via

Zoom). The interview was structured in two parts as follows.

i) Exploration of teachers’ reactions to the three different visual-narrative interfaces:

teachers were asked to navigate through each interface while thinking aloud. Teachers

were asked to compared two different groups using the data slices and compared 5 groups

while inspecting the other two visual-narrative interfaces. For the case of interface 1,

teacher’s navigated first through the timeline (without data stories) to then explore each

of the 5 slices.

ii) Open questions about the alternative uses of the visual-narrative interfaces.

Triggering questions were used to investigate how teachers envisaged the use of each
4Section based on: Gloria Milena Fernandez-Nieto, Simon Buckingham Shum, Kirsty Kitto, and

Roberto Martinez-Maldonado. 2022. Beyond the Learning Analytics Dashboard: Alternative Ways to
Communicate Student Data Insights Combining Visualisation, Narrative and Storytelling. In LAK22: 12
th International Learning Analytics and Knowledge Conference (LAK22), March 21 –25, 2022, Online,
USA.ACM, New York,NY, USA, 16 pages. doi: 10.1145/3506860.3506895
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MMLA interface to support their teaching practice. The two questions asked were: 1)

what would you do with each of these three representations?, and 2) when and for what

purpose each representation would help in your teaching or students’ learning?

6.3.3 Analysis

The interviews were video-recorded, fully transcribed, and coded using NVivo. I examined

participants’ statements and their actions exploring the visual-narrative interfaces.

Following McDonald et al. (2019), and given the direct alignment between the study

protocol and the analysis themes, statements of interest were jointly coded Braun and

Clarke (2006) by two researchers according to the pre-set themes of the study protocol:

(a) teachers perceptions on different visual-narrative interfaces while exploring them;

and (b) open questions regarding the potential uses of each visual-narrative interfaces.

Resulting coded statements were examined by the authors who had several discussions

to select instances that illustrate the opportunities and concerns raised by the teachers.

6.3.4 MMLA exploratory interface: Visual-Narrative Interfaces

Three visual-narrative interfaces were designed to communicate information about the

group(s) and class outcomes, namely, i) visual data slices, ii) tabular visualisations and

iii) written reports.

6.3.4.1 Visual-Narrative Interface 1 - visual data slices

The first interface was designed based on the timeline metaphor, which is commonly used

to represent temporal relations in student actions Riel et al. (2018), and the notion of

data slices reviewed above Chen et al. (2019). Five data slices were created based on the

interactive slideshow metaphor. Activity logs were grouped into four slices, related to the

critical actions modelled by the rule-base algorithms described in the previous section.

Critical actions, that involved similar activities, were aggregated in the same slice to

avoid a big number of them. That way, critical actions related to vital signs validation (at

different moments during the simulation) were condensed in the same slice, as well as

IV antibiotic actions (ether administer or stop it).

Figure 6.11 presents an example of data slices that communicate nurses errors. It

includes visual enhancements such as enclosing areas, shaded areas and boxes, to empha-

sise where the error was detected or to explain what was the error (A); changing colour,

to guide attention to certain points or messages such as errors (yellow) or correct actions
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Figure 6.11: Data slice example, communicating that the group of students skipped
some actions, including: A) shaded areas to group relevant data points according to the
learning task; B) annotated data points; C) a summary of the main story of the data
slice; and D) text narrative explaining the main issue in student’s performance.

(blue) (B) (principle 1 in Section 2.4); and text annotations such a title that summarises

the take-away message of the slice (C), or additional explanations for particular data

points (D) (principle 3 in Section 2.4). Gestalt principles (Ali and Peebles, 2013; Knaflic,

2017) of proximity and similarity were used to group similar elements of the messages,

Figure 6.12: Data slice example, communicating nurses arousal peak levels using text
labels, including: A) intensity of colour to visualise a range of values from very low
(lighter) to very high (brighter); B) text indicating the levels experienced by nurses; and
C) explanatory labels indicating the arousal levels per phase.
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for example using the same color for shaded areas, messages and highlighted points or

including annotations in close proximity to points of interest (principle 2 in Section 2.4).

One additional slice was included to communicate student’s arousal levels. Figure 6.12

was build to communicate the different levels of arousal peaks that nurses experience

during the simulation. This visual-narrative interface includes changes in colour (A),

indicating levels from very low to very high levels of arousal peaks (principle 1 in Section

2.4). The use of text in this interface helps to emphasise the intended message to be

communicated (principle 3 in Section 2.4). For example, it explicitly flags those roles that

were highly aroused in the title (B), and at the level of the phase of the simulation (C).

Figure 6.13: Example tabular visualisation (heatmap metaphor) including: A) rules’
textual explanation; B) textual complementary explanations; C) changes in colour to
present errors in blue and assertive responses in blue; and D) levels of arousal peaks
using a sequential scheme of colour.

6.3.4.2 Visual-Narrative Interface 2 - tabular visualisation

The purpose of this interface is to visually report the outcomes of all groups that par-

ticipated in one simulation (normally 5). The story of the whole class is communicated

using a tabular structure based on a tabular heatmap approach (Knaflic, 2017). That

way, the table mixes the detail of groups and critical actions while also making use of

visual cues to guide teacher’s attention. The first column of the table in Figure 6.13,

introduces the learning intentions to provoke class discussion in terms of the simulation

performance or arousal experienced by the students. The other 5 columns aggregate

specific outcomes for group 1 to 5. Rows in the table, represents each of the critical
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actions (6 as per the learning task) and one additional row to present the groups’ arousal

peak levels. Unfortunately, the physiological data of group 1 was not captured because of

some issues with the sensing technology.

In this case, textual explanations (A), were included to explicitly explain the rules

used to generate groups’ outcomes. For example, the rule used to generate values in row

4 was presented as follows: "(Stop IV antibiotic after erythematous torso rash) AND (Stop
IV antibiotic in less than 5 min)". Additional explanations were included in certain cells

when actions were partially correct. For instance, group 3 performed an action but their

time response was not appropriate: "The group called the doctor 6 minutes late" (B).

Changes in colour, were used to either emphasise errors (yellow) or assertive responses

(blue) regarding critical actions (C). In this case, the levels of arousal were counted and

shown explicitly through the interface (D).

6.3.4.3 Visual-Narrative Interface 3 - written report

Figure 6.14: Example Written Report including: A) bold, to emphasise the critical actions;
B) underscored, to indicate common errors; C) bold, for arousal to set roles and group
number; and D) bold and colour sequential scheme to indicate nurses’ arousal peaks

This written reports summarise the key insights concerning critical actions and

arousal peaks. The story which summarises the main insights from the class is presented

using a textual narrative representation. That way, the straightforward key messages

supports teachers’ inference-making of what happened during the simulation (principle 3

in Section 2.4). The report was organised similarly to the tabular visualisation presented
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above, with columns and rows referring to groups of students and educational constructs,

respectively. Pre-attentive attributes (see Section 2.4) were also used in the form of text

formatting with the aim of directing the audience attention (Knaflic, 2017) (principle 1

in Section 2.4). Figure 6.14 presents an example of a resulting written report as a result

of our modelling. Bold format (A), was used to present text that described critical actions.

Underscored text (B) emphasises common errors that groups made during the simulation.

In regards to arousal peaks, roles and group members were grouped using text in bold

(C). Finally, the summary gives and emphasis to the roles that were most highly aroused

during the simulation. Because of that, color in text was used (D) to present students,

who experienced the most arousal peaks.

6.3.5 Results

This section reports the findings of the individual interviews. Results are presented

according to the research objectives.

6.3.5.1 Ro1. Teacher’s perceptions to visual-narrative interfaces

After exploring the visual-narrative interfaces these were the more relevant comments

from teachers, which illustrate their perceptions and reactions for each interface.

Visual data slices When exploring interface 1 (with no enhancements, only the time-

line), teachers tend to miss useful information regarding the critical incidents. For

example, groups are expected to assess vital signs at the beginning and after the patient

deterioration, all teachers were able to identify (pointing) in the visual representation

the critical incident Vital signs assessment, but, none of them was able to identify that

the second assessment was missed. Their interpretations changed after looking at the

first data slice, as they realised that the groups they were assessing actually had skipped

the second set of vital signs validations (e.g., see Figure 6.11). Using the data slice,

teachers’ interpretations were more complete and were more aligned to their pedagogical

intentions. For example, T4 explained that "group 1 took the initial vital signs earlier
than group 4" and then she realised that "nurses haven’t actually performed the second
set of vital signs", which she "did not pick up earlier" exploring the timeline with no

enhancements. Likewise, for group T3, indicated that "nurses did the first check and
then after the patient deteriorated or it changed in condition, they should do another
vital sign check, which is what we teach them and what we would expect them to do".
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This illustrates the potential for this visual-narrative interface to communicate one
specific message at a time. This way, teachers can assess how well the team did in

specific aspects of students’ task.

With regard to the arousal data slice (see Figure 6.12), teachers interpreted the labels

that indicated ’high’ and ’very high’ levels of arousal with those moments when nurses

were performing various tasks. For example, T1 explained that "the RN1 was actually
doing a lot of stuff [actions] and so was the team leader, which makes sense, why they have
high arousal levels". T2 followed a similar interpretation strategy, "trying to link the high
and very high arousal levels with what nurses were actually doing". Based on this he

indicated that "RN3 for example was doing an ECG. They’ve done that really quickly so
they’ve had a fabulous response and RN3’ arousal fluctuate to nothing over the beginning
of the simulation to a very high arousal in the middle and the end of the sim". T3, also

indicated that high arousal levels can be indicators of nurses feeling more "involved",
"challenged", or "engaged", which was also related to the number of actions that students

were performing. In contrast, the mild and low arousal values were associated with how

"confident" (T1, T2), "calm" (T4), or "disengaged" (T2, T3) a nurse can be. T4 explained

that using this data slice teachers can "talk about how to prevent stress so nurses do not
make mistakes in a real situation where stress can affect group responses". In sum, in

order to contextualise the individual levels of stress, teachers used both the description

of actions and the arousal peak labels to justify their interpretations.

More specifically, teachers reacted positively to the highlighted elements and the

narrative included on each of the data slices. For instance, T1 explained that the messages

looks "great, they are really clear, straightaway, the message stated that nurses did miss
the vital signs, I did see that correctly". T2 indicated that he "liked the tailored messaging
in terms of the time sequence" and suggested that "the time responses would be quite
interesting to also be included as a part of the message". Likewise, T4 identified the

value of messages and also recommended that they can be complemented adding extra

information that can be useful feedback for students. For instance, T4 thought that

performing an ECG group G3 "could have been performed faster because if a nurse has
gone in and stopped the antibiotic fluids they can straight away talk to another nurse to
get the ECG".

T3, explained that textual messages were "very clear, nurses administered the antibi-
otic and then after the chest tightness and the rash they stopped the fluid, so I think that’s
a good way of showing that that’s what they’re meant to do and they did it fairly quickly,
within less than five minutes. So, that’s really good". Additional elements, such colour
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were commented by teachers, for example, T1 explained that she "liked how the visual
elements are matching up, and the colours used [for the text also] match up, so it’s really
easy to see". The shaded areas were correctly associated with the group time responses,

for example while comparing groups, T1 indicated that "G1 called the doctor quickly,
more quickly than G4". The same comparison happened while all teachers explored

quick reactions of groups to stop the IV antibiotic. The similarity gestalt principle was

evidenced here when teachers read/group elements with the same colour as part
of the same message. For example, the yellow shaded area and the highlighted words

in yellow colour were associated as part of the same message (a group error).

Generally, teachers interpreted key messages using each of the data slices. The

elements to capture teacher’s attention worked as expected, as per their explanations,

they interpreted correctly when groups made errors or asserts. I validated teachers’

quotes rightness according to the group outcomes and videos. Additionally, the visual

enhancements were mostly well perceived and helped teachers to identify the indented

goal for each data slice. Messages, were perceived as useful, however, some suggestions

regarding the specificity (e.g., include the time response) are evidenced by teachers.

Tabular visualisations The main reaction of all teachers about this interface was

that it was particularly useful to compare different group outcomes from the whole
class at a glance. For instance, T3 compared and reflected that "two of the groups [G1
and G4] did not perform an ECG, which is quite a big error" and then she realised that

"two of the other groups [G2 and G3] did not escalate things by calling to the doctor".
Besides group comparison, teachers mentioned that individual interventions could also

be planned based on this interface. For instance, T4 explained that "she might be doing
interventions per group to talk about specific points highlighted in the table". However,

she also mentioned that when many groups missed something "it is important that the
teacher reinforces that for all the class and not individually [to a particular group]" (T4).

The visual elements used in this interface, such as colour and icons, captured teachers’

attention. For example, T1 indicated that "with the table and the colours you can see
visually, straightaway the class summary". For the case of T4, her attention was focused

on the missing actions (errors) and indicated that "because every group had yellow parts
that is something that need to be debriefed". Additionally, T4 mentioned that "ticks and
crosses" can be used as a "checklist" to rapidly assess "what have students done or not
done". Two teachers (T2 and T4), were interested to see the time response to complement

the report, which can be a way to assess if the rules used should be changed or calibrated.
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Yet, all the teachers needed additional explanations regarding the meaning of the

numbers presented in the last row of the tabular representation (arousal peaks count),

because at first they did not understand their meaning. After a short explanation (from

the researcher guiding the interview), all teachers tried to make sense of the values.

At this point, teachers indicated that having that information could be of interest and

can help them to trigger interactions with students who are under stress. For

example, T1’ interpretations suggested that "in G5, RN1 and the team leader were very
stressed. Well, at least these are the highest numbers in the table, probably followed
closely by G3". Likewise, T3 mentioned that based on the information presented "G5
needs a lot of support if the team leader is striking 500 times in one simulation hour".
T3 used the data to reflect about her practice in regard to the higher number of peaks

that students had, she said that having these data "would make [her] interested if maybe
[she] was making the students stressed as their teacher". Additionally, some suggestions

were mentioned by teachers such "the use of labels or something more meaningful that
communicates levels of stress would be ideal" (T2), he even suggested the use of "emojis".

In sum, teachers perceived the value in the use of this interface for the particular

purpose of comparing groups at a glance. In addition, they proposed additional modi-

fications and improvements to the way that certain data, such as arousal levels, were

rendered.

Written summary report All teachers appreciated the value of text in this interface

to create a summary of the simulation outcomes. For instance, T1 stated that "with the
table you can straightaway see exactly what’s going on in a nice table, using text like
a report or a summary". Also, T2 mentioned that "interface 3 is a really nice written
assessment and I see the value of having text in the report". He also stated that he would

like this interface "as the classroom dashboard" summarising the key insights. Two of

the teachers (T3 and T4), indicated that visual-narrative interfaces 2 and 3 were really

similar. For instance, T4 explained that "the last two interfaces were pretty much the
same but because she didn’t see the difference between them two". Teachers who saw

no differences between visual-narrative interfaces also mentioned their preferences for

interface 2, because they "like visuals a lot better" (T3) and because interface 3 "has a lot
more reading" (T3) and because "is more textual" (T4), interface 2 was preferred because

as it brings at a glance a visual picture of all group outcomes.
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6.3.5.2 Ro2. Envisaged uses of visual-narrative interfaces

Use of visual-narrative interfaces in the classroom Generally, teachers expressed

willingness to use all the visual-narrative interfaces to support their classes. For example,

T2 mentioned that "having this visual reminders [referring to all the visual-narrative
interfaces] as a debriefing is really important. So, from the teacher there might be com-
ments about the general group outcomes, but to focus on the missing aspects. This, in order
to have the assessed evidence to focus on for a trigger point for debriefing, is fabulous".
All teacher agreed that interface 1 can be useful to provide more specific feedback, T2

explained that she would be able to provide "much more depth and much more ability
to have trigger material for the debriefing". T3 thinks that all of them can be used in

different moments during the class "as soon as the class finishes would be very useful
for teachers to use MMLA interface 2 and 3 (tabular visualisation and written report,
respectively), to show teachers where nurses did miss out on the essential tasks. Then
MMLA interface 1 (data slices) would be very beneficial to use in the debrief but probably
before you ask students to reflect back on whether they did what they think they did. After
that, hit all of the essential criteria with MMLA interface 1, and then bringing up MMLA
interfaces 2 and 3 on the screen to show students if they actually did satisfy these criteria".

For visual-narrative interfaces 2 and 3, teachers can see more opportunities to use

them to support teachers or other academic staff to validate whole class outcomes and

inform the learning design. T3, indicated that interface 3 "would probably be good
for the subject coordinator or for their actual report". Interface 3 "is really useful from
a research and from a teacher evaluation perspective but not for the students". This

suggests that teachers may find visual-narrative interfaces 2 and 3 useful to compare
performance of different groups. Interface 1 is not adequate for that purpose in class,

as explained by T4, as follows: "it’s really hard to see as a whole, as teachers we have
got five groups happening at the same time and exploring slices of all of them would be
difficult".

Regarding the data slice about levels of arousal peaks, teachers indicated that it can

be used in the class by the teacher and individually. For teachers it would be useful "to
continue to reinforce how to manage stress" (T2) or to identify "moments where nurses are
feeling more stress" (T3). However, there is some concern regarding how to communicate

such data, T1 indicated that "it all depends on how the teacher explains [arousal and
errors], so you’ve got to showcase your [students] their strengths and if they do have some
weaknesses, you need to present it in a way that it isn’t condescending. You’ve got to
present it in a way that [students] can learn from it and not be too critical about it".
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Uses for assessment or as an additional assignment All teachers agreed that the

visual-narrative interfaces can be used as an additional assignment for students to

reflect on what they did during the simulations. T2, came up with an idea to use the

visual-narrative interfaces in which "students could indicate the role they play (e.g., RN1)
so then they [team and individual students] can reflect about the actions that the team
performed and the individual role in the scenario. So, then that could form part of an
assessment, the tricky thing is bringing it up to scale". Likewise, T3, mentioned that the

visual-narrative interfaces can be used for assessment and reflected about her particular

case "I see some of the students might be on the phone not really engaging with the class.
So this is a good set of visuals that can be used to improve the way students engage with
the class and learn from their outcomes".

Also T2, explained that the visual-narrative interfaces can be used for group as-
sessment because "visual-narrative interfaces are linear and show also independent,
individual, data. So, this gives a really good indication of what people are doing", but

T2’ main concern is that visual-narrative interfaces "don’t give you the indication of
the interaction with each other", referring to interaction as both verbal and non-verbal
communication.

6.3.5.3 Summary of results Study 5

Revisiting the research objectives (Section 6.2) I can summarise the outcomes from

the teacher interviews as follows (see Figure 6.15). Regarding Ro1, teachers used the

visual-narrative interfaces to gain different levels of understanding of the class, group

and individual performance. For example, the visual-narrative interface 1 (the data

slices), communicated key information about one specific group’s outcomes at a time. The

combination of narrative and visuals in the same interface enabled the interpretation of

the meaning of several data points. Yet, this interface is rich and requires moving from

one slice to the other.

Figure 6.15: Summary of results

The visual-narrative interface 2 visually integrates outcomes from various groups in a

whole class at a glance. It uses a tabular format which is an acceptable data visualisation
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technique (Knaflic, 2017) without being a chart. It combines icons and text. Although a

great extent of detail is lost compared to the data slices, it provides a quick overview of

the state of the class that could be used in the debrief by the teacher to lead reflection at

a class level.

The visual-narrative interface 3 summarised key insights regarding the class out-

comes using text only. Although teachers see value in generating this class of report to

document the outcomes of a class, its usage may be more limited to documenting and

generating resources for teachers’ own reflection rather than being used to orchestrate

reflection sessions with students during the debrief.

In terms of Ro2, teachers complemented their own reflections by suggesting specific

opportunities to use the different visual representations. The data slices were seen as

useful to provide detailed feedback to a specific group, or to be given to students as input

to complete a reflective (possibly assessed) task on their own. The tabular visualisation

and the written report could be used to compare group performance, with the former

having the potential to be used as the main reflective aiding interface during a debrief

with students post-simulation.

6.4 Summary

6.4.0.1 Teacher-facing Explanatory MMLA interfaces

Although teachers are not necessarily data experts, they are experts on their specific

domain (e.g., simulation about an adverse reaction to medication). As experts in their

educational contexts, teachers were asked to search for insight about their scenarios

using exploratory MMLA interfaces.

Classroom Dandelions - Study 3. Teachers from context A (science laboratory

3.2.2.1) and context B (nursing Simulation 2 3.2.1.2) were asked to explore their position-

ing data in the form of positioning heatmaps and Classroom Dandelions (see Section 6.1).

Dandelion Diagrams integrate participant location, trajectory and body orientation over

a variable period. The study showed how heatmaps that display only teacher/student

location led to misinterpretations that were resolved by overlaying Dandelion Diagrams.

The added information contained in the five classroom dandelions enabled teachers

to understand the learning situation in more detail. Science teachers’ could reflect about

aspects of their practices in the laboratory such: i) proximity to classroom resources

(e.g., boards) and uses of them, ii) proximity to students and interactions with them,

and iii) instances of co-teaching and f-formations. Nursing teacher’s reflections about
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nurses’ simulations include: i) thought about their roles during the practice (e.g., mon-

itoring vs intervening) and ii) identification of team dynamics. The study found that

Dandelion Diagrams assisted teachers’ sensemaking, but also can raise ethical risks of

over-interpretation (sec. 6.1).

ENA representations - Study 4.
Teachers in Simulation 2 (sec. 3.2.1.2) were able to explore ENA representations and

gain insights about nurses’ uses of spaces of interest. Although ENA representations

were not intuitive for teachers to interpret at first, after detailed explanations of the

MMLA interfaces, they became familiar with the representation and how to make

sense of it. According to the teachers, the ENA representation were useful i) to see the

differences among teams and ii) to support instructors to address the simulations (e.g.,

letting students to figure out situation by their own without much help).

Figure 6.16: Design concept for visual feedback to teachers and students. A map of
the simulation ward is overlaid with annotations from the ENA modelling, translat-
ing node/edge weights into a heatmap, movement trajectories, and icons for different
activities (e.g., circle or triangle).

This study also showed that much of the valuable information in ENA diagrams can

be decoupled from the particular network visualisation generated by the current tool.

ENA can be used to enrich other spatial visualisations, that make more sense to teachers

and students, such as the familiar floorplan of the simulation ward. Therefore, the design
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thinking has returned to the kind of visualisation developed by Echeverria et al. (2018a),

but annotated with the information from the spaces of interest-based ENA modelling

that teachers gave such positive feedback on. Figure 6.16 shows an interface mockup,

in which ENA edge size is translated into edges overlaid directly onto a floorplan, ENA

node size is translated into colour saturation to create a heatmap, which at a glance

shows which spaces of interest were most frequently occupied, and asking/receiving help

nodes are translated into differentiated icons of different sizes in the relevant location.

The modelling could include other weighted activity-based icons, and their weighted

interconnections, with controls to view/hide different layers. This map still facilitates

comparisons between teams, but might be much more intuitive than ENA’s abstract

representations, designing out the possibility of the interpretive confusions that the

teachers showed.

6.4.0.2 Teacher-facing Exploratory MMLA interfaces

Visual Narrative Interfaces - Study 5.
In this study, teachers, who taught Simulation 2 (3.2.1.2), evaluated explanatory

visualisations. Based on foundations in data storytelling, three visual-narrative inter-

faces were designed with teachers: i) visual data slices, ii) a tabular visualisation, and

iii) a written report. Each visual narrative interface supported teacher reflections at

an individual, team, and class level. The data slices, provided team and individual out-

comes of specific learning outcomes, results indicated that they are effective for students

to navigate details but not for teachers to gain a wide view of the classroom activity.

Opposite to that, the tabular visualisation supported teachers to quickly identify team

outcomes but detail of individual teams activity got lost. Finally, the written report

provided a summary of the class outcome, that can inform the learning design, it will

require additional time to make sense of the content.

In sum, results from this study suggest that alternatives to LA dashboards, such

visual-narrative interfaces, can be considered as effective tools to support teachers’

reflection, and that LA designers should identify the representation type that best fits

teachers’ needs.
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Figure 7.1: Automating data storytelling

The fifth and sixth contributions of this thesis are described in detail in this

chapter, which addresses the question RQ4: To what extent can MMLA interfaces
for students and teachers be automatically generated? The modelling techniques

described in Chapter 4 and the evaluation of the MMLA interfaces described in Chapters

5 and 6 demonstrated the potential of the conceptual framework (Figure 7.1) as a guide

for the design of MMLA interfaces that support student reflection on their embodied

team activity. The focus of this chapter is to explain and document a Functional
Architecture (I called YarnSense) and a Reference Implementation to demonstrate

that such MMLA interfaces are feasible to be implemented. More specifically, this chapter
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illustrates how (i) the system can be implemented in a scalable architecture, and (ii) the

workflow can be automated from feedback design through to delivery as data stories.

Section 7.1 describes the four components that define the Functional Architecture to

implement MMLA interfaces, and Section 7.2 details the implementation of the MMLA

interfaces. These contributions constitute a proof of concept that the approach developed

in this thesis, as summarised in Figure 7.1 is technically feasible.

7.1 YarnSense: Functional Architecture

This section presents YarnSense (see Figure 7.3), an architecture to automatically

generate MMLA interfaces enhanced with DS principles (student data stories for now

on). The student data stories guide students’ interpretations to reflect on their embodied

team activities. As shown in Figure 7.2, the conceptual framework works as a reference to

map from abstract concepts to components of the Functional Architecture. The Functional

Architecture consists of 4 components and is described below.

Figure 7.2: Conceptual Framework used as a reference to map the functional architecture
in four components

The following sections explain each of the four components in more detail.

7.1.1 Context modeller

The context modeler (see Figure 7.3, 1) provides a set of user interfaces (UIs) for an

expert in the embodied team activity (e.g., a teacher or researcher) to capture pedagogical
intentions in a way that is readable to the system. Embodied team activities (e.g., nursing

simulations) can commonly be specified based on the learning design. Such learning
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Figure 7.3: Main components of the YarnSense Functional Architecture: context mod-
eller, multimodal sensor-data capture, multimdoal modeller, and data storytelling (DS)
generator

design specifications can serve as an input for this first component. For example, the

following information could be specified as parameters to contextualise the embodied

team activity (K, Domain Knowledge in Figure 7.2):

• The list of actions of interest which are expected to occur during the activity or

which will provide context in the analysis, such as critical moments or milestones

during the embodied activity.

• Information about the physical resources available in the classroom settings. For

example, the manikin, trolleys, or sensor data to be collected for the activity (e.g.,

indoor positioning data, audio, or arousal peaks).

• Objects including roles of team members and the devices that will be observed

during the activity.

In addition, as presented in Chapter 4 the teachers’ pedagogical intentions can

be elicited and specified in a way that the context modeller can interpret them (A,

Assessment Criteria in Figure 7.2). Both the parameter data for the embodied team

activity and the assessment criteria should be accessible through the learning design of

the embodied activity. Ideally, contextual information is provided prior to the embodied

learning activity.
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7.1.2 Multimodal sensor-data capture

The multimodal sensor-data capture component (see Figure 7.3, 2) collects embodied

learning activity data captured both by wearable sensors and humans-as-sensors. Cap-

turing multiple sources of data can potentially provide a wider understanding of the

embodied team activity. As explained in the background section, sensors can capture

vast amounts of interaction data from physical spaces at scale. Although sensor data

can be analysed to generate immediate outcomes they commonly lack of of a higher-

order meaning (Wise et al., 2021). On the other hand, while humans are able to observe

physical and social events and give meaning to certain team actions they are not as

accurate and precise as sensors can be (Wang et al., 2014). The second component of this

architecture facilitates a collaboration of sensors and humans by collecting and storing

different modes of physical interactions including human observations, physiological

data, indoor positioning data, audio, and video. This participatory sensing guarantee

that humans collect observations to enrich the sensor provision of continuous data.

7.1.2.1 Technical considerations

Technical requirements can be accommodated for the data collection according to the

embodied activity. Important technical aspects for further implementations of component

2 are described as follows:

• It should be able to adapt and respond to unexpected events, such as failure of

sensors. One way to achieve that is to reduce interdependencies (Pautasso and

Wilde, 2009). Loosely coupling architectures can provide that (Kaye, 2003). For the

second component of this architecture, sensor data are ideally captured in a parallel,

independent, and loosely-coupled manner (e.g., using different applications per

modalities). Thus, each modality can be cleaned and stored in a variety of formats

(e.g., json, csv, mp4, relational databases, logs, or others).

• It should provide a way to discover, collect, and synchronise different sources of

data automatically. To synchronise the data captured from multiple sensors, it

is crucial to be able to relate all data capture times with each other. An strategy

to synchronise between sensors (captured with separate clocks), is to centrally

monitor the timings of all sensors (Lichtenauer et al., 2011).

• If the context requires real-time processing, then a streaming strategy is more

suitable. That means that data can be collected, stored,and analysed as they are

146



7.1. YARNSENSE: FUNCTIONAL ARCHITECTURE

streaming or generated. If real-time is not needed, data can be collected and

centralised after the observed activity (batch solution). A mixed strategy (e.g.,

batch and real-time) can also be implemented, as some modalities might require to

be collected as they are being streamed, while others can be collected in batch and

then uploaded to the storage (local or cloud) system for further analysis.

7.1.3 Multimodal modelling

The modelling techniques explored in Chapter 4 provide context for the automated

analysis of the multimodal data. Component 3 in Figure 7.3 enriched the low-level data

captured by sensors and humans in component 2 using the contextual data parameterised

by the context modeller (component 1). This component aims to incorporate qualitative

aspects that describes meaning to low-level data. Previous research has demonstrated

how quantitative ethnography (QE) can be used to translate from low-level data to

higher-order levels of meaning (e.g., (Echeverria et al., 2019)). Thus, component 3 im-

plements a QE approach(Shaffer, 2017) and the notion of the Multimodal Matrix (MM)

(Buckingham Shum et al., 2019a). In the MM data structure each data modality m is

coded into n columns which are called multimodal observations. For sensor data, each row

can represent a time window (e.g., one second) of the embodied team activity. Using the

MM, the low-level data can be interrogated against the teachers’ pedagogical intentions.

Thus, the system will convert low-level data into meaningful information to validate

if for example, a certain combination of logged events can be an indicator of students

performing a correct procedure.

In this component, the multimodal matrices are interrogated against the teacher’s

pedagogical intentions (introduced in component 1) to generate a Learner Model (LM).
The LM is an structured representation of student performance, misconceptions or

difficulties. The Learner Model validates the team’s and/or student’s data, using the

contextual data to assess if the team achieved the pedagogical intentions defined by the

teachers (by filtering, combining, summarising, or aggregating the MM, see component 3

in Figure 7.3).

The Learner Model can be student-centred tracking individual activity and compe-

tency curves over time (e.g., the model could highlight how students performed at specific

moments (time = 1)). For example, it can be used to assess whether each team member

physiological signals are indicative of higher stress levels. However, it is not limited to

individual learners; it could also be a vector that contains information about how a team

or different learners achieved certain learning goals / intentions. For instance, using the
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low-level x, y positioning coordinates, the systems will be able to indicate the spatial

orientation among team members (e.g., face to face while doing a procedure). Using this

model, it is possible to differentiate between individual and team achievements and

behaviours. Although other modelling techniques (besides QE) can be implemented, a

LM needs to be defined (e.g., a way to validate if the team did as expected).

Outcomes from this component can be in the form of exploratory user interfaces

designed for experts to analyse and gain meaning of visualisations (Echeverria et al.,

2018a), commonly without an specific educational goal in mind. Nevertheless, the follow-

ing component is provided to support a variety of users expertise in data visualisation

analysis.

7.1.4 Data storytelling generator

The data storytelling generator (Figure 7.3, 4) uses the inputs and outcomes from the

first 3 components (top components in Figure 7.3). This component aim to support less

technical team members and teachers/coaches by generating explanatory visualisations.

That way, visualisations presented to end-users of the system emphasises insights

rather than data points (Knaflic, 2017). Thus, this component automatically provide

student data stories to guide or support the interpretation of end-users (e.g. teachers

or students).

The teachers’ pedagogical intentions provided for team performance experts (that is,

teachers who define what high-performance teamwork looks like for a particular scenario)

are then used to generate the student data stories. The outcomes of the modelling

(component 3) are enhanced and rendered using data storytelling principles (described

in Section 2.4) such as: including title, highlighting important elements, using a colour

scheme (e.g., blue for correct performance), removing noise and distractions, and focusing

attention on specific aspects relevant for the learner model.

Thus, student data stories are communicated using visualisations and narrative to

provide individual/team outcomes according to the Learner Model (described above). For

example, a story can highlight key data points of interest for the embodied team activity

(e.g., critical event/action) and add descriptions to inform individuals/team about errors,

stress levels, or team interactions that needs to be reinforced. The student data stories

are illustrated in the reference implementation (Section 7.2).
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7.2 Reference Implementation: prioritisation of beds
Simulation

The Functional Architecture described above was implemented for Healthcare Simula-

tion 3 (Section 3.2.1.3), focused on providing care to four patients and prioritising the

care of each bed as a team. This section explains the technical considerations for the

implementation of each component of the architecture. The components in this implemen-

tation are meant to be used by a non-technical person. Thus, educators and researchers

can use this implementation to provide parameters for the data collection and analytics

modules to generate data stories.

7.2.1 Context modeller

A custom web application was developed1 to help experts incorporate relevant contextual

information about the embodied team activity (Simulation 3 3.2.1.3). Figure 7.4 presents

four user interfaces (UI) to specify the context of the embodied team activity. The first

interface (a in Figure 7.4) defines the list of reference actions (e.g.,“Dressing change”)

that nurses are supposed to perform according to the educational context (presented

in Section 3.2.1.3). In the second interface (b in Figure 7.4) the sensors used to collect

evidence of embodied team activity (e.g., “microphone”) are specified. The third interface

(c in Figure 7.4) allows the specification of objects/roles, to indicate who is participating

in the embodied activity. The last interface (d in Figure 7.4) registers information about

the assignment of sensors to specific objects (e.g., an ECG device) and roles (e.g., “nurse2”),

so it is possible to see what/who is wearing what. The tool to specify the initial parameters

was developed using the Express Node.js framework and hosted on an Amazon Elastic

Compute Cloud instance (Amazon EC2).

Using another view of the same web application (see Figure 7.5, A), teachers’ ped-

agogical intentions were captured as the assessment criteria for the embodied team

activity and structured in the form of rules.

The teachers who devised this simulation defined five rules to assess the expected

actions of highly effective teams for Simulation 3 (see Section 3.2.1.3). For example,

some rules were defined by teachers with the intention of providing the following.

• Feedback based on the sequence of actions: sequence rules (e.g., provide oxygen

after the patient respiratory depression);
1https://github.com/Teamwork-Analytics/obs-rules
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Figure 7.4: The nursing simulation specifications tool include: a) critical actions from
the learning design to be manually logged by a human observer during or after the team
activity, b) sensors to be used for the data collection, c) a list of objects and people (roles)
being tracked, and d) a list indicating who is wearing what sensor.

• Feedback base on timeliness of actions: timeliness rules (e.g., stop the IV device

in less than 5 minutes);

• Feedback based on the frequency of actions: frequency rules (e.g., validate vital

signs every 5 minutes); and

• Feedback based on interpersonal proximity: proximity rules. By including the

interpersonal proximity rules, teachers were able to understand the student’s

spatial behaviours.

Using the interface, teachers can modify (add, remove, or edit) the rules according

to the needs of the embodied team activity. When creating the rules, teachers specify

(see Figure 7.5: i) the type of rule to be created; ii) a short and self-explanatory name

of the rule; iii) the reference action(s), which are of interest to the observer (e.g. from

patient respiratory depression to patient recovery); iv) additional rule inputs, such as

time considerations, roles, or devices (e.g., was the team leader in close proximity after

the patient deterioration?); and v) feedback messages, for correct and incorrect actions.
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Figure 7.5: A. User interface for teachers to define the assessment criteria in the form of
rules, and B. Data story driven by the rules predefined by teachers

7.2.2 Multimodal sensor-data capture

For this implementation all the multimodal data was collected locally and stored in

the designated local directories and databases. Different modalities were captured in

parallel. This component was implemented using the Spring-Cloud framework 2. Each

2https://spring.io/projects/spring-cloud
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component of data collection was developed as a web service, with a Eureka3 server

managing all of them. Using this structure, different services can be easily scaled up to

handle large-set data processing if required. In this way, each service is an individual

component and can run separately.

A custom web application service 4 was used to collect audio. This application

distinguishes speakers by using different channels of the audio interface device. Then,

the collected audio data are stored in the local machine with appropriate labels and

timestamps (such as its sessionId, start timestamp, and stop timestamp). In parallel,

video data was captured using two sources: i) a custom video web application service

and ii) the simulation room camera. This is because the simulation room always has the

camera on and I cannot connect the camera to our service. The video application uses the

Jabra PanaCast5 180 degree wide angle camera to record data that can see the entire

simulation room. The video data also contains the audio for all conversations in the room

and are saved locally on our service running computer.

Positioning and physiological data were also collected locally, using a custom

Python script and a C# application. Since the Empatica server (E4 streaming server6)

was unstable, I removed the automatic physiological data collection service and chose to

use the manual way to record Empatica data. The Empatica wristbands were turned

on before the baseline recording starts, in order to synchronise all the simulation data.

Finally, actions, are captured via a user interface Start All/Stop All buttons, and stored

in a relational database (MySQL). The sensor data collection is initialised and stopped

through the user interface (see Figure 7.4c). The Start All button performs three actions,

(1) stop the recording audio of the baseline, (2) capture the simulation start timestamp

for all services, and (3) notify all services to start capturing data.

Table 3.1 (in Chapter 3) summarises the different sensor data collected for this study.

The formats used to store the different data modalities are presented in column 3 of

Table 3.1. Tailored scripts were implemented and used to store sensor data in defined

data formats.

3https://github.com/Netflix/eureka
4https://github.com/Teamwork-Analytics/multimodal-audio
5https://www.jabra.com.au/business/video-conferencing/jabra-panacast
6https://developer.empatica.com/windows-streaming-server.html
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7.2.3 Multimodal matrix modelling

For this study, I instantiated a multimodal matrix using the critical actions logged by

human observers and the positioning data captured by the positioning sensors. In this

case, the columns in the matrix correspond to all the actions that team members are

expected to perform, and the rows indicate the time (one row per second) when each

action was performed by a particular team member (see the modelling technique in

Chapter 4.2.1 and Figure 4.6). The remaining columns of the matrix were defined to

model low-level positioning data into higher-order proximity constructs. Taking into

account the construct co-presence in interactional spaces (explained in Chapter 4.2.2), it

was possible to validate the proportion of time nurses spent in close proximity to 1) the

four patients (beds 2-3); 2) the patient in the primary bed (bed 1); and 3) other members

of the team (Graduate Nurse 1 and 2 -GN and Ward Graduate Nurse 1 and 2 -WN).

Here, the columns of the matrix corresponded to the proximity detected between team

members and patients (see construct 4.2.2.2); and the rows captured the time when this

co-presence was detected (see Figure 7.6).

Figure 7.6: Portion of a MM, showing nurses co-presence in interactional spaces. Inter-
personal Distances to team members (GN1, GN2, WN1, WN2), primary bed (bed 1), and
other patients (bed 2-3)

The modelling techniques and the learner model definition consist of custom applica-

tions developed in different programming languages such as Python or Java. For this

reference implementation the tailored scripts were implemented in Python.

7.2.4 Data storytelling generator

The rules created by the teacher using the context modeller assessed the order, timeliness

and/or frequency of the actions performed by teams. The Learner Model was extracted

from the matrices by interrogating them using rules. Part of the matrix is used to identify
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Figure 7.7: Student data stories focused on actions. These stories include DS principles
such as title, narrative, annotations, shaded areas, and highlighted elements. Left story:
showing stories about timely response, the story indicates that the team reacted slow in
ceasing the PCA. Right story: showing the correct sequence of actions, the story indicates
that the team identified the patient respiratory depression cause
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Figure 7.8: Students’ data stories focused on positioning data. The narrative and titles
are extracted from the assessment criteria created in the context modeller component.
The reference actions and the type of intended feedback are used to drive the analysis to
generate the Learner Model. The reference actions selected by teachers in the context
modeller serve as a filter for the sensor data to focus the analyses on specific moment of
the embodied activity. Then based on the assessment criteria, the learner is generated
and the outcome is presented in the form of a visual graph (e.g., bar chart), narrative,
and statistics. This figure shows three stories: the proportion of time that nurses spent
on the four beds (top left), the proportion of time that nurses spent in close proximity
with the patient on the main bed (top right), and the proportion of time that nurses spent
working together (bottom left).

team successes and errors based on the critical actions recorded. Three types of errors

were automatically identified for this simulation. Sequence errors are flagged if the

team performed critical actions in the wrong order, for example, if they forgot to perform

a vital signs assessment. Timeliness errors are identified if team members reacted

slowly according to healthcare guidelines and teacher experience, for example, if it took

more than 5 minutes to stop the PCA device (patient-controlled anaesthesia). An error

related to frequency of actions is defined by calculating the timestamp difference

between two critical actions that are meant to be repeated, for example, evaluating the

patient’s vital signs every 5 minutes. Teachers can configure the kind of feedback to be

generated for each case, as illustrated in Figure 7.5.

The MMLA interfaces (outcome of the Multimodal Modelling) include: visualisation
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(e.g., bar charts, social networks); explanatory narrative (e.g., messages such: well done,

nurses spent most of their time in bed 4, which was the priority); statistics (e.g., % of

time that nurses spent on bed 4); or data summaries (e.g., aggregated values of nurses

close proximity). From the teachers’ pedagogical intentions, the following information is

used to enhance the MMLA interfaces.

• Adding feedback messages to explain the team outcomes using narratives (blue in

Figure 7.8)

• Adding additional inputs such as time, roles, or a title to provide additional context

to the story (purple in Figure 7.8)

• Using the reference actions as a time frame window to filter the matrices and

provide insights about specific moments of the simulation (green in Figure 7.8)

Part B in Figure 7.5, shows an automated Student data story rendered based on one

of the teachers’ pedagogical intentions. The story, emphasises that for this team the

vital signs assessment was not systematic (e.g., every 5 minutes). Figure 7.7 presents

two examples of stories showing errors (left) and actions performed correctly (right).

The stories include DS enhancements such as highlighted points, title, narrative,

colour (orange for errors and blue for correct performance), and annotations. Figure

7.8, presents other 3 examples of automated data stories: a) a bar chart indicating the

percentage of time that nurses spent in close proximity to different beds (top left in

Figure 7.8); b) a representation of the role-centred ego network, showing the percentage

of time that nurses spent in close proximity to the patient (top right in Figure 7.8); and

c) a full proximity network, depicting physical proximity among all team members. In

sum, for this reference implementation, 3 types of MMLA interfaces with DS principles

were automated:

• MMLA interfaces based on Study 1 (Section 5.1) communicating stories about

team performance in the sequence, frequency and timeliness of actions. Due to

technological limitations, the timeline to communicate physiological data was not

implemented.

• MMLA interfaces based on Study 2 (Section 5.2) communicating stories about the

proximity of nurses to i) main bed, ii) team members, and iii) other patient beds.

• MMLA interfaces based on Study 5 (Section 6.3) communicating a written report

summarising the main outcomes of the team (see Figure 7.9).
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Figure 7.9: Explanatory MMLA interface, team report
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7.2.5 Scaling up the MMLA implementation: deployment

The Reference Implementation detailed above provides a proof of concept that the MMLA

interfaces (whose prototyping and validation are reported in previous chapters) can

indeed be implemented. This section briefly documents ongoing work to validate the

usability of the context modeller, and the deployment of the whole system at larger scale.

One of the best ways to validate the usefulness of a tool is observing how others adopt it

and use it. In the rest of this section I briefly describe how other researchers at another

university are making use of the system I developed.

Deploying the context modeller with teachers in a different university.
The paper and digital prototypes described in this thesis were all evaluated with

teachers at the University of Technology Sydney who, after several iterations, became

familiar with and trusted the novel interfaces. This reference implementation has now

been appropriated by other researchers and then deployed in the Nursing program

at Monash University, which involved introducing the interfaces to teachers through

walkthroughs and interviews.

One week before scaling up the system’s trials (described below), seven nursing

educators volunteered to participate in walkthroughs of the interfaces and an exploration

of the context modeller user interface (male=1, female=6, aged 44.7 years on average,

std=7.71). They were asked to translate their pedagogical intentions – what feedback

they wanted to give to students, depending on their simulation performance – into a form

that could be processed computationally, and instantly rendered for the teacher to verify.

Following the methodology for eliciting pedagogical intentions presented in Chapter 4

(in Section 4.2), teachers designed the feedback using the tool to set parameters and

conditional rules, which were subsequently rendered as data stories. Teachers followed a

think-aloud protocol to share their experiences as they completed the task and checked

if the feedback generated was as they intended, iterating the rules as required. Teachers’

responses were broadly positive, and their use of the tool showed that the context

modeller was usable enough for them to translate their pedagogical intentions into

structured rules to operate on multimodal data.

This is a significant step in giving more agency to teachers in MMLA, since up until

this point, only a technical researcher (the author) could codify and modify feedback

rules. While the context modeller user interface is far from as polished as it could be with

further work, nursing academics were able to configure, check, and revise the MMLA

feedback visualisations. However, the HCLA approach adopted in this thesis recognises

that while an interface may reach a degree of usability, it takes time for teachers to build
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trust and confidence to be ready to use new tools with students in simulation debriefing

sessions. Due to scheduling constraints, it was possible to conduct this evaluation only

one week before the next round of MMLA data gathering (detailed next). This was not

enough time for teachers to become sufficiently familiar with the interfaces that they

were ready to use them “live”, which would also require the redesign of their debriefing

sessions (i.e., the learning design) to incorporate the automated feedback interfaces.

In sum, this deployment illustrates how the context modeller can not only enable

teachers to configure the data capture and data storytelling components of the system

but can also contribute to gradually build confidence and trust with teaching teams. It is

an important aspect of ethical HCLA practice that teachers’ agency is respected, and

they are not rushed into using MMLA prototypes that they are not confident to use in

front of their students.

Scaling up MMLA infrastructure deployment for massive data collections.
Investigating the MMLA interfaces presented in Chapters 5 and 6 demonstrated that

the explanatory MMLA interfaces were used positively to support the reflections of the

students on their embodied team activities. Therefore, Simulation 3 (described in Section

3.2.1.3) was selected as the ongoing focus to scale up infrastructure deployment, at a

second university (Monash University), also using this simulation exercise, to record 224

students in 38 classes, led by 10 teachers. To the best of my knowledge, this is the largest

MMLA dataset gathered to date. The reference implementation was able to generate

the feedback interfaces immediately on completion of each simulation exercise, but as

explained, the academics were not yet ready to run live debriefs using the interfaces.

Yet, the MMLA infrastructure I created has not only been used for data collection but

also to advance teamwork research. For example, the collected multimodal data offers

new opportunities to explore different modalities of embodied team activity. As presented

in recent work by Zhao et al. (2022), whose authors combine audio and positioning data

(collected using the YarnSense reference implementation). In their research, the authors

model student communication based on spatial (position) and audio (voice detection)

to explore if they can serve as meaningful indicators of team performance according to

teacher learning intentions.

7.3 Summary

This chapter addressed RQ 4: To what extent can MMLA interfaces for teachers and
students be automatically generated?
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Motivated by the methodology to elicit teachers’ pedagogical intentions (Section 5.2)

and the positive perceptions of the Explanatory MMLA interfaces presented in Study 1

(Section 5.1), Study 2 (Section 5.2) and Study 5 (Section 6.3), a Functional Architecture

and a Reference Implementation have been developed as a proof of concept that MMLA

can be implemented. The four components of the Functional Architecture YarnSense
were inspired by positive perceptions of the modelling techniques (Chapter 4) and the

MMLA interfaces (Chapters 5 and 6). Finally, the architecture was implemented and

deployed in a significantly scaled up context (Section 7.2).

From a software engineering perspective, which is the focus of this chapter, the

architecture: i) is adaptable to different contexts (e.g., different universities and learning

contexts); ii) demonstrates its value for massive data collections; iii) implements the

end-to-end process, from interface concepts, through to full rendered interfaces; and

iv) generates automated Explanatory MMLA interfaces (for 38 classes). Therefore, this

chapter has demonstrated the feasibility of designing and implementing a MMLA infras-

tructure according to sound architectural principles and the automation of the workflow

from feedback design to delivery, through an implementation that scaled well for large

nursing classes with new students and teaching teams, at a second university.

Next iterations of this research are planned, as part of a nationally funded project, to

extend the implementation and evaluation of this research. The introduction of the tools

into debriefings is scheduled for the remainder of 2022. Finally, although YarnSense was

implemented for nursing teamwork simulations, there is no reason in principle why it

could not be adapted to provide teamwork feedback in other domains or to provide an

e-research infrastructure for Team Science research.
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8
DISCUSSION, FUTURE WORK, AND CONCLUSION

This chapter synthesises the results of the previous chapters, discussing my

results with respect to the research questions first proposed in Chapter 1, and

then working to describe the implications of this work. Limitations of my work

to date will be considered, along with suggestions for future work that would help to

strengthen the field of MMLA. Please consider Figure 8.1 and Table 3.3 as a guide to

navigate this discussion.

RQ 1: 
What modelling techniques can
enable the identification of salient
aspects of multimodal team
activity according to the learning
design (teachers' pedagogical
intentions)?

RQ 2:  
How can insights be
extracted from multimodal
sensors and communicated
to students and teachers to
support teaching
and reflection on embodied
team activity?

RQ 4: 
To what extent can MMLA
interfaces for students and
teachers be automatically
generated?

Prototypes Implementation
RQ 3: 
To what extent can
students and
teachers reflect 
on  embodied team
activity using MMLA
interfaces ? 

Modelling

CONT. 1
Methodology to map from
teachers' pedagogical intentions
to salient aspects of multimodal
embodied team activity 
CONT. 2 

Multimodal data modelling - 
toolkit (software) 

Chapter 4

CONT. 3 

Multimodal Learning Analytic Interfaces 

CONT. 4 

Analysis and evaluation of MMLA interfaces to
deeply understand its potential to support
reflection and teaching. 

  Chapter 5. Students 

CONT. 5
Functional Architecture
description and documentation 
CONT. 6
Yarn-sense: Reference
Implementation to
automatically generate MMLA
interfaces

Chapter 7 Chapter 6. Teachers 

Figure 8.1: Summary of the thesis research questions and contributions (Chapters 4-7)
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8.1 Summary of results

Revisiting the research questions (presented in Section 1.2), I can summarise the results

of the different studies as follows:

8.1.1 Research Question 1

RQ1: What modelling techniques can enable the identification of salient aspects of multi-
modal team activity according to the learning design (teachers’ pedagogical intentions)?
(RQ1 in Figure 8.1, blue boxes)

Chapter 4 documented multimodal modelling techniques to gain understanding of

how low-level multimodal data can be mapped into higher-order constructs. Using Quan-

titative Ethnography (QE) (Shaffer, 2017) as an approach to integrate quantitative data

with qualitative insights, this thesis implemented different instances of the Multimodal

Matrix (MM) (Buckingham Shum et al., 2019a) using logs, physiological, and positioning

data. Contributions made by this thesis take the form of adding the following modelling

techniques to identify salient aspects of embodied team activity.

• Activity log modelling: mapping from actions to team errors. This model

detected errors using a rule-based algorithm informed by teachers’ pedagogical

intentions, with three rules that validate the sequence, timeliness, and frequency

of actions (in Section 4.2.1.1).

• Physiological data modelling: mapping from electrodermal time series
data to categorical indicators of arousal. This model detected students’ arousal

peaks and classified their intensity into bands from very-low to very-high aroused

(in Section 4.2.1.2).

• Co-presence in interactional spaces. This model identified the interpersonal

interactions of the team members as a proxy of the social bonds between the team

members (in Section 4.2.2.2).

• Socio-spatial formations. This model identified facing-formations (f-formations)

as an indicator of team coordination (in Section 4.2.2.3).

• Presence in Spaces of Interest. This model translated positional data into more

meaningful indicators of nurse placement in critical care zones (in Section 4.2.2.4).
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8.1.2 Research Questions 2 and 3

RQ2: How can insights be extracted from multimodal sensors and communicated to
students and teachers to support teaching and reflection on embodied team activity? (RQ2

in Figure 8.1, green boxes)

To address RQ2 and RQ3, Chapters 5 and 6 presented the multimodal prototypes

that were designed to communicate the results of the multimodal modelling techniques

(explored in Chapter 4). They also include results of the evaluation of prototypes with

students and teachers.

This thesis investigated both Explanatory and Exploratory prototypes, to communi-

cate information identified in multimodal data that may lead to human insights about

embodied team activity. The following list summarises the contribution of this thesis in

terms of prototypes.

• Three explanatory storytelling prototypes (one per nursing simulation): to

communicate team outcomes in terms of i) team errors, ii) nurses’ arousal levels,

and iii) a prototype explaining the rule-based algorithm used to generate the stories

(see Section 5.1), using DS.

• Four illustrative vignettes of nurses’ proxemic behaviours: to visualise and

provide illustrative interpretations of i) nurses’ full-proximity networks and role-

centred ego networks, ii) nurses’ f-formations, and iii) Epistemic Network Analysis

representations (see Sections 5.2 and 6.2).

• Five illustrative vignettes of the Classroom Dandelion: to visualise the po-

sition, trajectory, and body orientation of students and teachers (see Section 6.1).

• Three Visual-Narrative Interfaces: to investigate alternative ways to commu-

nicate team insights using DS and narrative, with three designs: i) visual data

slices, ii) tabular visualisations, and iii) a written report (see Section 6.3).

• Annotated version of ENA representations: node position in the ENA repre-

sentation was confusing to teachers when they referred to the spatial position. For

this reason, an annotated version of the floor plan of the ward was designed (see

Section 6.4.0.1).

RQ3: To what extent can students and teachers reflect on embodied team activity
using MMLA interfaces? (RQ3 in Figure 8.1, green boxes)
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Five qualitative studies were conducted to evaluate the MMLA interfaces. These

prototypes were evaluated by teachers, students, or using a set of illustrative vignettes.

This research demonstrated the potential of MMLA interfaces to prompt reflections on

their embodied team activity. The following list summarises the type of reflections that

became possible using the MMLA interfaces.

• Explanatory storytelling interfaces. Students used the data stories to reflect

on: i) opportunities to improve, ii) specific skills and knowledge they need to master,

iii) strategies to tackle different situations in the future, iv) their accuracy of team

/ individual judgement on performance, and iv) their collaboration and teamwork

strategies (see more details in Section 5.1.5).

• Nurses’ Proxemic Behaviour Vignettes. Patient-centred ego network helped

students and teachers identify the presence of team members in the vicinity of

the patient’s interactional space. Full social networks can model proximity ties

among nurses, indicating whether nurses worked together appropriately during

the simulation (e.g., during the delegation phase, nurses are expected to be close to

the team leader). ENA representations provided meaning to the coordinates (x and

y) of individual team members by modelling interpersonal ties based on proximity,

as well as the particular locations adopted by individuals during the simulation

(see more details in Section 5.2).

• Classroom Dandelions. These were effective in augmenting teachers’ sense-

making, compared to heatmaps. Science teachers could reflect on aspects of their

practices in the laboratory such as: i) proximity to classroom resources (e.g., boards)

and uses of them, ii) proximity to students and interactions with them, and iii)

instances of co-teaching and f-formations. Nursing teacher’s reflections included: i)

their roles during the simulation (e.g., monitoring vs. intervening) and ii) identifi-

cation of team dynamics. The ethical risks of over-interpretation were discussed

(see more details in Section 6.1).

• ENA representations. According to the teachers, the ENA representations were

useful i) to see the differences among teams and ii) to support instructors to address

the simulations (e.g., letting students to figure out situation by their own without

much help). (see more details in Section 6.2.5)

• Visual-Narrative Interfaces. Each visual narrative interface supported teacher

reflections at the individual, team, and class level. The data slices provided team
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and individual outcomes of specific learning outcomes, results indicated that they

are effective for students to navigate details but not for teachers to gain a wide

view of the classroom activity. In contrast, the tabular visualisation supported

teachers to quickly identify team outcomes but details of individual teams activity

get lost. Finally, the written report provided a summary of the class outcome that

can inform the learning design, but will require additional time to make sense of

the content (see more details in Section 6.3.5).

8.1.3 Research Question 4

RQ4. To what extent can MMLA interfaces for students and teachers be automatically
generated? (see Figure 8.1, yellow boxes).

Two contributions were presented in Chapter 7 in response to RQ4.

• Functional Architecture (YarnSense): to automatically generate data stories

driven by teachers’ pedagogical intentions. YarnSense materialises all the lessons

learnt in the five qualitative studies described above. Four components encompass

the requirements and needs of stakeholders to support their reflections on their

embodied team activity. The context modeller (component 1) allows teachers to

include their pedagogical intentions. Next, the multimodal data (component 2)

and teachers’ intentions are used to drive the multimodal modelling (component

3) to automatically generate enhancements in the form of data stories (compo-

nent 4). The four components thus work together to identify salient aspects of

embodied team activity and communicate them as data stories aligned to teachers’

pedagogical intentions to support students’ reflections.

• Reference Implementation in Nursing Simulations: to demonstrate the feasi-

bility of implementing automated Multimodal Data Storytelling for embodied team

learning in real scenarios.

8.2 Implications

This section considers the implications of my research for supporting: i) embodied team

learning, ii) teaching and students’ reflection on embodied team activity, iii) teachers’

and students’ sensemaking, and iv) LA design.
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8.2.1 Implications for supporting Embodied Team Research

The CSCW field has contributed rich insights into the value of reflective practices to

improve team performance (Diamant et al., 2008), foster purposeful learning (Stahl,

2011), develop professional practices (Leinonen et al., 2005), and the re-design of group

work practices (Prilla et al., 2013). In the work presented by Diamant et al. (2008) the

author identifies the need for more research to understand critical aspects of successful

team performance, such as situational awareness, in knowledge-intensive projects (e.g.,

software development, customer service, corporate training). In this regard, this thesis

contributes modelling techniques to identify salient aspects of embodied team activity,

for example, by analysing multimodal data through the lens of “Proxemics” theory.

Recognising the role of reflection in improving teamwork practices, the modelling tech-

niques and MMLA interfaces reported in this thesis can provide inspiration to generate

new evidence-based tools to support embodied team learning. One of the consequences

of making evidence of teamwork visible is that people can be held responsible for their

actions (Erickson and Kellogg, 2000). This was recognised by teachers in studies 1 and 3

(Sections 5.1 and 6.1). Specifically, to develop professional practice, the MMLA interfaces

explored in this thesis support teachers and students in prompting reflections about

their nursing simulations and co-teaching practices.

From a methodological and practical point of view, this thesis contributes to the call

by CSCW researchers (e.g., Diamant et al. (2008); Fitzpatrick and Ellingsen (2013)) for

a deeper and granular understanding of collaborative work in physical settings. The

methodology presented in this thesis enables the elicitation and formalisation of teachers’

pedagogical intentions, contributing to providing contextual tools to reflect. That way,

the analysis and visualisations provide relevant insights about aspects of the embodied

team activity. For example, the interfaces presented in Study 1 (Section 5.1) helped

the students reflect on their roles and the accountability of multidisciplinary teams.

Discussing responsibilities is a key approach for teams to conciliate, mediate, and solve

problems collaboratively (Robertson et al., 2010). In the same way, the methodology used

in Study 2 (Section 5.2) addressed authentic questions about the spatial behaviours of

nurses that teachers may have about a particular learning context. In that study, the

modelling and the MMLA interfaces evidenced aspects of micro mobility and spatial

arrangements of the team, which are of interest to the CSCW community (Fitzpatrick

and Ellingsen, 2013).

From a practical point of view, the MMLA interfaces (exploratory and explanatory)

support embodied team research by providing evidence-based tools that support reflection
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on embodied team activity. For example, although social network analysis (SNA) has

been used in CSCW research to identify proximity between team members (e.g., using

sociometric badges (Kim et al., 2008) or infrared tags (Montanari et al., 2018)), modelling

indoor positioning data as proxemic constructs enables the generation of more complete

models. In this thesis, I went beyond modelling proximity between two people by also

considering: the context in which they encounter one another, where precisely these

interactions occur, the locations where individuals perform work, and micro mobility

aspects (such as f-formations), which can provide more nuanced indicators of team

behaviours.

Although my modelling approach originated from clinical simulation and laboratory

science scenarios, based on prior CSCW research, I see significant potential for its use in

a wide range of teamwork settings. This would meaningfully facilitate evidence-enhanced

professional training, data-enabled workplace optimisation, and fundamental research

on professionalisation. Furthermore, the proxemic constructs modelled in this thesis

could also be used to meaningfully analyse team performance in other contexts. For

example, modelling co-presence and f-formations is now enabling the investigation of

how multiple teachers interact with students in the classroom, as recently explored by

Martinez-Maldonado et al. (2020b). Similar space-time team dynamics could be mod-

elled for the case of team sport events (e.g., see positioning visualisations of basketball

matches in Goldsberry (2012)). Continuous and automatic modelling of f-formations

has been explored for the purpose of designing interactive systems (Rädle et al., 2014).

The combination of such f-formation data with daya on the presence of team mem-

bers in meaningful spaces could also be extended to training settings, such as team

firefighting, where indoor positioning has also started to be used (Wake et al., 2019);

and workspace analysis that seeks to understand how interior elements and displays

influence collaborative behaviours of office workers (Radoi et al., 2017).

8.2.2 Implications for supporting teaching and students’
reflections on embodied team activity

The contributions explained in Chapter 7 of this thesis present a tool (context modeller)

for teachers to be in control of the analytics that they want to use to support their

practice. That way, teacher’s expertise can be combined with the use of technology to

render personalised MMLA interfaces. This was documented by Pardo (2018), whose

work explained that these tools can be defined as “technological exoskeletons”, where
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Figure 8.2: Timeline Debriefing Tool. A) Cardiac arrest scenario manual timeline con-
structed on a whiteboard (Secheresse and Nonglaton, 2019). B) Prioritisation of beds
scenario automated data storytelling timeline.

the expertise of the teacher can be enhanced by technology. The findings of this research

indicated that the MMLA interfaces can be used to support teachers in the classroom.

For example, interfaces help teachers compare different teams that performed at the

same time, which is currently not possible without evidence (e.g., watching the video

of teams performing) and can be a burden for educators (Tuck, 2012). In the same way,

nursing teachers indicated that the MMLA interfaces are potentially useful to guide their

reflection sessions at the end of their classes. In fact, the MMLA interfaces presented

in Study 1 (5.1) and Study 5 (Section 6.3) use the notion of a timeline representation to

show detailed information on the individual and team performance of nurses. As recent

research by Secheresse and Nonglaton (2019) indicate, timeline representations are

pedagogically useful to guide conversation during debriefing. From this work, Figure

168



8.2. IMPLICATIONS

8.2.A presents an example of a timeline built manually by students on a whiteboard.

Although I perceive limitations to constructing the timeline from memory and using

physical media to represent it (e.g., the floor with a rope and stickies), I also recognise the

value of such interactive and participatory activities with physical artifacts. Automated

timeline representation (see Figure 8.2.B) can support teachers in planning their debrief-

ing sessions, and a promising avenue for future research is to facilitate participatory

engagement around such data-generated visualisations (e.g., following a “participatory

quantitative ethnography" approach (Buckingham Shum et al., 2021)).

The studies show consistently positive responses from teachers and students that

the way in which data was communicated provoked deeper reflection about patient-

care, teamwork, and co-teaching. Nursing debriefings are dependent on expert teacher

observation (but often stretched over multiple teams) and the partial (sometimes stressed,

and always biased) memories of students. As a result, teachers recognised the value of

capturing objective evidence of embodied team activity and rendering it visible as MMLA

interfaces. For students, the use of tools for reflection, such as layered prototypes (Section.

5.1) or the visual-narrative interfaces (Section 6.3), can serve as tools for reflection
based on evidence collected through multimodal data (Martinez-Maldonado et al.,

2020a). Similarly, evidence of co-teaching is very difficult to capture Veteska et al.

(2022), with videos being the regular source of it. However, reflection on co-teaching is

challenging due to time constraints Sanchez et al. (2019).

In both contexts, team-based reflection on past team activity is considered by some

authors the most crucial element in team training (Fanning and Gaba, 2007; Sawyer

et al., 2016). It is through reflection that team members identify their learning gaps and

develop strategies for improving them. From a teaching and learning perspective, the use

of evidence, conveyed through appropriate visualisations, is critical to providing feedback

to students and practitioners, particularly if they come from different backgrounds

and perspectives, such as in multidisciplinary medical teams (Salik and Paige, 2020).

The ultimate aim of this thesis was to provide evidence-based reflection tools from the

analysis of large amounts of multimodal data to support reflection on the dynamics of

embodied teamwork.

Through multimodal interfaces, this thesis has illustrated the potential of auto-

matically generating evidence about team correct actions and procedures, positioning

strategies, and nurses’ stress levels. This evidence supports teachers in addressing the

authentic pedagogical intentions they have when monitoring, assessing, and reflecting

on embodied team activity. For instance, modelling and visualising team’s time responses
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(Sections 4.2.1 and 5.1 respectively) to critical situations facilitates students to reflect

on aspects they can improve in future scenarios and reduce misconceptions
about their outcomes (e.g., thinking that team responses were quick when they were

not). Moreover, the analysis associated with the data vignette related to co-presence in

interactional spaces (Section 5.2.1.1) facilitates rapid comparison of team performance
in terms of patient-centre care, and central role that the team leader should play

at critical moments. Similarly, automated detection of f-formations could be useful in

distinguishing team dynamics (e.g., work delegation) or detect clinical errors that

should be minimised by following effective collaborative practices. As illustrated in

Section 5.2.2.1, the common error of not having another member of the team to validate

the administration of the medication can be addressed in training (e.g., during the

debriefing). Medication errors are still prevalent in professional nursing practice, and

thousands of people die each year as a result of these errors (Gates et al., 2019), which

makes this contribution highly significant in its potential to solve a widely recognised

problem. Besides, automatically identifying how teams use the space during critical

situations, and the transitions between such spaces (as illustrated in Section 5.2.3.1),

could contribute to the recent interest in mapping nurses’ workflows in emergency

wardrooms with the purpose of improving clinical practice (Petrosoniak et al., 2019), or

improving the architectural design of the wardrooms (Marini, 2019).

MMLA interfaces also support teachers reflections for the co-teaching scenario. The

Classroom Dandelion exploration indicated that teachers can use it for characterising
effective ways to approach students and use classroom resources. This is impor-

tant since teachers have been reported to be often encouraged to co-teach in large open

learning spaces without developing the ability to collaborate with peers and use the space

effectively (Mackey et al., 2017). This makes it possible to identify the patterns that

characterise effective co-teaching practice, as illustrated in the vignettes presented in

Sections 6.5 and 6.6, and as suggested in emerging literature Montgomery and Akerson

(2019). Thus, teachers appreciated the value of classroom dandelions to provide a quick

understanding of their spatial behaviours, such as their interactions with classroom

resources and students.

In addition to teachers and students, other educational stakeholders can also benefit

from this research. For example, subject coordinators can use the MMLA interfaces

to validate if there are possible improvements to incorporate into their planning. As

documented by Mangaroska et al. (2020), analytics can be used to inform the learning

design. The findings of this research suggested that the written reports (presented in
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Section 6.3) can serve to document performance of a unit (Wiley et al., 2020) or to

revise the learning design (e.g., reinforce the importance of doing specific procedures

that the majority of groups missed). In addition, teachers considered the timeline as an

important outcome for teachers to re-organise aspects of the simulation or the classroom

settings.

In sum, team reflection commonly occurs under the guidance of a facilitator or teacher

(Viller, 1991), but this can be highly challenging for teachers to provide. This is perhaps

why teachers, students, and practitioners are increasingly recognising the added value

of capturing objective evidence of embodied team activity and rendering it visible to

support reflections after team simulation (Echeverria et al., 2019; Martinez-Maldonado

et al., 2020a) or co-teaching sessions.

8.2.3 Visualisation guidance and storytelling for learning
analytics

As detailed in Chapters 5, 6, and 7 Explanatory and Exploratory interfaces were gen-

erated as part of this thesis. Explanatory interfaces were detailed in Studies 1, 5

(Sections 5.1 and 6.3), and the proof of concept in Chapter 7, and these visualisations

intentionally seek to reduce complexity by incorporating DS principles such as focussing

users’ attention on specific target features. I did find that using complex data (e.g.,

physiological data) introduce additional complexities in communicating student’s data,

such as complex visualisations (e.g., ENA representations in Section 6.2), which require

additional training for users to make sense of them (see Study 4 in Section 6.2).

This research found that the explanatory MMLA interfaces had been positively

evaluated by academics, teachers, and students. For example, the results presented

in study 1 (Section 5.1.5) show that the enhancements using DS principles helped the

students identify misconceptions, think about strategies to address the errors they made

(Figures 5.5 and 5.6), and reflect on the levels of arousal (Figures 5.7 and 5.8) they may

have experienced during the simulations. Students identified errors that they had missed

prior to engaging in the proposed enhanced designs and reported, through interviews and

a survey (see results in Figure 5.10). In general, DS enhancements assisted students
in focussing their attention on the expected learning goals (see simulation 1 in

Section 3.2.1.1 and simulation 2 in Section 3.2.1.2). This evidence supports the proposal

that DS principles can be designed to assist in communicating insights found

in the multimodal learning data, helping to address problems with visual LA products
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documented by other researchers Corrin and De Barba (2014); Matcha et al. (2019);

Schwendimann et al. (2016). Teachers perceived positively salient aspects of the visual-

narrative interfaces and messages included in the visual representations (Figures 6.11,

6.12, 6.13 and 6.14). The evaluation results made evident how a feature such as colour
was used by teachers to visually group elements and interpret them as part of the

same message (e.g., orange in text, points and shaded areas were used to communicate

a group error). However, teachers particularly mentioned that certain parts of the

message needed to be complemented, particularly time responses. In this sense, Chapter

7 demonstrated how the reference implementation can assist teachers in generating and

modifying customised messages and visualisations, according to their own pedagogical

intentions. Likewise, I acknowledge that additional categories of rules for interrogating

the data could emerge according to the context, but the ones presented in this thesis (see

Table 4.1) are generally applicable for this and other learning contexts.

Although the studies presented in this thesis were conducted in the context of complex,

multimodal embodied team learning situations, there is no reason why a storytelling

approach could not be implemented to aid in the interpretation of more conventional

LA visualisations supporting non-collocated teamwork. For example, in his doctoral

thesis Al-Doulat (2021) investigates how to support teacher/student sensemaking on

student performance by automatically generating narrative, using structured data stored

in online systems. Guiding students while interpreting their data is a feature that is

missing in most current LA dashboards (according to the most recent review in (Matcha

et al., 2019)). This thesis illustrated the specific case of making evidence on errors,

arousal, and spatial behaviours available for computational analysis and scaffolding the

interpretation of such data in a meaningful way.

Hence, the contribution of the explanatory MMLA interfaces should be seen as a set

of instances of the extensive work that needs to be conducted in guiding students and

teachers in interpreting multimodal learning data by aligning the visual representations

with the learning goals and teacher’s pedagogical intentions. The literature suggests that

future work could involve extracting insights about other high-order features of learning

in addition to errors, arousal, and spatial behaviours. For instance, there is interest

in investigating learning strategies (e.g., (Matcha et al., 2019)), progress in achieving

certain goals (e.g., (Ifenthaler and Yau, 2020)), or effectiveness of collaboration (e.g., (Er

et al., 2021)).

In addition, Exploratory MMLA interfaces were generated and evaluated as

part of the exploration of alternative ways to communicate aspects of embodied team
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activity to support reflection. Studies 2 (in Section 5.2), 3 (in Section 6.1), and 4 (in

Section 6.2) detailed the different exploratory prototypes. The key role that data may

have on teachers’ sensemaking is a rapidly growing topic of interest in the LA field

(Campos et al., 2021). However, turning human activity and behaviour into data points

does not guarantee that educational stakeholders will be able to do anything practical

with it (Selwyn and Gašević, 2020). For that reason, exploratory prototypes require an

additional expert evaluation to validate how useful they can be in supporting learning or

teaching purposes. As experts in their learning context, teachers are generally willing

to participate in the complex visualisation exploration process to identify key insights

about embodied team activity.

As suggested by Campos et al. (2021), there is a timely need for HCI and learning

analytics communities to explore a broader range of instructional contexts and jointly

enrich the typology of teacher sense making of various learning data. Motivated by this,

studies 3 (in Section 6.1) and 4 (in Section 6.2) explored teachers’ sensemaking of spatial

data representations using SNA and the f-formation notion. Although spatial data can

bring additional challenges for sensemaking because the vast amounts of sensor data can

be both overwhelming and stripped of valuable contextual cues, teachers engage with

the different visualisation and gain insights from them. This was done in two different

contexts, a physics laboratory and a simulated hospital ward: two different educational

contexts that both involve dynamic, embodied practice and require teachers’ reflection

and analysis on spatial behaviours.

However, this research also found that to make the most of the exploration process,

teachers will require additional guidance. The additional support can be in the form of: i)

explanations on how to read the visual interpretations; ii) provision of relevant/critical

moments to explore (e.g., 2 minutes after the patient deterioration); iii) use of colour to

differentiate roles (e.g., red and blue for main and secondary teachers); and iv) for the

Classroom Dandelion, transitions from coordinates (points) to trajectories and rotations

data (dandelion). Taking into account these guidance aspects, teachers identified the
characterisation of spatial (attentional) behaviours of teachers and students.

For instance, they differentiated monitoring or scanning the classroom behaviours versus

remaining focused on a classroom resource or small groups of students (thanks to aspects

in the design named, the spotlight metaphor and the density stacking, see Section

6.1). Teachers also identified and compared independent teams and teams seeking help.

Additionally, teachers envisaged how they could appropriate visualisation into their

regular teaching practice, the classroom dandelion mainly as a resource for self-inquiry,
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to train novice teachers, and the ENA representation for exploration of spatial patterns

and to be discussed during the debriefing. This is of particular importance in higher

education where lecturers and teaching assistants often lack basic pedagogical training

(Grunspan et al., 2018) or feedback about spatial behaviours.

In summary, although teachers gained insights from exploratory prototypes, the

results confirmed that teachers benefit from additional orientation cues, they still
needed guidance to disambiguate the interpretation of the spatial behaviours.

Explanatory prototypes are potentially more useful for being used to support teaching

and learning, while exploratory prototypes are mainly useful for research purposes.

In addition, both types of visualisation should be considered as evolving prototypes,

because constant evaluation with educational stakeholders can reveal the needs for

improvements in the design.

8.2.4 Implications for supporting LA design

The modelling approaches and the MMLA interfaces in this thesis were motivated by

the current challenges faced by LA. The first challenge is the growing need for Human-

Centred Design (HCD) methods to involve stakeholders in design processes. This is

still relevant, as HCD processes are one of the topics of interest included in the 12th

annual Learning Analytics and Knowledge Conference (LAK) call for contributions 1.

In fact, the concept of Human Centred Learning Analytics (HCLA) was recently coined

to refer to the sub-community of LA researchers and practitioners interested in using

the body of knowledge and practice from design communities, such as participatory

design and co-design, in data-intensive educational contexts (Buckingham Shum et al.,

2019b; Dimitriadis et al., 2022). From an HCLA perspective, this thesis contributes with:

1) modelling techniques that embed teachers’ assessment criteria and pedagogi-
cal intentions in the multimodal model, detailed in Chapter 4; and 2) an elicitation

methodology of students’ spatial behaviours expected by teacher, detailed in Sec-

tion 4.2.2.1. From an HCLA perspective, the modelling techniques in this thesis consider

the voices of the teacher and provide tools that are aligned with the student’s needs for

reflection. Thus, the MMLA approach that I used is in fact a form of “deep HCLA” by

incorporating the teacher’s worldview into the feedback tool at multiple levels (guiding

analysis and generating feedback).

Although HCD approaches can support the design of LA solutions that are tailored

1https://www.solaresearch.org/events/lak/lak22/general-call/
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to the specific needs of stakeholders, it has also been argued that HCLA faces the novel

situation that (unlike most HCI contexts) end-users are not experts in the task at hand.

By definition, students have not mastered the domain of study and invariably know

very little about the processes of learning in the formal sense (Buckingham Shum et al.,

2019b). Thus, researchers and designers must discern when to accommodate students’

views on what will help them learn and when to favour teachers’ views. In developing

this thesis, I considered both teachers and students perceptions on the prototypes. As

experts and final users, teachers’ explorations of the prototypes were valuable in the

process of co-designing the visualisations (based on their pedagogical intentions) and

identifying meaningful patterns in complex visual representations. As final users, the

students’ perceptions were valuable in validating key improvements to the prototypes

and envisaging potential uses of the interfaces.

Another challenge of the LA community is the need to align LA design with the

learning design. Very little design work or empirical work has demonstrated the visual

means to make this alignment explicit in the design of student–facing interfaces (see

the recent review in (Mangaroska and Giannakos, 2018)). This thesis contributes to

addressing these gaps, expanding the work initiated by Echeverria et al. (2018b) who

validated a DS approach, driven by the learning design, with teachers under controlled

conditions. This thesis extends this work by 1) implementing six MMLA interfaces in

real in-the-wild scenarios (see Chapters 5) and 6), and 2) proposing an architecture

and reference implementation to automatically generate multimodal data stories (see

Chapter 7). The careful alignment of data stories created from the analysis of student

data, with the learning intentions of the activity, offers rich opportunities to support

students and identify potential changes needed in the learning designs.

An additional challenge for LA is the need to examine aspects of the adoption of LA

methods and approaches (Prieto et al., 2019). A potential damage from the generation of

automated tools with lack of context is the reduction in the adoption of LA solutions in

the classroom. This can be mitigated by engaging teachers and students in the design

process. In this way, they can: i) decide what information is to be included in the learner

model and interfaces (e.g., MMLA interfaces); and ii) participate in iterative prototyping,

to gauge risks and increase the usefulness of prototypes. Teachers have been the most

commonly involved stakeholders in the co-design studies, since the first studies in

education such as that of Holstein et al. (2017), using co-design techniques to identify

teachers’ data needs using prototypes. This thesis keeps in the design loop both teachers

and students, combining MMLA interfaces and walkthroughs, to validate its potential

175



CHAPTER 8. DISCUSSION, FUTURE WORK, AND CONCLUSION

to support students’ reflections and teaching and made future design decisions. This is

similar to the work presented by Wise and Jung (2019), who use detailed interviews with

teachers to inform design decisions for the teacher dashboard.

In sum, LA designers should enquire and include educational stakeholders to con-

tribute to LA solutions in order to adapt them to specific needs and contexts. However,

HCD approaches are not easy to implement; they require a close relationship with stake-

holders and hard work to build and sustain trust in the LA solution. Although these

approaches can be time-consuming, they are worth it in the sense that they often end up

generating tools that support real learning and teaching needs.

8.3 Limitations and Remaining Challenges

The research in this thesis has provided well-grounded conceptual contributions that

should advance research and practice in the MMLA, LA, CSCL, and CSCW communities.

Nevertheless, this research has also faced several kinds of challenge, described below.

8.3.1 From a risk of over-interpretation perspective

Explanatory MMLA interfaces provide a “prescriptive” way to communicate insights

from data. In doing so, the risk of over-interpretation is evident. As illustrated in the

studies, teachers and students generally perceived the exploration of data stories as a

positive experience. In study 1 (Section 5.1), students did not explicitly mention potential

problems related to bias in the prototypes. However, students could have questioned

how their arousal levels were determined or whether the errors made were correctly

detected. To mitigate this risk, in the studies, each MMLA interface was carefully aligned

with the teacher’s learning intentions. However, exploratory MMLA interfaces such as

the Classroom Dandelion, revealed several instances of potential over-interpretation of

the classroom situations. Although teachers were often reminded that they were only

seeing indoor positioning data, they attributed other meanings to these data in terms of

task or social aspects (e.g., effective communication). This occurred mainly in nursing

simulations (Figures 6.7 and 6.8), where teachers expect students to communicate

effectively in teams.

Mostly, teachers’ over-interpretations did coincide with what actually happened,

based on the video, because students are meant to communicate and collaborate according

to the learning task, and it is expected that they do so especially when they stand face-
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to-face for some time. However, the problem of over-interpretation is not exclusive to the

dandelion diagrams, as it occurred also while teachers inspected the x and y coordinates

and it has been reported as a widespread concern in the sector of learning analytics

(Alhadad, 2016; Selwyn and Gašević, 2020). It follows that if multimodal data stories are

to be embedded as either a teaching support tool or for professional development, it is

critical (as with all instruments) to clarify their scope: explaining the rules used to detect

errors or indicating that positioning data depict only spatial behaviours, and verbal

or video data are needed to make stronger inferences about collaboration or effective

communication.

Although the instances of over-interpretations were very low across the studies,

explanatory MMLA interfaces can certainly introduce bias in the way annotations are

written, how rules are created, and how accurately sensors capture data. This thesis

concurs with more cautious view, since the validity and reliability required for auto-

mated grading (assessment embodied teamwork summatively) is significantly beyond

the current maturity of this infrastructure. This thesis lowers the stakes by focusing

on formative feedback, to provoke deeper reflection and dialogue, in which the human

agents determine the ultimate meaning and consequences.

8.3.2 From the learning situation specificity

While clinical simulations and the science laboratory were authentic and reflect how

nurses professionals are commonly trained and co-teaching behaviours, the data collected

to generate the multimodal data stories were from a relatively small sample size of teams

(e.g., 25 nursing students, 5 teams for study 5 6.3) performing a particular embodied

team activity. Furthermore, although teachers were always interested in participating

in the exploration of MMLA interfaces, some scenarios involved only a few teachers

responsible for different classes (e.g., 4 in study 5 6.3). It is possible that other teachers

could have reacted differently or were expected to evaluate specific team behaviours

and that the design approach documented here may not transfer to other kinds of

simulation exercise which requires the tracking of student activity that is too complex

to automate. For instance, the spatial behaviours expected by the teachers (in Section

5.2) are context and task dependent, which means that they will change depending on

the simulation. Consequently, some of the modelling techniques presented in Chapter 4

may not be applicable to address questions in new contexts. This limitation was recently

documented in the literature review by Praharaj et al. (2021a) on co-located collaboration

(CC) measures, as the authors found that CC is scenario dependent and the collaboration

177



CHAPTER 8. DISCUSSION, FUTURE WORK, AND CONCLUSION

indicators can vary depending on the scenario, its goal, and context. This limitation is

something the LA community should continue exploring.

8.3.3 From the adoption and integration of the MMLA
interfaces as part of the learning design

The evidence from evaluations of the prototype interfacess (studies 1 5.1.5 and 5 6.3) is

that nursing simulation debriefing sessions can be guided by using MMLA interfaces.

Although the MMLA interfaces described in this thesis are already fully automated,

and this thesis introduces a reference implementation for Healthcare Simulations as

discussed in Chapter 7 (Sec. 7.2.5), they have not yet been used in debriefing sessions

immediately after simulations, which will take place shortly, in the next iteration over

the remainder of 2022. The architecture and reference implementations (in Sections 7.1

and 7.2) are major advances enabling such automation, and hence integration, of these

MMLA interfaces into immediate debriefing sessions. I further envisage this automation

enabling replay tools to support students in subsequent reflective assignments.

8.3.4 From the ethics and the risk of harmful surveillance
perspective

O’Neil (2016) has documented the damage to teacher employment conditions from

automated assessments based on poor data and black-box algorithms. The use of data in

education should begin with the assumption that such data are commonly incomplete

(Kitto et al., 2018). In their work, Martinez-Maldonado et al. (2020b) documented that

teachers were against the use of positioning data to measure their performance, because

data can easily be misinterpreted by others who may not be aware of the context and

other sources of evidence needed to gain a rich understanding of the complexity of

classroom practices. In line with this, this thesis encourages other researchers interested

in using the MMLA interfaces (presented in Chapters 5 and 6) to use them only to support

teachers and students for professional development purposes. Similarly, surveillance

of activities and collection of classroom data should not harm student progress (Slade

and Prinsloo, 2013). Therefore, this thesis cautions in the strongest terms against using

visualisations of the sort presented here, with the purpose of summatively assessing the

performance of teachers or students.

Prescriptive data stories can raise privacy and accountability concerns. Teachers

explicitly stated that positioning data about themselves should be shared with peers
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for the purpose of helping others to learn from mistakes or “good” practice, in line with

Martinez-Maldonado et al. (2020b)’s envisaged uses of classroom proxemics to support

co-teaching. Students were not concerned about others looking at their data, which was

the opposite of what teachers expected (as reported in study 1 5.1). Although privacy

issues were raised for teachers and students, they also suggested ways to address some of

these through pedagogical strategies and interface design features. For instance, teacher

suggested the de-identification of the students, so that they should conduct the whole

class reflections without naming individual students.

Ethic considerations are a high-priority topic in the LA community. The recent

literature review by Yan et al. (2022) highlighted ethical challenges for MMLA interfaces

to be scalable and sustainable. For example, equality concerns, as the technology used

may have language limitations (e.g., only software in English) that can exclude specific

regions or cultures.

8.3.5 From a practicality perspective

To scale up this thesis proposal, there are some considerations in terms of the technology

and complexity of the installation. The software developed may not have identified

specific salient aspects of teamwork (e.g., f-formations) due to abnormal values in the

rotation data captured. These abnormalities were caused by some nurses adjusting the

devices (e.g., waist bags containing their positioning trackers) and thus altering the

multimodal data captured (e.g., rotation values). For some of the studies, these data were

manually corrected after inspecting video footage of the simulations, but future work

should consider this as a potentially disruptive factor for automatic analysis, particularly

for in-the-wild settings.

Preparing the classroom for data collection still requires the physical installation

of software, as reported by Yan et al. (2022), it remains a critical challenge to scale up

MMLA innovations. An alternative to mitigate this challenge is to explore technology,

which is easy to install and maintain (e.g., using video-based systems or beacons); for

example, indoor positioning tracking systems are rapidly evolving and dropping in price

(Yan et al., 2022). Additional research is needed to think about alternative technologies

to make the installation more agile, and also strategies for data capture to increase

accuracy and avoid abnormal values in in-the-wild settings.

179



CHAPTER 8. DISCUSSION, FUTURE WORK, AND CONCLUSION

8.4 Future Work

This section envisages several avenues for future work to build on the progress made in

this thesis.

High-performance teamwork research. The reference implementation in Chap.

7 demonstrated the feasibility of implementing multimodal data storytelling. The imple-

mentation performed well for different simulations conducted at a different university,

collecting data from 254 students. This is promising evidence that the implementa-

tion can scale up for other scenarios and larger datasets. I envisage that this advance

opens the possibility of a "science of teamwork" research infrastructure for high-

performance, embodied teamwork research. For the first time, it is possible to formalise

hypotheses about multiple dimensions of embodied teamwork (using the Context Mod-

eller), and evaluate these empirically through the automated generation of visual analyt-

ics.

Exploration of other modelling techniques and multimodal data. I would

like to emphasise that teachers’ expectations are context-dependent and task-dependent,

which means that they will change depending on the simulation. Consequently, the de-

signs presented in Section (see modelling techniques in Chapter 4) may not be applicable

to easily identify errors, interpret arousal levels, or validate spatial behaviours in new

contexts.

This thesis explored different social aspects of embodied team activity, including

physical social presence (developed in Chapter 4.2.2.2), social arrangements (developed in

Chapter 4.2.2.3), and scripted and emerging roles (developed in Chapter 4.2.1). Although

the audio data was collected in the different studies, none of the modelling techniques

or interfaces uses those data. However, I can see great potential in using audio and

video to gain insight into effective communication. Exploring this and other modalities

can complement stories to support students. Although in most teaching, it remains

impractical to replay the entire video recording of classroom activity, these clearly contain

rich information not captured in the proposed prototypes (e.g., dandelion diagrams),

including the content of verbal interactions, body language, gaze, and the actions students

and teachers perform. These enable deeper reflection on higher-order competencies that

go beyond the analysis of the behaviours explored in this thesis (e.g., effective teaching,

teamwork, and leadership). In addition to exploring other modalities, it would be of

interest to explore other features of the modalities explored in this thesis. For example,

although we used body positioning and orientation to generate positioning prototypes;
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these are just two features of many other ways people interact in physical learning spaces.

It also involves investigating the impact of modelling arousal data using alternative

heuristics to convert peaks into categories or presenting the insights using different

combinations of text narrative and visual enhancements. Or, combine different modalities

to generate new and more informative learner data stories.

Exploration and evaluation of data visualisation design. This work should

be seen as the first steps toward the further research needed to create interfaces that

support the interpretation of the analytics outputs (Echeverria et al., 2018a; Wiley et al.,

2020). Additionally, more experimental studies could be conducted to identify which

specific elements of the LA interface drive students’ visual attention (e.g., such as the

study using eye-trackers conducted by Echeverria et al. (2018b)). Some immediate design

improvements from the results are summarised in the next point.

Improvement of the design and evaluation of MMLA interfaces. Particularly

in study 3 (see dandelion study 6.1), the dandelion diagrams were always explored by

teachers after exploring the x-y coordinate data plots. The rationale was that, given

the qualitative nature of the study, I wanted to identify variations in the sensemaking

process by disclosing body orientation data after the coordinates. However, I recognise

that the process of comparing dandelion diagrams with a visualisation of data points and

asking open questions about them could have reduced opportunities for design innovation

along new trajectories, as argued by Greenberg and Buxton (2008). Moreover, with a

larger sample and a different study design, it would be possible to explore variations in

the features of the dandelion diagram or other visualisation techniques representing

the body orientation data for usability evaluation. This further exploration goes beyond

the scope of this paper but is an avenue for future work to refine the design concepts

introduced here.

Additional research on Explainable AI. The notion of stories to explain the

analytical outcomes was introduced in Study 1 (see Section 5.1). The most questioned

feature in the designs was the exposure of the semiformal “pseudocode” if–then rules.

Nursing students, who rarely have programming skills, found these difficult to interpret.

Consistent with the growing interest in explainable AI solutions (Wang et al., 2019),

this points to the need to find ways to communicate to non-technical people how a

particular insight was obtained from the data to encourage transparency and trust in

LA systems. Based on the assumption that greater transparency encourages adoption, I

argue that explainability can be considered at two levels: (1) explainability in the way

feedback is communicated, for example, explainable visual analytics providing a clear
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narrative that explains what went well or wrong during a simulation experience, and

why; and (2) explainability at the level of feedback generation, this is, how the machine

picked a story. Current work in explainable AI tends to focus predominantly on the

latter, as a way to provide transparency in automated decisions made by the machine

(Hagras, 2018), however, in education, this is an area that still needs work, since the

interactions between students and automated processes can be operationalised into

learning opportunities (e.g., for students and teachers to understand the reasons behind

the feedback that has been generated). For example, Echeverria et al. (2018b) presents

an approach for explaining student data to drive teachers’ interpretations of visual LA.

This thesis introduces the context modeller for teachers to capture their pedagogical

intentions into the system, but other ways to capture them can be explored in future

work.

Exploration of other contexts. The mixed-method approximation presented in

this thesis focused on small samples of authentic classes (that is, four educational

contexts that feature two architectural designs in the classroom, simulations of health

care, and science labs). Future work can explore the capabilities of the Multimodal Data

Stories to support reflection in other educational disciplines (beyond Health and Science

education) and educational levels (e.g., primary or secondary schools), and for other

classroom architectures. I envisage the use of the Functional Architecture (Section 7.1) to

expand the exploration and generation of other modalities and multimodal data stories.

Explanatory MMLA interfaces as part of the learning design. The application

of DS is in its infancy and more exploratory work is needed before conducting longitudinal

studies. In addition to this, the DS approach fits well in the learning contexts presented

in this thesis, where simulations and science laboratories occur in a short period of time

and in complex and special learning spaces. I chose not to artificially change the learning

design of the activity for research purposes. Instead, I valued in-the-wild exploration

of DS (in an authentic classroom setting). Therefore, this study focuses on this kind of

authentic experience. This leaves open for future work the possibility of longitudinally

focused research to understand the sustained use of DS and narrative tools in LA

dashboards and reports.

8.5 Conclusion

Given the limitations of current visual analytics used in educational contexts, this thesis

anticipates that approaches such as Data Storytelling will grow in importance to help
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students make the most of the new forms of feedback that are becoming possible. DS is

a promising approach to facilitate such assistance and to augment teacher–led reflec-

tion. This thesis has presented the modelling techniques, design rationale, and expert

critiques of multimodal learner data stories, in the context of three authentic nursing

simulation classrooms and one science lab. The evidence from the results indicates

that the affordances of each design assisted different teaching and learning tasks. The

students envisaged a range of potential uses for the stories to support their reflection on

teamwork practices to (i) recall the activity they performed, (ii) think about what can

be improved, and (iii) gain new information or knowledge as a result of the reflection

process.

From the teaching perspective, this thesis also reports that teachers envisaged

multiple potential uses of such data (i) for them to reflect on their own teaching; (ii) to

support the development of teaching skills of novice teachers and teaching assistants

without strong pedagogical training; (iii) the provision of feedback to students engaged

in developing spatial capabilities in healthcare; and (iv) to support further research

assessing the design of learning spaces and in identifying effective workflows in both

teacher and student teamwork.

The exciting potential of teacher-driven data stories is that once LA researchers/de-

signers understand the affordances of different representations, they are not restricted

to choosing just one to try and meet the diverse needs of different stakeholders and tasks,

but can offer multiple views, as automatically generated, linked visualisations, placing

the agency in the hands of teachers and students to switch between them as suits the

context. Finally, this thesis has advanced the state of the art, moving beyond validating

user interface prototypes, to a functional architecture and reference implementation of

automated MMLA interfaces enhanced with DS principles for Healthcare Simulations. I

hope that this work provides the conceptual and technical foundations for future work.
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Protocol interview used to elicit students’ perceptions of prototypes presented in Section

5.1.
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Figure A.1: Interview protocol to elicit students’ perceptions of prototypes presented in
Study 1



Figure A.2: Interview protocol to elicit students’ perceptions of prototypes presented in
Study 1
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Figure A.3: Interview protocol to elicit students’ perceptions of prototypes presented in
Study 3
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Figure A.4: Interview protocol to elicit students’ perceptions of prototypes presented in
Study 4
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