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ABSTRACT

Tree- and linear-shaped cell differentiation trajecto-
ries have been widely observed in developmental
biologies and can be also inferred through compu-
tational methods from single-cell RNA-sequencing
datasets. However, trajectories with complicated
topologies such as loops, disparate lineages and
bifurcating hierarchy remain difficult to infer accu-
rately. Here, we introduce a density-based trajectory
inference method capable of constructing diverse
shapes of topological patterns including the most
intriguing bifurcations. The novelty of our method
is a step to exploit overlapping probability distribu-
tions to identify transition states of cells for deter-
mining connectability between cell clusters, and an-
other step to infer a stable trajectory through a base-
topology guided iterative fitting. Our method pre-
cisely re-constructed various benchmark reference
trajectories. As a case study to demonstrate prac-
tical usefulness, our method was tested on single-
cell RNA sequencing profiles of blood cells of SARS-
CoV-2-infected patients. We not only re-discovered
the linear trajectory bridging the transition from IgM
plasmablast cells to developing neutrophils, and also
found a previously-undiscovered lineage which can
be rigorously supported by differentially expressed
gene analysis.

INTRODUCTION

Cell trajectory inference is referred to as a computational
process to construct a cell differentiation trajectory con-
sisting of possibly multiple lineages from single-cell RNA-
sequencing data (1,2). Cell trajectory inference is essen-
tial for a variety of research areas related to molecular
function annotation (3–5), cell lineage identification (6,7),
intra-tumor heterogeneity analysis (8), and cancer progres-

sion understanding (9,10). Many methods have been pro-
posed recently for accurate trajectory inference, includ-
ing PAGA (11), Monocle2 (12–14), Slingshot (15), Scor-
pius (16), Slicer (17), TSCAN (18), STREAM (19), Tem-
pora (20), VIA (21) and Mutrans (22). These methods typ-
ically output a cell trajectory path organized in a tempo-
ral order with each cell assigned a differentiation pseudo-
time. High performance of these state-of-the-art methods
are mainly attributed to the high-quality transcriptomic
data acquired at single-cell resolution (18,23) which con-
tains heterogeneity patterns detectable between the cell sub-
populations (15,20,24), and also owing to the sophisticated
data analysis for detecting the heterogeneity patterns such
as through induction of minimum spanning trees (15,18),
graph partitioning (11,25) or time-series prediction when
sequential data sets are involved (20,26–28).

However, novel techniques are still needed for detecting
various heterogeneity patterns to construct a wider range
of cell trajectories including cycles, disparate lineages or
bifurcating hierarchy. Current inference by Monocle2 and
Slingshot can only be able to accurately derive linear-shaped
or tree-structured trajectories, without much flexibility ex-
tended for more shapes (29). Other tools such as PAGA
and Slicer have capability of inferring complicated topolo-
gies like a loop or a disconnected lineage, but their accu-
racy may drop significantly when the data complexity rises
(29). In particular, these current methods show very limited
performance on the inference of the much less investigated
bifurcation trajectories which are a more intriguing type of
cell developmental path (30–32), involving a complex cellu-
lar hierarchy of multiple lineage specifications bridged into
cycles.

Cells developed from one state to another usually un-
dergo a smooth and gradual change of gene expres-
sion (15,33). Cells under such gradually changing states
cannot be categorized into any specific, distinct type. In-
stead, they can only be postulated to configure a narrow
transient window between two distinct cell states, and thus
they are called ‘vague cells’ here. Expression profiles of these
vague cells potentially provide key information to help tra-

*To whom correspondence should be addressed. Tel: +61 295149264; Fax: +61 295149264; Email: jinyan.li@uts.edu.au

C© The Author(s) 2022. Published by Oxford University Press on behalf of Nucleic Acids Research.
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial License
(http://creativecommons.org/licenses/by-nc/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work
is properly cited. For commercial re-use, please contact journals.permissions@oup.com

http://orcid.org/0000-0002-3089-9809
http://orcid.org/0000-0003-1833-7413


e122 Nucleic Acids Research, 2022, Vol. 50, No. 21 PAGE 2 OF 14

jectory inference tools predict whether or not a cell sub-
population will differentiate into other ones.

This work introduces a density-based cell trajectory in-
ference method (DBCTI) to detect all possible clusters of
vague cells for accurate inference of disparate, cyclical and
bifurcating trajectories. Such vague cells serve like a func-
tion of anchors helping link cell sub-populations. By our
method, a density-based clustering step is first performed to
determine all sub-populations of the cells; then these popu-
lations of cells are fitted with probability distributions; sub-
sequently the probability distributions are joined to identify
clusters of transient vague cells representing cell-fate tran-
sition states.

With the density information from all these transition
states, DBCTI decides whether any two states of cells should
be separated, or should be branched, or should be bridged
to build a loop. Such a step allows plenty of flexibility for
our method to construct diverse shapes of cell trajectories
fitting the data. In contrast, the rigid structure of minimum
spanning tree as adopted by TSCAN, Slingshot and Wa-
terfall, restricts the shape of trajectories not to having any
disparate edges; it does not allow any cycle in the shape ei-
ther (3,15,18). Another novel step in our method is an it-
erative fitting step guided by a base topology so that the
trajectory inference can be converged into a stable trajec-
tory. Furthermore, our method DBCTI uses the robust min-
imum covariance determinants (34) to mitigate the high
rates of low-depth or dropout effects in single-cell RNA-
sequencing data (35–37) and thus overcomes this challeng-
ing issue faced by the current trajectory inference methods
in the cell-state identification step (38).

To demonstrate our method’s superior performance, we
show diverse trajectory patterns derived from 15 simulated
and five experimental reference datasets, with comparison
to those derived by three main-stream cell trajectory infer-
ence tools Monocle2 (Monocle3 unavailable under main-
tenance), Slingshot and TSCAN, and with comparison to
those by PAGA and VIA which are the latest tools having
the capabilities to infer complicated patterns such as cycli-
cal loops and disconnected trajectories. We also compare
with MuTrans, a recently published tool that utilizes a sim-
ilar notion of transition states as our DBCTI for inferring
cell trajectories from single-cell RNA sequencing data. In-
depth case studies are then followed to understand deeper
about cell trajectories of SARS-CoV-2-infected peripheral
blood mononuclear cells.

MATERIALS AND METHODS

Method overview

DBCTI has four main steps in its workflow: density-based
clustering of the cell population, detection of transition
states of the cells, trajectory inference and pseudo-time as-
signment (Figure 1A–D). The input file to DBCTI is a
transcript-by-cell single-cell RNA sequencing count matrix,
and the method outputs a trajectory defined by the pseudo-
time assigned to each cell.

Pre-processing steps in our method include cell filtering,
gene selection and counts normalization to clean the count
matrix. A dimension reduction step is then followed to work
on the cleaned matrix to embed all of the cells into a 2D

hyperspace through a principal component analysis (39)
together with a t-distributed stochastic neighbour embed-
ding tSNE (40). Then, both parametric and non-parametric
density-based clustering algorithms, specifically the finite
multi-variate and kernel density estimation (KDE) algo-
rithms (41), are used to form cell clusters which are called
cell states (Figure 1A).

After the cell states are detected, each of them is fitted
with a probability distribution using the minimum covari-
ance determinant (MCD) method (34). Then overlapping
distributions are identified and exploited to detect ‘vague
cells’. Here, vague cells are defined as those cells belonging
to more than one distributions (see Figure 1B, more details
in Figure 1E).

Under the idea that distance-closer cells share higher sim-
ilarities while the farther ones represent more heterogene-
ity, these vague cells (points) are collectively considered as a
gene expression transient (transition) window for distance
calculation, and then the distance is used to determine the
connectability between the corresponding two states, thus
forging a base topology of the cell trajectory (see Figure 1C,
more details in Figure 1F). This step for the identification of
between-states connectability is a novel and the most impor-
tant step in our method. This between-states connectability
identification gives rise to much flexibility for our method
to potentially infer diverse shapes of trajectories.

After the identification of between-states connectability
for all possible pairs of cell clusters, DBCTI goes to fit a
principal curve for each pair of connectable states guided by
the base topology, and refines the curve iteratively to reach
a stable trajectory. Finally DBCTI assigns each cell along-
side the trajectory a pseudo-time (Figure 1 D), which is pro-
portional to the inferred distance between the pairs of cells.
Detailed description of these steps are presented at the fol-
lowing subsections.

Steps for data pre-processing and cell embedding

DBCTI filters the data by excluding those genes and cells
having gene expression less than a specified threshold. Nor-
malization is carried out by dividing each gene’s count in a
cell by the total count of the genes in that cell and multi-
plied by a scaling factor set as 104 by default (similarly as
many single-cell RNA-sequencing data pre-processing and
analysis tools such as Seurat (42)):

nnorm(g,c) = ng,c

Nc
× scale factor (1)

where nnorm(g, c) is the value after normalization, ng, c is the
original count of gene g in cell c and Nc is the sum of all
gene counts in cell c.

DBTCI has three options for gene selection via variation
(as default), correlation score or NMF. The variation ap-
proach (similarly as taken by Seurat) calculates the variance
for each gene and selects top n genes with the highest vari-
ance (default set as 2000 the same as Seurat). The option via
correlation score (43) or via NMF (44,45) for gene selection
requires a target gene list. The correlation approach calcu-
lates the genes’ correlation to each of the targets, and for
each target it chooses those genes that are most positively
correlated with. The genes are then merged without dupli-
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Figure 1. Main steps and workflow of DBCTI. (A) Cell clusters are identified via density-based clustering approaches. (B) Probability distributions are
fitted for the cell clusters to detect vague cells. (C) Trajectory formation. (D) Pseudo-time assignment. (E) More details of the vague cell determination
process. (F) More details of the trajectory formation process.

cates. The NMF approach uses the following equation for
gene selection:

V ≈ W × H (2)

where V is the data matrix with dimensions g × c, being
decomposed into W with g × k dimensions and H with k
× c dimensions. K-nearest neighbour algorithm (KNN) is
then used to find the top-k nearest neighbour for each target
gene based on the W matrix.

After gene selection, principal component analysis is ap-
plied to extract principal components of the data, reducing
the number of dimensions to n. Here, n is set as 50 (the same
setting as the default parameter in Seurat pipeline), aiming
to reduce dimension effectively while keeping adequate in-
formation. T-distributed stochastic neighbour embedding
(tSNE) is then applied to further reduce the dimension to 2,
for dealing with non-linear structures in the data. We sug-
gest that the perplexity parameter of tSNE should be set
around 10% of the total cell numbers, to preserve structures
for closed cell clusters that have high similarities. The per-
plexity that DBCTI sets for tSNE is 30 by default, which is
similarly implemented in most single-cell RNA sequencing
methods (46).

Density-based clustering to determine cell sub-populations
(cell states)

A density-based clustering algorithm is applied to group
the cells into clusters (i.e. sub-populations or states) by

fitting the data with a Gaussian finite mixture model
(47):

f (xi ; �) =
G∑

k=1

πk fk (xi ; θk) (3)

where �k are the weights of the k-th distribution, fk (xi ; θk)
is the density of observation xi in the kth model fk with
model parameters θk, G is the total component number
of distributions and � is the mixture model parameters.
The parameters are fitted via the expectation maximization
(EM) algorithm. The number of components as well as the
model type are set according to the Bayesian information
criterion (BIC).

The contour plot of the clusters is built via a kernel den-
sity estimation approach (41). The final states of the cells
are determined by merging some of the initial clusters with
the help of the contour plot. For each of the final states, a
minimum covariance determinant (MCD) estimator is used
to infer a covariance matrix of the data and fit it into a two-
dimensional Gaussian distribution by finding the h observa-
tions within the whole H data that has the lowest classical
covariance determinant through an iteration process named
C-step (34). After that, DBCTI applies an expansion factor
(set as 2.5 by default) on each distribution in order to in-
crease the area of intersection for facilitating the vague cell
identification.
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Identification of vague cells to annotate a transition state: our
novel step

DBCTI takes a sampling approach to calculate the proba-
bility of a cell point belonging to different cell states (distri-
butions). For each data point, an area centred at that point
with a length and width both equal to 2r are selected (r value
is set as 2 by default but tuning for this parameter won’t af-
fect much to the result). Samples are then drawn from all
of the fitted distributions one-by-one. Then those points in-
side the selected area are counted. The probability of one
cell point belonging to a state is defined as:

nc,d

Nd
× 100% (4)

where nc, d is the number of sample points from distribution
d dropped inside the area centred at point c, and Nd is the
total number of sampled points from the distribution d.

DBCTI confirms a vague cell point c for a transition state
if {

Pc,d1 + Pc,d2 ≥ Csum∣∣Pc,d1 − Pc,d2
∣∣ ≤ Cdi f f

(5)

where Pc, d1 represents the probability of c belonging to the
d1 distribution, Pc, d2 stands for the probability of c belong-
ing to the d2 distribution, Csum and Cdiff are real number
thresholds. In other words, if the sum of the possibility of a
cell c belonging to the d1 distribution and that of belonging
to the d2 distribution is greater than Csum, while the abso-
lute difference between Pc, d1 and Pc, d2 is smaller than Cdiff,
this cell is defined as a vague cell in a transition state. See
Figure 1E for an illustration.

Based on our observations from numerous robustness tri-
als and tests, we recommend (although theoretically diffi-
cult) that Csum should be set around 0.8 and Cdiff should be
set around 0.5 for accurately constructing trajectories in the
downstream steps. We have tested that such a criteria can
capture the edge cells which are in the middle of gene expres-
sion transition between two distinct cell sub-populations.

Iterative construction towards a stable trajectory: our novel
step

DBCTI decides a binary relation (link or not-link) between
two cell states based on the presentation/absence of vague
cells in the transition state. Two clusters are linked if the
vague cell proportion in that two clusters is larger than a
threshold. When two clusters are linkable (connectable), a
principal curve f(s) (48) is fitted for all of the points in the
two clusters such that:

f(s) = E [Y | sf(y) = s] ; Y = {Y1 ∪ Y2}
where Y1 ∼ d1, Y2 ∼ d2 (6)

where the projection index sf(y) of y is the value of � for
which f(λ) is closest to y. f(s) is the expected value of the
distribution for data point that has a projection index equal
to s, and Y is a vector containing observation values from
both d1 and d2 distributions, respectively (Y1 contains val-
ues from d1 and Y2 contains values from d2). The parame-
ters of f(s) are refined via the EM algorithm.

If a cluster is fitted with more than one curves linking to
other different clusters, DBCTI calculates the average posi-
tion of the data on the fitted principal curves projected from
the original points. Suppose there are points from cluster D
fitted with n principal curves where n ≥ 2, then the average
position of the data is:

sfD1 (y) = sD1, sfD2 (y) = sD2, . . . sfDn (y) = sDn

f (s) = 1
n

×
n∑

i=1

fDn(sDn) (7)

wi th s = 1
n

×
n∑

i=1

sDn (8)

where sfDn is the projection index for the principal curve via
cell population Dn. This process iterates till changes of the
positions converge. See an illustration of the step at Fig-
ure 1(F).

We have observed that for most datasets we tested in this
work, there are about 1.0% cells in two linkable clusters
which have had graduate transition change of gene expres-
sion from one cluster to the other. Therefore, we set the
vague cell proportion threshold as 1.0%. Users have choice
to tune this parameter to infer conserved or radical cell tra-
jectories.

Detailed step for pseudo-time assignment for each cell

DBCTI calculates a pseudo-time for each cell using the
Euclidean distance between the cell position and a speci-
fied initial cell state, based on the obtained trajectory plot
(Figure 1D). The interval between cell states is ignored in
the calculation so that the pseudo-time can be continuous.
Given a cell, DBCTI first identifies the cluster which the cell
belongs to and then finds the shortest path from that clus-
ter to the initial cluster. A pseudo-time for cell c is hence
defined as:

Tc =
m−1∑
D=1

ND−1∑
n=1

d(PD,n, PD,n+1) +
Cm−1∑
n=1

d(Pm,n, Pm,n+1) (9)

where d(p, q) =
√

(q1 − p1)2 + (q2 − p2)2 (10)

where Nd is the total number of cells in the cell population
d, m is the total number of cell populations on the shortest
path from the population where c belongs to the initial cell
state, Cm is the cell index of c in population m. A cell index
represents the order of cells in its corresponding cluster. The
cell labeled as the first one is the one at the end of the fitted
principal curve closer to one of the previous cell populations
on the obtained shortest path. To handle the situation where
the trajectory diagram is disconnected, separated pseudo-
time settings are used for each individual component.

Simulated and experimental datasets

We have employed total fifteen simulated datasets through
the generate dataset function in the software dyngen (49)
in three rounds for performance evaluation. At each round,
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Table 1. Benchmark datasets summary

Data Name Ref. topology Cell no. Gene no. Organism

Simulated Linear 1000 1021 In silico
Simulated cyclical 1000 1020 In silico
Simulated Binary tree 1000 1059 In silico
Simulated Disconnected 1000 1044 In silico
Simulated BF. circle 1000 1014 In silico
Yan-dataset Linear 90 18 573 H. sapiens
Nestorowa-
dataset

Binary tree 472 4766 M. musculus

Kowalczyk-
dataset

Linear 524 7748 M. musculus

Leng-dataset cyclical/linear 247 17 553 H. sapiens
Camp-dataset disconnected 200 16 043 H. sapiens

BF circle stands for bifurcating circle, H. sapiens for Homo sapiens and M.
musculus for Mus musculus.

the backbones were specified as linear, cyclical, binary tree,
disconnected and bifurcating cycle with other parameters
set by default to generate five of the fifteen simulated single-
cell RNA-sequencing datasets.

We have also used five experimental single-cell RNA-
sequencing datasets, which had been considered as refer-
ence benchmark datasets in the field, to evaluate DBCTI’s
performance. All cells of these five experimental single-cell
mRNA-seq datasets are class annotated. These datasets
are abbreviated as Leng-dataset (50), Camp-dataset (51),
Yan-dataset (52), Kowalczyk-dataset (53) and Nestorowa-
dataset (54). The Leng-dataset (50) is sequenced from hu-
man embryonic stem cells, the Camp-dataset (51) is se-
quenced from human liver hepatocyte-like cells, the Yan-
dataset (52) is sequenced from human early embryos and
embryonic stem cells, and the Kowalczyk-dataset (53)
and Nestorowa-dataset (54) are sequenced from mouse
hematopoietic stem and progenitor cells respectively. To
avoid batch effect, for the Camp-dataset, only those cells
annotated in the same batch have been used. More details
of these datasets are summarized in Table 1. Our case study
and analysis involve two datasets. For the Wilk-dataset (55),
the two patients are abbreviated as C1 and C2, and for the
Melms-dataset (56), the patient is abbreviated as L01cov.

Comparison with six cell trajectory inference methods and
performance benchmark metrics

We compare DBCTI with three main-stream cell trajec-
tory inference tools Monocle2 (12–14), Slingshot (15) and
TSCAN (18), and with PAGA (11) and VIA (21) which are
the latest tools able to infer complicated patterns such as
cyclical loops, and also with Mutrans (22) that uses a no-
tion of transition states similar as DBCTI. The tools are all
tested under the default parameters chosen by the dynwrap
package with the infer trajectory function except Monocle
2 is performed with its own default parameters. The clus-
ter number k value of Mutrans is decided based on the epi
value calculated by the EstClusterNum function. (We note
that Monocle 3 was also considered for comparison, but it is
currently under construction and re-development, not avail-
able for downloading.)

We define three metrics to quantify the performance in
terms of both topological accuracy and cell cluster detec-
tion. A pattern consistency score is defined to examine

whether a shape consistency exists between the inferred pat-
tern and the reference. To get this score, all trajectories are
firstly classified into one of the four basic shape categories:
linear, cyclical, tree or disconnected. A linear shape is de-
fined as a shape containing neither branching events nor cy-
cles; A cyclical shape is defined as a closed loop; a tree struc-
ture is defined as a shape containing branching events but
not containing any closed loop; a disconnected lineage is de-
fined as a shape containing more than one sub-components
regardless of the specific shapes within them; and finally
a bifurcation trajectory is defined as a pattern containing
both the cyclical and tree topologies. A score 1 is granted if
the trajectory falls into the same category as the reference,
otherwise a 0 score is granted. A pattern consistency score is
a straightforward metric to examine the inference accuracy.
A final score, Scon, D(p, t), for tool t with regard to shape p
is computed by averaging all the consistency scores from a
collection of datasets D:

Scon,D(p, t) = E[Scon,d (p, t)] where d ∈ D (11)

A pattern similarity score quantifies the topological simi-
larity between the references and the inferred trajectories. It
counts the number of branching points (BP) and branches
(BR) in the subcomponent i in the reference, denoted as
NBP, ref, i and NBR, ref, i, and those in the inferred trajectory
by tools t we evaluated are denoted as NBP, t, i and NBR, t, i.
A BP is defined as a point where at least three distinct paths
jointed, while a BR is defined as the maximum number of
different choices of paths from one end in the graph to an-
other end, where an end is the point that only connects to
one path. We designed such metric to calculate the similar-
ity score as both BR and BP are sensitive to the changes of
topology we included so that being convenient to quantify
the tool performance. The pattern similarity score of tool
tSsim(t) is calculated as:

Ssim(t)

=
{ 1

ncom

∑ncom
i=1 (1 − 1∑Nt

n=1 En,i
× (Et,i )) i f ncom = nre f

0 i f ncom 	= nre f

where Et = ∣∣NBP,re f,i − NBP,t,i
∣∣ + ∣∣NBR,re f,i − NBR,t,i

∣∣
(12)

where Nt is the total number of tools that have the same
subcomponent number ncom as the reference nref, and Et is
the error score of tool t. Here, the score is normalized by
the number of tools ntool to help compare across different
datasets.

Performance accuracy depends not only on the inferred
topological features, but also on the capability of accurately
cluster cells with same type together. A purity score is de-
fined to evaluate the accuracy of the clustering in compar-
ison with the reference. All of the tools can output a clus-
tering index in their result. To calculate a purity score SP,
clusters are formed with the maximum number of clusters
set by the reference. The numbers of points belonging to
correct classes in each cluster are added up and then divided
by the total number of points:

SP = 1
n

k∑
q=1

max
1≤ j≤l

n j
q (13)
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where n j
q is the number of points in cluster q but that belong

to class j, k is the total number of clusters, n is the total
number of points and j is the number of classes.

These scores all range between 0 and 1. The higher score
a tool obtains, the better its performance is.

Other methods for dimensionality reduction and parameter
robustness test

TSNE is our suggested step for DBCTI to reduce the di-
mensionality of the data. Other dimension reduction meth-
ods are also available, for example, PHATE and DCA, via
R packages. To understand which of the three dimension-
ality reduction methods is more suitable for this work, we
calculate the purity score for the clusters from each of the
five experimental reference datasets after each of the di-
mensionality reduction methods is applied. For a fair com-
parison, the same K-means algorithm is applied to all of
the dimensionality-reduced datasets to determine the clus-
ter index, including the dimensionality-reduced datasets af-
ter our DBCTI’s tSNE step. The K parameter is automat-
ically set by the NbClust function in the NbClust package
(57,58).

There are three important parameters involved in Equa-
tions (4) and (5) for the identification of vague cells. To eval-
uate the impact of different settings of r on the trajectory
result, we use 5 values from 1 to 3 with interval step 0.5.
Via the point possibility function implemented in DBCTI,
each r value is used to calculate a probability assignment
matrix, which denotes the probability of each cell belong-
ing to each fitted distribution. We quantify the robustness
by calculating the distance between the matrix obtained by
the above r values and by r’s default value, and then aver-
age them on each cell. Suppose the probability assignment
matrix contains m distributions and n cells, the distance is
then calculated as:

D = 1
n

n∑
j=1

m∑
i=1

(ei, j − ri, j )2 (14)

where ei, j and ri, j are elements in the probability assignment
matrices obtained from the above r values and the default r
value respectively.

Similarly, we investigate on how much the parameters
C sum and C diff affect the performance when they take
different settings. Each time, the parameter C sum is set as
a value within the range from 0.65 to 0.95 with interval step
0.05, and C diff is set within the range from 0.35 to 0.65 with
interval step 0.05. Then we use all of these two-parameter
combinations (namely, 7 × 7=49 C sum-C diff pairs) for
the experiment. Under each of these settings and for each
dataset, we compute a distance matrix of the clusters, which
is a matrix deciding if any two cell populations are linkable
or not. This is implemented by the connect cluster function,
where 0 stands for unlinkable and 1 as linkable. Suppose k
clusters are contained in the connection matrix, we calculate
the matrix distance to examine the robustness:

di, j =
{

0 i f ei, j = ri, j
1 i f ei, j 	= ri, j

(15)

D = 1
k

n∑
j=1

m∑
i=1

di, j (16)

where ei, j and ri, j are elements in the connection matrices
obtained from the testing C sum and C diff combinations
and from the default value C sum as 0.8 and C diff as 0.5,
respectively.

RESULTS

Accurate and diverse patterns of cell trajectories constructed
from simulated and experimental reference datasets

Figure 2A, F, K, P and U respectively shows the linear-
shape trajectory, cyclical developmental loop, binary tree,
disparate lineage and the bifurcating multi-lineage hierar-
chy generated in our first round simulation experiment. The
five trajectories of different shapes simulated in the second
round are presented in Supplementary Figure S2A–E, and
those in the third round are shown in Supplementary Fig-
ure S3A–E. DBCTI precisely re-constructed all of these 15
cell trajectory patterns; see Figure 2B, G, L, Q and V, Sup-
plementary Figures S2F–J and S3F–J, where DBCTI’s ro-
bustness and performance consistency can be clearly ob-
served across the three rounds of replicate datasets.

In particular, for the re-construction of the disparate lin-
eage patterns, DBCTI is able to not only derive the two
separated lineages, but also can precisely frame the special
shape for each of the two lineages, namely a closed loop
and a linear pattern (see Figure 2P and Q, Supplementary
Figures S2D, I and S3D, I). Of notable interests, DBCTI is
able to accurately re-construct the bifurcating loop topolo-
gies (see Figure 2U and V, Supplementary Figures S2e, j and
S3E, J).

There are intensively-studied and widely-recognized
cell differentiation schematic graphs (59,60) for the cell
populations in the five experimental datasets (i.e. Leng-
dataset (50), Camp-dataset (51), Yan-dataset (52),
Kowalczyk-dataset (53) and Nestorowa-dataset (54)).
These graph diagrams have been considered as reference
templates about these cell trajectory paths. We show them
at Figure 3A, F, K, P and U for benchmarking comparison
with our computationally inferred cell trajectories.

From the Camp-dataset that is related to liver cell lin-
eages, DBCTI constructed a two-component disconnected
trajectory, indicating separated populations of the mes-
enchymal stem cells in two branches while both developed
from the same pluripotent stem cells. Our inferred cell tra-
jectory exactly echoes with the benchmark differentiation
diagram, viz. Figure 3U versus V. DBCTI predicted a lin-
ear trajectory from the Yan-dataset (Figure 3B). Along-
side the trajectory, the cells are ordered in the sequence of
zygote/2-cell, 4-cell, 8-cell, 16-cell and the blast-cell state
according to the annotation. It is a clear cell differentia-
tion path for early embryo cells, coinciding with the bench-
mark schematic graph (Figure 3A). From the Nestorowa-
dataset, DBCTI derived a tree structure as shown in Fig-
ure 3G, where the MEP and GMP cells are located at two
separated ends while the cells possessing higher potency are
located in front of the branching point. As most of the cells
at the branching point belong to the CMP population, this
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Figure 2. Reference trajectories in comparison with re-constructed trajectories from five simulated datasets by five tools. (A, F, K, P, U) Simulated linear
lineage, cyclical shape, binary tree, disconnected trajectory and bifurcating loop. (B, G, L, Q, V) DBCTI re-constructed linear, cyclical, binary tree, discon-
nected and bifurcating trajectories (coloured by pseudo-time). (C, H, M, R, W) PAGA constructed trajectories from the simulated linear, cyclical, binary
tree, disconnected and bifurcating trajectory datasets (coloured by pseudo-time). (D, I, N, S, X) Slingshot constructed trajectories from the five simulated
datasets (coloured by inferred cell states). (E, J, O, T, Y): Monocle 2 constructed trajectories from the five simulated datasets.



e122 Nucleic Acids Research, 2022, Vol. 50, No. 21 PAGE 8 OF 14

Figure 3. Widely-recognized schematic graphs of cell differentiations in comparison with computationally inferred trajectories from their experimental
single-cell RNA-seq datasets. (A, F, K, P, U): Cell differentiation schematic graphs from the Yan-dataset, Nestorowa-dataset, Kowalczyk-dataset, Leng-
dataset and Camp-dataset, where the solid colours stand for cell types annotated according to the datasets and the dashed lines represent dispensable
trajectories. (B, G, L, Q, V) DBCTI inferred trajectories from the Yan-data, Nestorowa-data, Kowalczyk-data, Leng-data and Camp-data (coloured by
pseudo-time). (C, H, M, R, W) PAGA inferred trajectories from the five experimental datasets (coloured by pseudo-time). (D, I, N, S, X) Slingshot inferred
trajectories from the five experimental datasets (coloured by the cell states). (E, J, O, T, Y) Monocle 2 inferred trajectories from the five experimental
datasets.
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is highly consistent with the biological differentiation model
shown in Figure 3F.

DBCTI outperforms recent tools for cell trajectory inference

We compared DBCTI with six recently proposed trajectory
inference tools PAGA, Sligshot, Monocle2, VIA, TSCAN
and Mutrans. We note that Monocle 3 was also consid-
ered for comparison, but it is currently under construction
and re-development, not available for downloading. This
performance comparison was conducted on the 15 simu-
lated and the five experimental reference datasets (namely,
we constructed total 120 cell trajectories for comparison).
Results are shown in Figures 2 and 3 and Supplementary
Figures S1–S10. DBCTI outperforms all of these existing
tools on all of these 20 datasets. For example, on all of the
three simulated datasets containing a cycle pattern, none of
these tools except our DBCTI is able to infer a pure cycli-
cal pattern. Although PAGA and VIA have inferred some
trajectories containing a close loop, they are not shapes
consistent with the simulated reference patterns (see Fig-
ure 2H, Supplementary Figures S7B, G, L and S9B, G, L).
TSCAN or Slingshot have just constructed some opened
cyclical-like patterns (Supplementary Figures S6G, L and
S8G, L).

On the simulated three datasets containing a disparate
lineage, DBCTI, PAGA and VIA have all built a trajectory
containing two separated sub-components (Figure 2Q, R,
Supplementary Figures S1I, S2I, S3I, S7D, I, N and S9D, I,
N). But only DBCTI can recover the same topology for each
of the two separated parts. Similarly, on the Camp-dataset
where a disparate lineage exists, only DBCTI and VIA have
successfully inferred a trajectory with two sub-components;
DBCTI built the topology for each sub-component cor-
rectly while VIA did not.

In the re-construction of the simulated three bifurcat-
ing patterns, only our DBCTI can make accurate infer-
ence for all of them. PAGA has been just able to build a
tree-like structure (see Figure 2(W) and Supplementary Fig-
ure S7(E,J,O)).

We attribute DBCTI’s outstanding performance to its ac-
curate detection of vague cells and to its base topology con-
struction step. Specifically taking the bifurcating pattern
(Figure 2U, V) as an example, it is the identification of vague
cells by DBCTI that enables the closing of the loops while
still allowing branched lineages between the loops.

We calculated pattern consistency scores, pattern similar-
ity scores and purity scores to quantify the performance.
Figure 4 shows the scores of the three metrics for each of
the tools. DBCTI has the highest scores in all the three cat-
egories. On the simulated linear and binary tree datasets, all
the tools have competitively similar scores; more than half
of the tools have a score of 1, indicating a perfect inference.
DBCTI maintains this excellent performance as the trajec-
tory goes more complicated while the performance of the
other tools drops. Especially on the complicated bifurcating
topology, DBCTI outperforms other tools to a great extent;
in fact, DBCTI is the only tool able to infer correctly these
bifurcation trajectories. On the simulated cyclical datasets,
apart from the topological evaluation, DBCTI also outper-
forms other tools in terms of purity score, with an aver-

age above 0.6 and 0.8 on the simulated and experimental
datasets.

Purity scores of the cell clusters after PHATE’s and DCA’s
dimensionality reduction

Similarly as tSNE, DCA and PHATE can be also used to
carry out dimensionality reduction. We calculated the pu-
rity score for the clusters from each of the five experimental
reference datasets after each of the dimensionality reduc-
tion methods is applied. For a fair comparison, the same K-
means algorithm was applied to all of the dimensionality-
reduced datasets to determine the cluster index, includ-
ing the dimensionality-reduced datasets after our DBCTI’s
tSNE step. The K parameter was automatically set by the
NbClust function in the NbClust package. The result shows
that tSNE provides better performance on all of the five
datasets, with an average purity score 0.80, much higher
than PHATE’s 0.70 and DCA’s 0.56 (Supplementary Fig-
ure S11(P)).

Parameter tuning results for the identification of vague cells

We tested the robustness of crucial parameters involved in
DBCTI’s inference process for the identification of vague
cells, namely parameters r, C sum and C di f f . The inves-
tigation is to understand how much the parameters affect
the performance when they take different settings. We note
that the default value we set for C sum and C di f f are 0.8
and 0.5 respectively. The investigation was carried out on all
of the five experimental reference datasets (Figure 3). The
parameter C sum was set as a value within the range from
0.65 to 0.95 with interval step 0.05, and Cdiff was set within
the range from 0.35 to 0.65 with interval step 0.05. We used
all of these two-parameter combinations (namely, 7 × 7 =
49 pairs) for the experiment. Under each of these settings
and for each dataset, we computed a distance matrix of the
clusters, which is a matrix deciding if any two cell popula-
tions are linkable or not. We found that any combination of
a C sum value ranging from 0.7 to 0.9 with a C di f f value
from 0.4 to 0.6 did not make any variation on the final topol-
ogy construction on all of the five datasets (Supplementary
Figure S12(A-E)), showing strong robustness of the default
settings to the DBCTI’s inference performance.

Besides, we also found that different values set for pa-
rameter r made little impact on the inference result (Sup-
plementary Figure S12(F)). A r value ranging from 1 to 3
with 0.5 interval step generates at most 0.008 distribution
assignment changes of a cell on average in comparison with
DBCTI’s default r setting. We also verified that such differ-
ence did not affect the final trajectory result.

Case studies: An IgM plasmablast sub-population newly iden-
tified by DBCTI in a disconnected trajectory from SARS-
CoV-2-infected peripheral blood mononuclear cells

In a recent study on peripheral immune response to severe
COVID-19 (55), Wilk and colleagues identified a novel cell
population (annotated as ‘developing neutrophils’) from
severe COVID-19 patients’ peripheral blood mononuclear
cells, and found a linear differentiation trajectory bridging



e122 Nucleic Acids Research, 2022, Vol. 50, No. 21 PAGE 10 OF 14

Figure 4. Quantified performance comparison between the inferred trajectories. (A) Pattern consistency scores (first two tables for the simulated and the
experimental datasets) and pattern similarity scores (bottom two tables for the simulated datasets and the experimental datasets). All the scores for the
simulated datasets were averaged with regard to the same topological pattern. (B) Purity scores assessed for the tools on the simulated datasets. (C) Purity
scores on the experimental datasets.

the transition from immunoglobulin M plasmablast (IgM
PB) cells to these developing neutrophils via an RNA ve-
locity and cellular phenotypic analysis.

DBCTI was applied to the single-cell RNA-sequencing
datasets of two patients C1 and C2 from (55) to see whether
our trajectory inference could derive the same shape of the
differentiation path (from the IgM PB cells to the neu-
trophils). Note that we applied DBCTI to the two patient
samples separatively in order to minimize batch effect.

DBCTI-inferred cell trajectory from C1’s dataset is a dis-
connected trajectory consisting of two components (Fig-
ure 5A). The bigger component is a linear differentia-
tion path covering two clusters of IgM PB cells ordered
temporally prior to a cluster of neutrophils according to
their pseudo-time. This is a cell differentiation lineage ex-
actly consistent with Wilk’s discovery about the linear cell-
transition from IgM PB cells to neutrophils. A similar linear
differentiation path was also constructed by DBCTI from
the data of patient C2 (Figure 5B). These results firmly sug-
gest that our findings by DBCTI can re-discover significant
cell trajectories reported in high-quality literature (55).

Of more interests and novelty of our findings is that C1’s
IgM PB cell population can be divided by DBCTI into two
sub-populations: one is formed in the bigger component
of the trajectory supporting the linear differentiation from
IgM PBs to neutrophils, the other is all clustered in the
smaller component of the trajectory (Supplementary Fig-
ure S13A, B). This suggests that not all of the IgM PB cells
were developing into neutrophils, a phenomenon not re-
vealed by Wilk’s work (55).

In fact, three antigen-binding genes IGLC2, IGLC3 and
IGKC were highly enriched in these two IgM PB sub-
populations as shown in our differentially expressed (DE)
gene analysis for the two sub-populations. Genes IGLC2
and IGLC3 were expressed significantly higher in the sep-
arated sub-population, while gene IGKC was enriched in
the linear-trajectory sub-population (Figure 5C). The ad-
justed p-value of these genes are all far below 0.05 (Fig-
ure 5D). Again, similar expression patterns of these three
genes were observed in patient C2’s data. We thus hy-
pothesize that IGKC+/ IGLC2−/ IGLC3− IgM PB cells
have potential to be differentiated into neutrophils, while
IGKC−/ IGLC2+/ IGLC3+ IgM PB cells have no such dif-
ferentiation trend.

For comparison, we constructed cell trajectories from
these datasets using PAGA and Slingshot, which are two
methods having better performance than the other existing
tools based on the evaluation results presented in Figure 4.
PAGA and Slingshot constructed cell trajectories quite dif-
ferent from those by DBCTI (see Figures 5 and 6). PAGA
inferred loop sub-structures in the trajectories. However,
these loops are unlikely to exist in biology, as it otherwise
indicates that IgM PB cells could be differentiated into neu-
trophils and could also be differentiated back from neu-
trophils (61,62). Slingshot did not figure out the separate
lineages due to the structure limitation of the model it uses.
Overall, DBCTI has obtained more reasonable results that
can be supported by the findings from the literature Wilk-
paper as well as can be rigorously supported by differen-
tially expressed gene analysis.
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Figure 5. SARS-CoV-2-infected IgM PB and neutrophil cell population differentiation trajectory inferred by DBCTI from the Wilk-dataset. (A) Cell
trajectory derived from patient C1. (B) Cell trajectory derived from patient C2. (C) Gene expression trends of selected genes (the first row is for patient C1
and the second row is for C2). (D) Differentially expressed gene analysis between the two IgM PB sub-populations in patients C1 and C2.

Figure 6. Inference result on the Wilk-dataset by PAGA and Slingshot.
(A) Patient C1 sample by PAGA. (B) Patient C1 sample by Slingshot. (C)
Patient C2 sample by PAGA. (D) Patient C2 sample by Slingshot.

DISCUSSION

We have introduced a cell trajectory inference method
DBCTI which is a pipeline of steps to work on single-
cell RNA-seq count matrices for generating cell trajecto-

ries with pseudo-time assigned at each cell. The basic idea
of DBCTI is the assumption that a cell having a close dis-
tance with another in the embedded hyperspace should have
high similarity in their expression pattern. Based on this
idea, we have used density-based clustering algorithms to
identify cell clusters and studied their overlapping distribu-
tions to identify vague cells and transition states. The detec-
tion of these vague cells is critically important to determine
the connectivity between the clustered cell sub-populations.
Different from other tools, DBCTI utilizes a 2-stage ap-
proach to build the trajectory: base topology construction
as the first stage and base-guided iteratively fitting as the
second. Especially, in the first stage for base topology con-
struction with the density information from all the tran-
sition states, DBCTI can decide whether any two clusters
(lineages) should be separated, or should be branched, or
should be bridged to build a loop. Such a step allows plenty
of flexibility for the method to construct diverse shapes of
cell trajectories fitting the data. In contrast, the rigid struc-
ture of minimum spanning tree as adopted by TSCAN,
Slingshot and Waterfall, restricts the shape of trajectories
not to having any disparate edges; it does not allow any cy-
cle in the shape either (3,15,18).

Cluster assignment as a crucial step, has a direct influence
on the accuracy of the inferred cell trajectory. As single-cell
RNA-seq data usually contains noises due to insufficient
sequencing depth, DBCTI uses a model-based clustering
technique to infer the initial cell cluster states. Instead of
directly using the exact expression levels of cells, DBCTI
fits cells into probability distributions. Besides, kernel den-
sity estimation (KDE), as a non-parametric approach, is
used to jointly decide the final cluster, in case some data
points do not fully satisfy the Gaussian distribution as-
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sumption. Additionally, robust covariance inference tech-
nique MCD is used to fit the distribution of final determined
cell states. This approach infers relatively reliable data first
and, based on that, construct a covariance matrix to infer
the correct shape of the distribution as well as increase the
detection accuracy of transition points. All of such steps are
attempted to minimize the impact of the imputations in the
data. As a result, the purity scores on the cluster assignment
by DBCTI is higher than other tools. In addition, the gene-
selection pre-processing step is also important. A group of
cells can be classified into different categories in taxonomy.
As examples shown, a cell can be classified as stem cell, and
a proliferating cell can be in the M cell cycle state. From this
perspective, DBCTI allows to select genes based on the pro-
vided marker genes, in order to construct the correspond-
ing trajectory, via either correlation or nonnegative matrix
factorization (NMF) approach. Details of the two methods
have been described in the Methods section.

DBCTI can correctly re-construct or build specific dif-
ferentiation patterns ranging from simple topologies such
as linear, cyclical and binary tree, to more complicated pat-
terns like disparate lineage and bifurcating cyclical hierar-
chy. Its performance is better than six recently developed
trajectory inference tools in terms of inferring specific pat-
tern, reconstructing accurate topological trajectory as well
as distinguishing different types of cell states.

Apart from the case study presented in Figure 5, we
have actually conducted more case studies which are about
glioblastoma cell lineages (Supplementary Figure S14) and
SARS-CoV-2-infected lung macrophages’ differentiation
(Supplementary Figure S15) in Supplementary material.
Detailed analysis and biological verification will be con-
ducted in our future work.

DBCTI may lose some precision when handling more
complicated trajectories. As demonstrated in Figure 4, a rel-
atively complicated bifurcating pattern for instance, has a
lower similarity score comparing to the simpler topologies.
Additionally, DBCTI is unable to predict the direction of
differentiation. Hence, the final estimated pseudo time is a
relative but not an absolute value. As a future work, it is
expected that novel and effective feature selection methods
combined with dimension reduction techniques, as well as
methods able to detect the differentiation ways of cells will
improve DBCTI’s performance, especially for the bifurcat-
ing patterns presented in Supplementary Figures S1E, S2E
and S3E.

In summary, we developed a tool named DBCTI for cell
trajectory inference tasks. We demonstrated that DBCTI is
able to re-construct accurate and topologically flexible cell
trajectories from both simulated and real single-cell RNA-
sequencing datasets. Evaluation results demonstrate that
DBCTI can outperform six state-of-the-art cell trajectory
inference tools. Besides, we applied DBCTI to gain new hy-
pothesis into lineages between IgM plasmablast cells and
developing neutrophils in SARS-CoV-2-infected patients.

DATA AVAILABILITY

Single-cell mRNA-seq datasets can be downloaded from
GEO with accession numbers as follows: Leng-dataset
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dataset (GSE81682), Darmanis-dataset (GSE84465), Wilk-
dataset (GSE150728) and Melms-dataset (GSE171524).

A software prototype of DBCTI is available at https:
//github.com/tianlt/dbcti. The codes for performing all the
analyses and generating figures in the paper are available at
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