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Learning data streams with changing distributions
and temporal dependency
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Abstract—In a data stream, concept drift refers to unpre-
dictable distribution changes over time, which violates the
identical-distribution assumption required by conventional ma-
chine learning methods. Current concept drift adaptation tech-
niques mostly focus on a data stream with changing distributions.
However, since each variable of a data stream is a time series,
these variables normally have temporal dependency problems
in the real world. How to solve concept drift and temporal
dependency problems at the same time is rarely discussed in the
concept-drift literature. To solve this situation, this paper proves
and validates that, the testing error decreases faster if a predictor
is trained on a temporally reconstructed space when drift occurs.
Based on this theory, a novel drift adaptation regression (DAR)
framework is designed to predict the label variable for data
streams with concept drift and temporal dependency. A new
statistic called LDD™ is proposed and used as a drift adaptation
technique in the DAR framework to discard outdated instances
in a timely way, thereby guaranteeing that the most relevant
instances will be selected during the training process. The
performance of DAR is demonstrated by a set of experimental
evaluations on both synthetic data and real-world data streams.

Index Terms—concept drift, drift adaptation, non-stationary
environment, data stream

I. INTRODUCTION

A data stream is potentially infinite amounts of data that
arrive in a sequential way from a variety of sources such
as economics, industrial monitoring, ecosystems, and so on
[1], [2]. New challenges have appeared in data stream mining,
one of which relates to data distribution changes [3]. Standard
machine learning approaches are built on a static assumption
of independent and identically distributed (i.i.d) data and
therefore are not suitable for learning data streams once the
data distribution has experienced unpredictable changes [4],
[5].

Concept drift refers to these unpredictable distribution
changes over time, and concept drift adaptation aims to solve
the concept drift problem by continuously updating the trained
predictors [6]. However, existing adaptation methods assume
that the data stream only contains the concept drift problem. In
fact, data streams may also have other uncertain characteristics
[7]. In a data stream, each variable is now a time series process
that is probably autocorrelated, which leads to the temporal
dependency problem. Dealing with the problems of temporal

Y. Song, J. Lu, H. Lu and G. Zhang are with the Decision Sys-
tems and e-Service Intelligence Laboratory, Australian Artificial Intelli-
gence Institute, Faculty of Engineering and Information Technology, Uni-
versity of Technology Sydney, Ultimo, NSW 2007, Australia (e-mail:
Yiliao.Song @student.uts.edu.au; Jie.Lu@uts.edu.au; Haiyan.Lu@uts.edu.au;
Guangquan.Zhang@uts.edu.au.) All the data and codes are available via
https://github.com/songyiliao/DAR.

TABLE 1
DIFFERENCE AMONG INCREMENTAL LEARNING, CONCEPT DRIFT
ADAPTATION, AND OUR SETTING.

Data stream with
changing distributions
and temporal dependency

Stationary ~ Data stream with
data stream changing distributions

Incremental learning 4 X
Drift adaptation v v
Our setting v 4

N X %

dependency and concept drift simultaneously is a big challenge
[8].

This paper discusses the concept drift problem in a more
realistic scenario where data streams have concept drift and
temporal dependency problems at the same time. Classic
incremental learning discusses the problem of how to learn
a predictor when the training data is available one by one or
batch by batch, and thus it is widely used for predicting data
streams. Concept drift adaptation discusses how to continu-
ously learn predictors when future data follow different data
distributions. This paper discusses how to continuously learn
predictors when the data instances are temporally dependent
and the data distribution may change at the same time. The
difference between incremental learning, drift adaptation, and
our setting is presented in Table 1.

To handle this kind of data stream, a novel drift-adapted
framework named DAR is proposed in regression cases. In
DAR, we propose to train the predictor on a reconstructed
feature space to solve the temporal dependency problem.
In addition, we formally propose a new way to embed the
drift detection techniques into an informed adaption method.
Compared to a general informed drift adaption method which
only uses detection information when drift occurs, our drift
adaptation method is able to extract more statistical informa-
tion from the drift detection process and achieves an accurate
and robust online prediction performance.

The novelty and main contributions of this paper are as
follows:

1) It fills the research gap of handling a data stream with
concept drift and the temporal dependency problem from
the aspect of time series processes;

2) It proves that testing errors decrease faster in a linear
predictor trained on the reconstructed space for data
streams with concept drift and temporal dependency. We
compare the error decreasing speed of linear predictors
trained on the original and reconstructed feature spaces;

3) The conclusion in 2) is generalized to non-linear cases
by introducing locally weighted regression so that we



can use this conclusion for a general regression task for
predicting data streams with concept drift and temporal
dependency;

4) We develop a new statistic called LDD™ to measure the
distance from a data instance to a high-dimensional data
distribution. Instead of using LDD™ to detect whether
drift occurs, we implement drift adaptation based on the
value of LDDT when every new instance arrives;

5) Combining the above aspects, a drift-adapted regression
framework (DAR) is proposed for data streams with
concept drift and temporal dependency.

The paper is organized as follows. Section II discusses
related works in the concept drift area. Section IV explains
the proposed DAR framework in detail. Section V outlines
the results of the synthetic and real experimental evaluation.
Section VI concludes the study and discusses future work.

II. RELATED WORK

Concept drift adaptation aims to design a blind or an
informed strategy to update predictors for obtaining accurate
real-time prediction results [9]. A blind adaptation refers to
drift adaptation without drift detection techniques, which is to
passively update the predictor [10], [11], [12]. Many ensemble
learning techniques in the concept drift area use a blind
adaptation strategy [13], [7]. An informed adaptation denotes
that drift adaptation is based on drift detection analysis [14],
which is to actively update the predictor [15], [16]. So far,
most informed adaptation updates the predictor when the drift
detection method identifies the occurrence of drift [17]. For
example, in [18], the predictor is updated when an alarm is
triggered—the designed estimator is larger than a threshold.
Similar studies are presented in [19], [20]. Instead of only
using information on when drift occurs to update predictors, a
recent survey pointed out that an understanding of where and
how drift occurs is also important for informed adaptation[17],
especially for data-driven decision support [3]. A few methods
in recent research discuss where drift occurs, such as [21],
[22].

Both the blind and informed drift adaptation methods have
been validated to effectively handle the concept drift problem
in a data stream [23], [24]. As blind adaptation methods do
not discuss whether drift truly exists[25], these methods are
very similar to incremental/online learning from a technical
aspect [26]. The learner error may accumulate when a data
stream contains mixed types of drift, as discussed in [27].
Compared to blind adaptation, informed adaptation is more
robust because the detection process is able to avoid the
old/bad information presented in the predictor [22].

In recent years, research on concept drift has focused
on more realistic problems. For example, concept drift with
imbalanced data involves the situation where the learning
boundary changes for classification data that at least one class
only has limited samples of data [28], [29], [30]. Another
situation is that concept drift appears in noisy data [31], [32].
In such situations, it is very difficult to identify whether the
decrease in learner accuracy is caused by concept drift or
noise. In particular, as the data streams are obtained from

different sources at the same time, concept drift in multiple
streams [33], [34], [35] has also gained increasing attention in
academic research and practical applications.

As the concept drift problem is always discussed in a data
stream, one of the important characteristics of data streams has
been neglected in existing solutions: temporal dependency. In
fact, each variable of a data stream is a time series process that
is temporal dependent. Therefore, a good prediction method
for real-time data streams should be able to handle the concept
drift problem and temporal dependency at the same time. This
paper provides a comprehensive study for such a situation from
both theoretical and practical aspects.

III. PRELIMINARIES

In this paper, we consider the data stream from the aspect
of time series analysis. We refer to [36] for the definitions and
characteristics of a time series and list them in this section.
All the required preliminaries are presented in this section.

Definition 1 (Time Series [36]). A time series process Sy is
a sequence taken at successive equally spaced points in time.

Definition 2 (Autocovariance [36]). Autocovariance is an
important property of a time series process Sy, which is

Yr = E[(St — pt)(Str — p4+)] - (1)

where py and iy are the expectations of Sy and Siyr.
The autocovariance is the covariance if Sy and Sy, are two
random variables.

If the time series process is autoregressive, v depends on
7 rather than being a fixed constant [36]. This means that
another basic assumption in conventional machine learning,
independence, is also invalid.

Definition 3 (Covariance-stationary and Ergodic for the Mean
[36]). A time series process Sy is covariance-stationary and
ergodic for the mean if

E(S:)=p forall t
E[(St — p)(St—7 —p)] =~ forallt and 7 )
(1T)S 1, S: B E(Sy) as T — oc.
Remark 1. The first two equations denote that neither the
mean (i nor the autocovariance vy, depends on time t'. The

third equation guarantees that the time average will eventually
converge to the expectation E(Sy).

Definition 4 (pth-order Autoregressive Process [36]). A pth-
order autoregressive process Sy satisfies

St =c+ ¢1St—1+ P2Si—2 4+ ... + ¢pSi—p + €4, 3)

where S;_1,..., S¢—p are lag orders (earlier observations) of .S;
and ¢; is the white noise sequence (Definition 5).

Definition 5 (White Noise Sequence [36]). A white noise
sequence is a sequence {€;}S° _  satisfying:

E(e) = O,E(ef) =02 and E(e;,e;) = OfOl" t# T, “)

IThis does not conflict with (2), - depends on 7 but is independent on ¢



Remark 2. Definition 4 can be simply rewritten by
>, LWS, by introducing the Lag operator L that for any
integer k, L*S, = S,_}, [36].

IV. THE DRIFT-ADAPTED REGRESSION FRAMEWORK FOR
TEMPORAL DEPENDENT DATA STREAMS

This paper discusses the concept drift problem in a more
realistic scenario where the data stream also contains temporal
discrepancy. In this scenario, the i.i.d assumption is invalid
as the data instances are neither independent nor identically
distributed. A drift-adapted regression (DAR) framework is
proposed to predict the data stream with both concept drift
and temporal dependency problems. We propose a new statistic
LDD™ to implement an informed drift adaptation procedure in
DAR. Instead of using LDD™ to identify whether drift occurs,
LDD™ is designed to rank the importance of each instance.
The information of instance importance can help to update the
training data when every new instance arrives and thus solve
the adaptation delay problem in most informed adaptation
methods.

In this section, details of the proposed DAR framework are
introduced. Section IV-A gives the assumptions and definitions
of a data stream that has concept drift and temporal depen-
dency problems; based on these assumptions and definitions,
Section IV-B describes the learning task in data streams with
concept drift and temporal dependency. In the end of Section
IV-B, we give a brief summary of the proposed definitions in
Section IV-A and Section IV-B and their relationship. Section
IV-C gives the theoretical foundations of the basic idea of
our proposed DAR framework, and Section IV-D explains
the adaptation procedure and how to implement the DAR
framework.

A. Assumptions and definitions

We consider the data stream from an aspect of time series
analysis. A data stream consists of d+1 time series processes.
This section starts with the definition of a data stream, and
then the concept drift definition is introduced and expanded.
Based on these definitions and definitions of time series, the
definition of a data stream with concept drift and temporal
dependency is presented and explained.

Definition 6 (Data Stream). A data stream D; =
{(X+,y¢) |t = 1, ...00}, is generated from distribution Py with
pt (X, y) its probability function or probability density func-
tion (pdf ), where {Xt € Rd} is the attribute variable (or the
input) consisting of d time series, for some d, and {yt € Rl}
is the label variable (or the scalar output).

So far, concept drift is defined in Definition. 7. This
widely accepted definition of concept drift highlights the
characteristics of drift, but it does not explain the meaning
of “concept”. When studying the problem of concept drift,
the term “concept” is used to represent hidden data patterns
such as the probability distributions and relationships between
X; and y;. Concept drift is caused by the hidden context
[37], rather than stochastic disturbances. Unlike outliers, a
concept will last for a period after it shows, rather than existing

momentarily. To present this characteristics of concept, a
constraint is added to the current definition of concept drift
as presented in Definition 8.

Definition 7 (Concept Drift (short version)). Concept drift
is defined if the underlying distribution changes, i.e., 3t that

pev1 (X, y) # pe (X, y).

Definition 8 (Concept Drift (full version)). Concept drift
occurs in a data stream if 3t ) that

{Pt+1(X, y) # pe(X,y), fort =ty

per1(X,y) = pe(X,y), for t € [tao iy, tacn)
where Vi, tyiv1) — tywy > 1, t € ZT presents the time step,
d® is an order statistics denoting the i*" drifted time point,

and T; = 1 is for the sudden drift while 1 < 7; <t i+1) —tg0)
is specifically for the occurrence of incremental drift.

(5)

Remark 3. In the full version definition, a data stream
contains concept drift if the data pattern changes at least once,
namely {t i) } # 0 that py11(X,y) # pi(X,y), fort =ty
in addition, the changed pattern is not ephemeral, but will
last for a period (at least last for two time steps), which is
manifested by Vi, tyi+1) — tgey > 1. The pattern stays the
same in this period that pi1(X,y) = p(X,y), for t €
I:td(i)+7.i,td('i+1)j|,' here T; = 1 when the drift occurs suddenly
while T; > 1 when the drift occurs incrementally in the period
of [taw y1:tac s, |- All drift adaptation methods are at least
one-instance delayed. Without the constraint that a new
pattern will be retained for a period, any adaptation is invalid
in principle.

The definition of a data stream contains (X, y;), but does
not give the temporal details of X and y. Next, (X;,y;) is
explained from a time series aspect to present the temporal
dependency. We assume that a data stream consists of time
series processes, and these time series contain certain charac-
teristics as well as unknown characteristics. We separate the
certain characteristics from the unknown characteristics so that
the effectiveness of these certain characteristics on modelling
can be analyzed.

In this paper, we use decomposing and mixing to separate
the certain characteristics from the unknown characteristics
for each variable in a data stream. Next, we first define the
decomposed time series and mixed time series. Based on
these two definitions, a data stream with drift and temporal-
dependency is defined.

Definition 9 (Decomposed Time Series). Each time series
process in the data stream, T, is decomposed as the weighted
sum of two time series process, V; and S;.

Ty = (1 —s)Vy + 5S¢, s € [0,1] (6)

where V; is a time series process with unknown characteristics
which represents the uncertainty aspect of this variable, and
Si process is covariance-stationary and ergodic for the mean
(Definition 3) which represents the certain temporal depen-
dency. Vi and S; are assumed to be independent.

Definition 10 (Mixed Time Series). Given that T}, TZ, ..., T}"
are n time series processes (Definition 9), and w; is the



weighting vector satisfying > ., w,gi)

time series M'T; is defined as

=1, |w| <1, a mixed

MT, = Zwt(i) % Tt(i)

i=1
=(1-5)Y o'V + 53w s
=1 i=1

=(1—-8)MV, 4+ sMS;.

()]

To describe data streams with drift and temporal-
dependence, the data stream is considered to consist of d + 1
time series processes, and each variable’s values between two
consecutive drift points (Definition 9) are considered to be a
realization of special case of MT;.

Definition 11 (Drift Point). Drift point is defined as the time
point when a new concept starts. Namely the t ;) in Definition
8.

Definition 12 (Data Stream with Drift and Temporal-depen-
dence). The data stream with drift and temporal-dependence
is defined as m + 1 mixed time series.

DSIX) = {MT,},....,MT;",MTﬂs,w,v,s} ®)

For example, a data stream contains two different patterns in
which y; = (1 X; before time point ¢4 and y; = [ X, after
tq, where X, is a time series. Given Tf’l = Tf’z = X,
TV = BT, TY? = BT four time series, wi™', w?"!
equals 1 when ¢ < t4 while O when t > t4, and wf’Q, w?
equals 0 when ¢ < t4 while 1 when ¢t > t;. Given MT{ =
Wit 4 GPATE? and MTY = W' TP + WP T2, this
data stream is {MTF, MT/}.

Remark 4. Clearly, in the above example, X, and y; them-
selves are time series but here we use a linear combination
of time series—i.e.,(1 — s)MV; + sMS;—to represent them
because if they are considered as a single time series, their
statistical properties are completely unknown. The definition of
a mixed time series helps to abstract the regular components
in X; and y; as MS; and leave the chaos components as
MV,

So far, we have given the definition of a data stream with
temporal dependency and concept drift. The drift is presented
in a data stream DSt(X’y) if wg # wyqq for some ¢, and
the temporal dependency is presented by the time series T;.
In this paper, we provide a solution to find the unbiased
estimation for M S;. However, the estimation on M V; will not
be discussed, because the characteristics of M V; are unknown
in our assumption. Therefore, for an arbitrary data stream
DSt(X’y)(s, -), a bigger s means a better estimation by our
method. This claim will also be validated in the experiments
on synthetic data (Section V-B3). In the following discussion,
the problem will be sim%)liﬁed to a special case of s = 1,
namely MTt(X’y) = MStX’y).

For a data stream with drift and temporal dependency,
each time series process M St(l) is assumed to be a pth-order
autoregressive process denoted by AR(p).

B. Problem description

According to Definition 8, a concept will exist for at least
a time period of 7 once it appears, and the occurrence of
concept drift at ¢; means the end of one concept. During the
time period of one specific concept, the learning aim is to
obtain a predictor h; for p; (X, y).

Definition 13 (Learning Objective at t-step). To predict the
value of the label variable for a data stream at time step t, the
learning aim is to obtain a predictor hy for p, (X ,y), which
can be denoted as

hy = ar}gr?{in C(h, X,y (X,y) € pe (X,y)), )
he

where H is the hypothesis set, { : R x R! — R is the loss
function used to measure the magnitude of error.

In the regression task, the loss function is normally the
squared loss, i.e., £ (h, X,y) = |h (X) — y||§

Definition 14 (Learning Objective for a Data Stream (X, y:)).
The aim of the whole learning process for a data stream
(X, ye) is to find hy for each concept.

arg min
Ri,hos ey,

S (hay X, ye] (Xa,pe) € pe (X, 0)). (10)
t

Referring to Definition 14, the learning process of the data
stream DSt(X’y) will be as in Definition 15. The lag operator
L (Remark 2) is used for a concise format.

Definition 15 (Learning Objective for Data Streams with Drift
and Temporal-dependence DSt(X’y)).

. ergmin > l(he, Xy, L] (X, y) ~ pe (X, y))-
sk by S

a1

Remark 5. Compared to the previous learning task for data
streams, the new loss function in (11) contains L, which
denotes the temporal dependency.

Brief summary of Section IV-A and IV-B. Although it is
common sense that the data stream consists of time series, the
characteristics of these time series are unknown. The idea of
decomposed time series (Definition 9) is to separate the certain
temporal dependency from other uncertain characteristics so
that we can further study data streams from the time series
aspect. If the data stream does not have the problem of concept
drift, Definition 9 is enough for further study. The occurrence
of concept drift in a data stream breaches the first condition
in Definition 3, which makes Definition 9 useless. Therefore,
mixed time series (Definition 10) is proposed. The definition
of mixed time series converts the problem of concept drift
into the problem of changing weights so that the occurrence
of concept drift does not breach the conditions in Definition
3 and the lag operator £ could be added in Definition 15. Al-
though Definitions 1-14 are not directly presented in the final
algorithm, they are the theoretical foundations to guarantee the
feasibility of the designed algorithm as well as the possible
foundations for future studies on non-i.i.d problems.

C. Analysis of testing error when real drift exists

In this section, we discuss how to find a better solution to
each h; in (11) step by step. We start from the linear case



(Section IV-C1) and then expand the conclusion of the linear
case into a general case (Section IV-C2).

In this section, virtual drift is not considered because when
the learning objective is to obtain less error and a squared loss
is considered in the regression task, the concept drift problem
focuses on real drift. To prove this, we introduce Theorem 1.

Theorem 1. The estimation with smallest squared loss is the
expectation of y conditional on X: § = h(X) = E(y|X)
where h = argmin £ (h, X,y).

hEH reg

Proof. The proof is given in Appendix A. O

Assuming the hypothesis set contains the optimal predictor
E(y|X), if p(X) (virtual drift) changes but p(y|X) (real
drift) stays the same, the current predictor can be the same
as the previous predictor because E(y|X) has not changed.
Therefore, virtual drift is omitted in the following discussion.
Next, we discuss how to effectively build and update the
predictor when real drift (E(y|X) changes) occurs.

1) The linear case: We first consider the simplest case
where there is only one attribute variable in the feature space,
denoted by X, and y; is the label variable; y; and X,
are linearly correlated, and X, is a first-order autoregressive
process. The sudden drift occurs at time point 4.

In this linear case, X; = o + 1 Xt—1 + €, |51] < 1, and
Y = 0y + 61 X; + € (concept 1) before time point ¢4, y; =
0y + 01 X + e (concept 2) after t4 where 0, # 0y and 0] #
61. Clearly, {X;,y:} is a data stream with drift and temporal
dependency in which a real drift occurring at ¢4, and X; is a
first-order autoregressive process. According to Definition 12,
this data stream can be written as DS\~ = {MTX MT}},
where MTY is:

MT? =S} 1)
SP Xy =Bo+ 1 X1+ €
and MT/ is:
MTY = wi SP' + wisSP? + wisy?®
SP iy = 00+ 0180 — 00B1 + Prye—1 + €

0.0
S sy = 0 + 0460 — 04 — 2y e
(13)
SPS gy =00+ 0180 — 0B + Brye—1 + &
(1,0,0) t<tq
w?® = 0(0,1,0) t=t,
(0,0,1) > tg

For concise notation, we use X, y to present the data stream.
The component in X,y at different ¢ is the same as in (12)
and (13).

There are two ways to estimate y;: a) The traditional
approach is to find the optimal predictor in the hypothesis
set H : X — Y; b) the optimal hypothesis can also be found
in the hypothesis set H : (£,)) — ) to estimate y;. Next,
we will discuss the difference between these two approaches
when drift occurs.

The estimations of @ or 3 and y; computed by a) and b)
before t, are unbiased, consistent, and efficient estimations if

the ordinary least squares (OLS) method is used. Similarly,
the observations after viewing enough instances of the new
pattern comprise the new training set, and the estimations of
6’ or 3 and y; by a) or b) are also unbiased, consistent, and
efficient.

The difference between a) and b) is represented when the
training set mixes data from the old pattern (old concept)
and the new pattern (new concept). Assume that the training
set contains n observations of (X;,y;), where ny = n — ng
of them are from the old concept, and ny of them are from
the new concept. A predictor is trained with this training set
to estimate future y, which follows the new pattern.

Theorem 2. Given a data stream DS\ = {MTX MT}}
where MT/X and MT} are as presented in (12) and (13)
separately, the testing error linearly decreases to 0 as na/n
increases (the training data contains more instances of new
concept) if using H : X — Y as the hypothesis set.

Proof. The proof is given in Appendix B. O

Theorem 3. Given a data stream DSt(X’y) = MSfX’y), the
testing error exponentially decreases to 0 as na/n increases
if using H : (L£,Y) — Y as the hypothesis set.

Proof. The proof is given in Appendix D. O

As the new instances arrive and are included in the training
set, the no/n finally increases to 1. Clearly, the error de-
creases faster under the condition of Theorem 3 (exponentially
decreases to 0) than that under the condition of Theorem 2
(linearly decreases to 0).

The conclusion of the unary case above is also suitable in
the multiple linear case. If no collinearity exists in the multiple
case, 0; for X (ith dimension of X) is similarly computed
to (23) but Xy needs to subtract Xy of other dimensions.
The y; process still converges to a constant by constraint
(2). Therefore, after drift occurs, as the training set contains
more instances of the new pattern, the testing error of the
predictor trained with the training set on the reconstructed
space (L£,)) decreases faster than that of the predictor trained
on the original space (X,)).

2) A general case: The conclusion of the linear case can
be applied in a general case by introducing locally weighted
regression that the predictor trained on the reconstructed space
is better than the predictor trained on the original space even
when X and y have a non-linear correlation. The locally
weighted regression is an existing method, which is not the
contribution in this paper. However, it helps us to widen the
conclusion in the linear case to a general case.

The learning objective of locally weighted regression at each
target point X, is represented as follows:

N
argmin » | Kp(Xu, X4)(ye — 07 X.)?, (14)
0(Xuy) t=1

where

5)

Xy — X,
Kip(Xy,X:) =D (M> .

bk(Xu)



K (X, X;) is the weight determined by the distance from
X, to the k-nearest neighborhoods of X, bi(X,), and in
this paper, D is defined as:

Dl — {1 d < bp(Xo) o

0 d<bp(Xo)
To build a predictor based on the current training set (X4, y;)
to estimate y,, we first find the k-nearest neighborhoods of
(X4, yu), and learn a linear predictor on these neighborhoods.
Y, 1is estimated by this local predictor. This converts the
general case to a sum of linear cases which is discussed in
Section IV-C1.

Remark 6. For a data stream with concept drift and tempo-
ral dependency DSt(X’y), this subsection gives a theoretical
conclusion that when the training set mixes data from two
patterns, the error of a predictor built on the reconstructed
space (L,Y) decreases faster than that of a predictor built on
the original space (X,)) as the training set contains more
instances from the new pattern.

D. Drift adaptation procedure in DAR

Section IV-C concludes that the predictor built on the
reconstructed space is better than the predictor built on the
original space for a data stream with concept drift and temporal
dependency. Once the space is reconstructed, the next problem
is how to build and update the predictor on the reconstructed
space to adapt to the newest pattern. This section discusses this
drift adaptation procedure used in DAR. The drift adaptation
is based on a proposed statistic LDD™. In this section, we first
introduce LDD™ and then the adaptation procedure.

1) The local drift degree (LDD+): When the training set
mixes with instances of different patterns, we consider the
pattern of the upcoming future instances to be the new concept.
According to Theorem 3, the more new concept instances are
included, the more accurate it is to use a predictor built on this
training set to estimate future instances. Therefore, updating
the training set to include more new concept instances is also
an important process for data streams with concept drift. If
none of the instances in the training set follows the new
pattern, it is impossible for any method to train an effective
predictor to estimate future values. In this paper, we propose
to update the training set based on the local drift degree
(LDD™).

The original edition of LDD, proposed by Liu et al., is
a statistic to quantify regional discrepancies between two
different sample sets, and this discrepancy is compared to two
thresholds to determine the drift area [38]. In this paper, LDD
is improved from three aspects: 1) we redesign this statistic so
that the limitation of sample size can be removed; 2) LDD is
applicable to classification tasks while LDD™ is to regression
tasks; 3) we do not need thresholds to implement adaptation.

Given A; and Ay two m + 1-dimension populations from
space R™*1, two samples of A; and Ay, 6; and J,, consist
of instances from A; and A respectively. As it is impossible
to acquire all instances in A; and A,, §; and o are used
to infer by statistical theories whether A; and A, have the
same distribution. If A; and Ay have the same distribution,

the number of instances belonging to d; and d2 in any arbitrary
subspace w C R™*! are theoretically the same, which
leads to an insignificant discrepancy between the number of
instances belonging to §; and do. If Ay and A, have different
distributions, uneven density exists in at least one subspace.
Based on the above idea, the original version of LDD is
defined in (17) [38]:

do — |6W2|/n52 1

= (17)
[6c0y /7054

where |0, | and |0, | represent the number of instances in
w belonging to d; and d2, and ns, and ns, are the sample
size of d; and Jo respectively.

When §; is the current training set, and d is the newly
arrived data instances, LDD can be used to measure the
distribution difference of the training set and the newly arrived
batch. If LDD is larger than a statistical threshold, the newly
arrived instances are considered to have a different distribution
from the training set, which denotes a drift. The original LDD
assumes that |0, |/ns, is a constant. However, this is not
always true. To overcome this drawback, we propose LDD*

as follows:
e

7L51

e |62z, |

18)

7L52

where [0, |, |0w,|, s, and ns, have the same meaning as
in (17).

Theorem 4. Given &, and 5 have the same distribution, dt ~
N(0,83 /ns, + S3,/ns,), where S3 are S3, are the sample
variances, and ns, and ns, are the sample size.

Proof. The proof is given in Appendix E. O

Remark 7. It is true that the value of (18) equals the value
of (17) times a scalar, if we neglect assumptions required by
(17). However, they are completely different if we consider
their distributions. In (17), the denominator is assumed to be
a constant. Only if this denominator (|, |/ns,) is a constant,
the statistic d could be normal by the central limit theorem.
However, this assumption is not true in real applications. As
a result, LDD is sensitive to different ns,. (18) considers
|0, |/ns, as a random variable, allowing the variation of
ns, and thus is more robust. In principle, (17) is a statistic
for one-sample test, but (18) is for two-sample test.

We conduct three groups of experiments to validate the
impact of sample size on LDD and LDD™ when they are
applied to test distribution changes. The comparison results
are shown in Table II. S is a 200-length-sample of data from
N(0,1). Sy is a 2000-length-sample and S is a 200-length-
sample. In the experiments of no-drift, S; and Ss are from
N(0,1). In the experiments of mean drift, S; and Sy are from
N(1,1). In the experiments of variance drift, S; and Sy are
from N(0, 2).

In the no-drift case, LDD and LDD™ achieves consistent
results of not rejecting the null hypothesis of Hy : Sy = S1
and Hy : Sy = Ss. In the drift cases, LDDT shows consistent
testing results of rejecting the null hypothesis. However, LDD
obtains inconsistent testing results given different sample sizes.
This validates our claim that LDD™ is more robust to the
sample size.



TABLE II
COMPARISON EXPERIMENTS BETWEEN LDD AND LDD*: AVERAGE
P-VALUE OVER 100-TRIALS

Avg.p-value LDD LDD*

&P So =51 So=85 So =51 So=25
no-drift 0.2138 0.1343 0.1388 0.1185
mean drift 0.0893+ 0.1483 0.000% 0.000%
variance drift 0.4323 0.0002% 0.0012% 0.0229*

Algorithm 1: Computation of LDD™

Input : DS: the current training set
DSy: the newly arrived batch of data
k: the number of nearest neighbors
Output: 1dd+
1 for t =1 to |DSy| do
2 B =[DS,DSy);
3 (knni, ..., knngy1) = knnsearch(DSw, B, k + 1); %find

k + 1 nearest neighbors of DSy, |- | computes the cardinality
4 ng = |nie(1,k+1) € DS|; %the number of neighbors in DS
5 n1 = |[nie(1,k+1) ¢ DS|; %the number of neighbors in DS,
6 1dd* (t) = no/|DS| — n1/|DSw|

7 end
s return ldd+

The original version of LDD is applied to a classification
task where |d,,| is computed based on the L2 norm of feature
vectors given the same label that is d(k) = || X, — Xol[3
when yi, = yo and d(k) = oo when yi # yo. In the regression
task, |8,,| is computed based on the distance of ||Z — Zo||3
where Z = (X,y) in this paper’. The computation process
of LDD™ is given in Algorithm 1. The returned LDD™ values
represent the relevance of instances in DS to the distribution
of DS,. A larger LDD™ denotes that this instance is less
similar/important to the new concept.

Clearly, LDD™ could be used to detect whether drift occurs
if we compare LDD™ with a pre-assigned threshold. However,
in this paper, we use LDD™ to select the most important
instances in the updated training set, and update the predictor
on this training set. In this way, we do not need to involve the
threshold parameter and guarantee the adaptation is informed
at the same time.

2) The general procedure and pseudocode of DAR: Ac-
cording to the conclusion in Section IV-C, training a predictor
on the reconstructed space is more effective than training it on
the original space. One key problem is how to reconstruct the
feature space, namely how to identify the p in (4). A larger p
means more lag orders are involved in the predictor. If a large
p is applied, the predictor will be complex and may induce the
sparsity problem. However, valuable information is ignored if
p is too small. The principle of p identification is to include
orders that strongly affect the current state under the condition
that the predictor will not be too complex.

p could be a pre-assigned parameter if there is prior in-
formation. In this paper, we do not assume there is available
prior information. We use the Akaike information criterion
(AIC) [39] to identify the lag order p. For each data stream,
the identification of p is conducted on the historical data at

2Z can also be in other forms of combinations of X and y such as a kernel
function, which may improve the prediction accuracy.

Algorithm 2: The drift-adapted regression framework
(DAR framework)
Input

: DSp: the historical data, the initial training set
DS,: the newly arrived batch of data
k: the number of nearest neighbors
0: required parameters in LW R
w: w = |DSw]|
Output: y;,t =T + 1,...T + w %the estimated value
1 Process 1 begin

2 fori=1:d+1do

3 for j=1:3 % the max lag order is 3 do

4 | compute AIC(j, DSo)

5 end

6 p(i) = arg minAIC(j, DSo) % determine the best lag order
J

7 end

8 end

9 % now the input contains the lag orders
10 Process 3 begin

1 X=[y=]

12 for:=T:T+ w do

13 learnset = DSy

14 if isempty(ldd™) # True then

15 DeleteIndex = 1dd* (Idd+ (1 : w) > w)
16 learnset(DeleteIndez) = ||

17 end

18 Process 2 begin

19 9; = LW R(learnset, X;, 0, k)

20 X = [X; Xil = [y vi]

21 end

22 end

23 driftinsts = [ X, y]

24 driftbase = DSy

25 lddt = LDD™ (driftinsts, driftbase) %Here, LDD7 is for the
function of this statistic, and 1dd* is for its computed value.

26 DSy = [DSy(w : end); (X, y)]

27 end

28 return g, t =T+ 1,.. T +w

the beginning. After this, the determined p will be used for
this data stream without change.

The AIC of a p-th autoregressive predictor trained on a N-
size data sample is computed as:

AIC(p) = 2k — 2In({(p)), (19)

where k is the number of free parameters to be estimated (for
example, here it is p+1), and ¢ is the likelihood function to
estimate the parameter vector ¢ = (¢, ¢1, ..., ¢p) in (4).

(20)
t=p+1
For an autoregressive process as in (4) where p is unknown
but assumed to be less than a pre-assigned value P, using AIC
to determine p is to find p € (1, P) with minimum AIC from
a collection of predictor AR(1),...,AR(P).
p = arg minAIC(p)

p€E(1,P)

@1

The time series identification of each feature is conducted on
the historical data. Once the value of p is determined, it will
not change. The maximum p is 3 in this paper. We reconstruct
the original space to (X', ), £) using this process.
Combining the process of reconstructing space and LDD*-
based adaptation, we have the DAR framework as is shown
in Figure 1. The pseudo code of the DAR framework is given
in Algorithm 2. Before a new batch of instances arrives, the



historical data {DSﬁX’y)|t = 1,...,T} is the initial training
set. During Process 1, the lag orders, X;_,,, y;—,, are added to
the system as new attributes. Process 2 conducts the locally
weighted regression algorithm as given in Algorithm 3 in
Appendix F. The rules for adaptation are as follows: 1. The
newly arrived batch of w instances represents the newest
pattern, so they will be added to the input set during updating
and the oldest w instances in the input set will be deleted; 2.
The relevance of old instances to the new pattern is measured
by 1dd*. 3. If the remaining (7' —w) old instances in the input
set have larger 1dd™ than the wth largest 1dd™, they will also
be deleted from the training set. This process is realized in
Process 3 in the DAR algorithm.

Lmodule: temporally reconstruct space

v |

LDD* module: drift adaptation

|
DSy DS,
argmin AIC (p)
» > > DSZ DS | ' prediction
. L(X,y) '
*) A DSt4w
data stream: DS 4 new features

Fig. 1. The flowchart of the DAR framework. DAR have two modules: the
L module aims to handle the temporal dependency, and the LDD* module
handles concept drift. The data stream is mapped into a reconstructed space.
After that, we conduct LDD%-based adaptation on this space, and obtain
real-time prediction results.

V. EXPERIMENT EVALUATION

In this section, the effectiveness of the proposed DAR will
be proved on both synthetic data and real data. In Section V-A,
we explained the experimental design. The experiments for
synthetic data are detailed in Section V-B, and the experiments
for real data are detailed in Section V-C. Corresponding
statistical tests are detailed in Section V-D.

A. Experiment design

We validate the effectiveness of DAR in terms of three
aspects: 1) DAR on 1-dimensional linear case. This corre-
sponds to the theoretical conclusion in Section IV-C1. As
the 1-dimensional case is available for graphic presentation,
the error will be given for every tested instance to show
that the error decreases faster on the reconstructed space
and therefore improves the adaptation performance; 2) DAR
on multi-dimensional non-linear cases. This corresponds to
the theoretical conclusion in Section IV-C2. It also validates
our assumption that DAR performs better if the data stream
DSt(X’y) (Definition 12) has larger s; 3) DAR is compared to
other drift adaptation methods. DAR uses different parameters
for synthetic data and real-world data, which will be specified
in each subsection. The organization of the experiments is
detailed in Table III. Two criteria are used for evaluation,
mean absolute error (MAE) and mean absolute percentage
error (MAPE).

B. Experiments on synthetic data

In this paper, we test our method on synthetic data contain-
ing sudden drift and incremental drift. There are two kinds

of synthetic data: 1-dimensional linear data (contain sudden
and incremental drift), and multi-dimensional non-linear data
(only contains sudden drift).

1) Generation of the synthetic data:

o Simple linear data (the feature variable is 1-
dimensional)

Three data were generated by several parameter-changing
linear models, in a similar way to the generation procedure of
synthetic data in [27], [40]: Non-Drift is a data stream with no
drift; Sudd-Drift contains a real sudden drift; Incr-Drift means
that real incremental drift occurs over a period. The generated
data are presented in Figure 2. The data were generated as
follows:

16

° Non-Drift .
2 Xt _oq| Sudd-Drift 20

-5 0 5 -5 0 5 -5 0 5

Fig. 2. Generated 1-dimensional linear data. The data with real sudden drift
and real incremental drift are generated.

Non-Drift. Two random samples z; and xo were drawn from
a normal distribution ./\/'(,u,crz) where 1 = 10,02 = 100 as
the first two values for the input. The rest of the input was
generated by z; = S124-1 + Baxi_o + 1 where {n;} is a
random error series. We create 2002 values of x (including
r1 and xp) with 81 = 0.5,8, = —0.2 and delete x; and
zo from the data. These 2000 samples are denoted by X; =
{z3,x4,...,T2002}. The output series was generated by Y; =
0o + 01 X; + €, where {e;} is a random error series, and 0y =
10,60, = 1. The data is evidently time-dependent.

Sudd-Drift The first 998 data samples were generated in
the same way as is in the Non-Drift samples. The subsequent
1002 samples were generated in the same way as the Non-
Drift samples but with the parameters 6y = —10,0; = —1.
Real sudden drift occurred at the 999th sample.

Incr-Drift The first 998 data samples were generated in
the same way as is in the Non-Drift samples. The input of
the subsequent 1002 samples were the same as the Non-
Drift samples. The output of the 999th to 1498th samples
was generated by {6y + fo ()} + {61 + f1 (t)} X +€; where
fi (t) = (0 — 6;) x =299 The output of the last 500 samples
were generated by Y; = 6, + 01 X, + ¢;. The parameters were
6o = 10,6, = —10,6; = 1 and 6} = —1. An incremental
drift occurred from the 999th to 1498th samples, and the new
pattern proceeded after the 1499th sample.

It should be noted that, although Non-Drift, Sudd-Drift,
and Incr-Drift have a similar generating process, they have
different samples. This is because x; and zo are randomly
drawn for each data, and 7; and ¢; have different values for
each data.

o Multi-dimensional non-linear data (only considering
sudden drift)



TABLE III
EXPERIMENT DESIGN

Section Data  Experimental aim

Main Results

Section V-B3 dl
simple

Validate that the error decreases faster on a restructured space on

Table V, Figure 3

linear cases (corresponding to Section IV-C1)

Section V-B3 d2

to Section IV-C2)
Section V-C d3
Section V-D d3

Validate DAR on multi-dimensional non-linear cases (corresponding

Compare DAR with the-state-of-the-art drift adaptation methods
Statistical test for comparison between methods

Table VI, Table VII, Figure 4

Table VIIT
Table IX

dl contains three data generated in Section V-B1: 1-dimensional linear data
d2 contains six data generated in Section V-B1: multi-dimensional non-linear data

d3 real-world data

We generate the multi-dimensional non-linear data by referring
to the Python package [41] and paper [42]. The original data is
not used to validate the concept drift problem. In this paper,
we use similar mapping functions to the mapping functions
used in [41]. Drift is added by using a negative label variable
after the drift point, and the time dependency is added by
using autoregressive feature variables instead of the temporally
independent feature variables in the original version. Six data
streams are generated, and the details of the generation process
are explained as follows:

Step 1: Generate five feature variables Xy ¢, Xo¢,..., X5,
and each of the feature variables is generated in the same way
as X; in Non-Drift. Namely, we have five AR(2) time series.

Step 2: Normalize each feature variable generated in Step
1. This is because the mapping function in [41] requires the
feature variables on the interval [0, 1].

Step 3: Generate the label variable using the mapping
function in (22). Six groups of parameters are used to generate
six data. They are listed in Table IV.

ye = 01 sin(mX1,:X2,¢) + 02(Xs,t — 0.5)> +03X4,¢ + 02 X5,¢ + Ose; (22)

Step 4: Drift is added by letting y;~1000 = —¥+>1000- Clearly,
a sudden drift occurs at ¢ = 1001 for all these six data.

TABLE IV
PARAMETERS FOR GENERATING DATA IN (22)

Para0 10 20 10 5 1
Paral 10 10 15 10
Para2 5 10 15 15
Para3 1 2 15 15
Para-1 10 20 2 1

Para-2 10 20 0 0 20/35

Remark. This mapping function presents a non-linear re-
lationship of polynomial and sine transforms where #; and
05 control their weights separately. In addition, it contains
linear relationships where 63 and 64 control their weights
separately. Para0 is the parameters used in [41]. Compared
to Para0, Paral, Para2 and Para3 have more weights on the
linear relationship while Paral and Para2 have less weights
on the linear relationship. Para2 does not have the term of a
regular temporally dependency as 3 and 6, are 0. We design
these parameters to validate the claim that our method will
perform better with a larger s in DSt(X’y) in Definition 12.
The value of 65 is not 1 except for Para0. This is because the

max absolute values of y in other data are not the same as
those in Para0, which is 35. Therefore, 05 changes to alleviate
the difference caused by the disturbance when the estimation
results on these six data are compared.

2) Preassigned parameters: In the experiments of synthetic
data, the first 500 instances were set as the historical data for
the first training, namely N = 500. The max lag order P is
3, the length of the windows (w) is 100, and the number of
neighbors (K) is 50. The parameters of SVR and tree models
are the default in MATLAB (listed in Appendix G).

3) Results of the synthetic data:

o Simple linear cases (X; is 1-dimensional)

We conduct the ablation study to validate the effectiveness
of each module in DAR. The results are shown in Table V.
The models tested are

- DAR w/o LDDV&L is DAR without £ and LDD™
modules i.e., a plain locally weighted regression model;

- DAR w/o LDD* is DAR without LDD" module.
Namely, DAR w/o LDD* can only handle temporal
dependency;

- DAR w/o L is DAR without £ module. DAR w/o £ only
handle concept drift;

- DAR-linear is our framework with a linear base learner.

- DAR-SVR is with a SVR base learner;

- DAR-tree is with a tree base learner.

The accuracy results in Table V indicate that: 1) LDD*-
based adaptation can solve the drift problem in data streams;
2) Reconstructed space helps to improve the drift adaptation
process. The accuracy of DAR w/o LDD* &L is as the same
bad as DAR w/o LDD™ but the MAE of DAR-linear is 1.7392
for SuddDrift and 1.4387 for IncrDrift which is much less than
the MAE of DAR w/o L. This verifies the discussion in Section
IV-C that reconstructed space improves drift adaptation for
time-dependent data when the training set mixes samples from
different patterns. The final results are not much different from
the linear case, indicating DAR’s robustness to base learners.

Next, we verify that reconstructed space improves drift
adaptation because the error decreases faster. Figure 3 shows
the complete estimation process of DAR w/o £ and DAR-
linear. In general, DAR-linear chases the various trends faster
than DAR w/o L. Subplot A is drawn before drift occurs,
where the estimation of both methods is accurate. In contrast,
when drift starts to appear in subplot B, DAR-linear gradually
chases the new trend while DAR w/o £ remains in the old



TABLE V
MAE RESULTS OF ABLATION STUDY ON DIFFERENT MODULES OF DAR (SIMPLE LINEAR CASES).

Data Streams DAR w/o LDDV &L DAR w/o LDDT DAR w/o L DAR-linear DAR-SVR DAR-tree
NonDrift 0.8017 0.8029 0.8055 0.8079 0.8231 1.0638
SuddDrift 13.0991 13.2057 4.7669 1.7392 1.9061 1.8015
IncrDrift 9.542 9.315 4.5388 1.4387 1.2346 1.8967

Before drift: © true data
O the estimation of DAR w/o L
O the estimation of DAR-linear

° B
. o ogtt
v I
:.".' ’ DAR starts to
“ :._‘, . \chase the drift
h 2,

501st-1000th Instances  501st-1100th Instances

error - Ill -it
\ thi

1001st

950th instance

After drift: « true data
« the estimation of DAR w/o L
o the estimation of DAR-linear

.. . ’DAR wio o oas’s ‘gﬁ .
% . .responds more sIowa 400, =
’ !'im-.w(

501st-1500th Instances

501st- 2000thlnstances

1100th 1150th

Fig. 3. Error decreasing process. The circles represent the scatter plots of inputs and outputs before drift occurs, while the dots show the results after drift
has occurred. Colors denote the different estimation results: blue is for real values, red is for DAR w/o £, and black is for DAR-linear. The testing errors of
950th-1150th instances are given in subplot E, where the gray shadow represents DAR w/o LDD1 &L, the red dotted line represents DAR w/o £ and the

black line represents DAR-linear.

pattern, as all the black dots are still near to the circles
denoting the old pattern. In subplot C, DAR-linear has already
adapted to the new concept after the 1101st point, but DAR
w/o L has only just started to adapt to the new concept.
Subplot D shows that DAR w/o L finally chases the new
concept after the 1501st instance which has 400 points delay
than DAR-linear.

The testing error of each instance from 950th to 1150th
is given in subplot E. As the 950th-1000th instances are
estimated by the predictor trained by instances before the
950th instance, there is no instance from the new pattern in
the training set, and the testing error for the 999th and 1000th
instance is very high. After the arrival of the 1000th instance,
the training set is updated and contains two instances from
the new pattern, namely the 999th and 1000th instance. The
training set is now a mixture of instances from the old and
new patterns. If DAR w/o L is applied, the effectiveness of the
adaptation is subtle and the testing error of the 1001st-1100th
instances is still as high as in the non-adaptation predictor.
However, when DAR-linear is applied, the testing error clearly
decreases. After the 1100th instance has been obtained, the
training set is updated again. The testing error of DAR-linear
is now as low as it was before the drift occurred, which means
that DAR-linear has already adapted to the new pattern. In
contrast, DAR w/o £ has only just started to adapt.

So far, we have validated DAR on a simple linear regression
for data stream with drift and temporal dependence. We have
shown the estimated value of the label variable at each time

point before and after drift occurs because the simple linear
regression is suitable for the graphic presentation. In the next
section, a general case of multi-dimensional non-linear data is
presented, where the average accuracy is used for validation.

o Multi-dimensional non-linear cases

In this section, DAR is validated in six multi-dimensional non-
linear cases. The results of the ablation study are listed in
Table VI (MAE) and Table VII (MAPE). According to Table
VI and Table VII, the performance of each module in DAR
shows consistent effectiveness to that in a simple linear case.
These results strengthen the conclusion in a simple linear case
that DAR can handle data streams with drift and temporal
dependency. In addition, we found that replacing the linear
predictor with other non-linear predictors such as SVR and
tree in DAR may have better prediction results for the data
with large weights on the non-linear terms. For example, in
Table VI, the MAE of DAR-tree is much smaller than the
MAE of DAR-linear on data Para2 which only contains non-
linear terms.

We also found that compared to adaptation on the original
feature space, the improvement of DAR increases if the data is
generated with larger weights of the linear term. This validates
our claim that ‘for an arbitrary data stream DSt(X’y)(s, )
(Definition 12), a bigger s means a better estimation by
DAR’. To clearly present this, we compute the improvement
percentage of DAR-linear compared to DAR w/o L, and
present the results in Figure 4. The x-axis starts from Para2
and ends with Para3 which is arranged in an increased order



TABLE VI
MAE RESULTS OF ABLATION STUDY ON DIFFERENT MODULES OF DAR (MULTI-DIMENSIONAL NON-LINEAR CASES).

Data Streams DAR w/o LDDV &L DAR w/o LDD' DAR w/o L DAR-linear DAR-SVR DAR-tree
Para0 20.1489 18.4213 8.2653 5.3583 4.7753 3.5539
Paral 24.2418 24.606 9.0504 5.66 5.2406 4.7441
Para2 25.1195 24.6822 8.7878 4.3891 4.6255 4.3482
Para3 20.8337 19.5359 6.8099 2.8586 3.9276 2.8313
Para-1 11.9175 11.8405 5.5357 44129 3.9263 2.5419
Para-2 10.2588 10.5276 4.8849 4.1026 3.6865 22622

TABLE VII

MAPE RESULTS OF ABLATION STUDY ON DIFFERENT MODULES OF DAR (MULTI-DIMENSIONAL NON-LINEAR CASES).

MAPE  DAR w/o LDDT&L  DAR w/o LDD* DAR w/o £  DAR-linear DAR-SVR  DAR-tree
Para0 142.53% 129.45% 61.41% 42.68% 36.85% 25.98%
Paral 138.59% 140.90% 52.96% 35.55% 32.16% 29.03%
Para2 133.36% 130.66% 48.71% 25.41% 26.13% 25.30%
Para3 130.28% 119.73% 43.77% 24.73% 28.08% 19.01%
Para-1 175.37% 173.89% 88.64% 77.18% 62.29% 34.93%
Para-2 312.37% 323.73% 205.97% 215.42% 161.17% 42.14%

of s. Each dot in Figure 4 is computed by subtracting the
accuracy of DAR-linear from that of DAR w/o £ and then
divided by the accuracy of DAR w/o L. For example, the value
of the first blue dot is computed as (4.8849 —4.1026)/4.8849,
which is 16.01%.

It should be noted that both DAR w/o £ and DAR-linear
use linear predictors. Therefore, the difference between these
two methods is not caused by the increased linear relationship
between X and y. The improvement clearly exists because
there is a larger proportion of regular temporal dependency
in the data stream. During the process of generating these six
data, the temporal dependency on X disappears when this
term involves non-linear transforms. Therefore, using larger
weights on the linear terms in (22) corresponds to the case of
bigger s in Definition 12. These experimental results explain
why we define the mixed time series for data streams.

improved percentage of MAE/MAPE
70%

60%

=@ MAE MAPE

50%
40%
30%
20%
10%

0%
(larger s)

-10%

Para-2 Para-1 Para0 Paral Para2 Para3

Fig. 4. The improved percentage of MAE/MAPE of DAR-linear from DAR
w/o L. Both methods have the drift adaptation process. The difference is that
DAR-linear is implemented on the reconstructed space.

Discussion: According to the synthetic data experiments,
we conclude that: 1) feature space reconstruction will not
obtain a worse estimation when there is no drift in the
data; 2) the predictor trained on reconstructed feature space
ties with the predictor on the original space if the training
set only contains a single pattern; 3) when the data has
drift and temporal dependency, and the training set mixes
data examples from different patterns, space reconstruction

enables faster adaptation to the new pattern; 4) adaptation by
LDD™ is effective for data streams with concept drift; 5) the
effectiveness of reconstruction and adaptation by LDD™ is not
affected by the type of predictors; 6) DAR performs better for
the data streams with strong temporal dependency.

C. Experiments on real-world data streams

In this subsection, we test the DAR framework on seven
real-world data streams. Seven techniques to tackle regression
drift are introduced as baselines. One baseline is DAR w/o
LDD™" &L which is the non adaptation version of DAR-linear,
and the other six are: FIMT-DD [43], ORTO [44], AMR
and its ensemble version, metaAMR [15], Perceptron [45]
and FUZZ-CARE [27]. The previous five baselines are
implemented by MOA [46](https://moa.cms.waikato.ac.nz/)
and FUZZ-CARE is implemented by the code in
(https://github.com/songyiliao/FUZZ-CARE). The following
three subsections present the data description, preassigned
parameters, and experiment results of the data streams.

1) Data description: There are seven data streams, taken
from five data sources, listed below.

CCPP: The data contains 47, 840 data points collected from
a Combined Cycle Power Plant over six years (2006-2011),
when the power plant was set to work at full load. Features
consist of the hourly average ambient variables temperature
(T), ambient pressure (AP), relative humidity (RH) and ex-
haust vacuum (V) to predict the net hourly electrical energy
output (EP) of the plant. It is available from the UCI machine
learning repository (http://archive.ics.uci.edu/ml).

Sensor: The data contains 2,219,803 consecutive records of
temperature, humidity, light and sensor voltage collected from
54 sensors deployed in the Intel Berkeley Research Lab over
a two-month period. To make it a regression task, we selected
the records of four sensors—sensors 3, 8, 20, 46—located in
different parts of the Lab, and used temperature, humidity,
and light as features, and sensor voltage as the dependent
variable. The light during working hours is generally stronger



than during the night, and the temperature of specific sensors
may rise regularly during meetings. This is available in [47].

SMEAR: This is a 30-minute interval environment obser-
vation dataset collected from the SMEAR II station which
contains 140,576 instances of 43 variables from 0:15 on 15th
April 2005 to 23:45 on 14th April 2013. The regression
task based on this data is to predict solar radiation using 37
variables, as six variables are time labels which will not be
considered as prediction features in the model. The remaining
environmental features have been introduced in [48].There are
many missing values in this dataset. In this paper, we eliminate
the missing values in the same way as [48].

Solar is provided by NASA and contains 32,686 records of
meteorological data from the HI-SEAS weather station from
23:55:26 29 September 2016 to 00:00:02 1 December 2016
(Hawaii time) in the period between Mission IV and Mission
V. The data interval is roughly 5 minutes. The input features
are temperature (unit: degrees Fahrenheit), humidity (unit:
percent), barometric pressure (unit: Hg), wind direction (unit:
degree), wind speed (unit: miles per hour) and the label vari-
able is solar radiation (unit: watts per meter?). The dataset is
available at https://www.kaggle.com/dronio/SolarEnergy/data.

2) Preassigned parameters: There are four preassigned
parameters: length of training set, max lag order, length of
windows, and the number of neighbors. All the experiments
use a parameter combination as follows: the length of the
training set (IV) is 2000, the max lag order (P) is 3, the length
of the windows (w) is 200, and the number of neighbors (K)
is 50. The parameters of SVR and tree models are the default
in MATLAB (listed in Appendix G).

3) Results of real data streams: The MAE and correspond-
ing rank of the DAR framework and other methods are listed in
Table VIII, where a lower rank means better performance. The
accuracy rank of each method shows that DAR-based methods
perform better than the other methods. The variables are
very likely to exhibit the temporal dependency problem, and
the overwhelming good performance of DAR-based methods
demonstrates that our proposed DAR framework is an effective
adaptation framework for data streams with drift and temporal
dependency.

D. Friedman Test and Post-hoc Test after Conover on Data
Streams

In this section, we use the Friedman test and its Post-hoc test
after Conover [49] to validate whether our proposed method
is significantly better than the baselines. These two statistical
tests are conducted on the average MAE of different methods
among all the data streams. We conduct Friedman test and the
post-hoc test among methods based on their performance listed
in Table VIII. The test results are shown in Table IX(only the
results of the DAR-linear in the post-hoc test part). R;—Rpar
is the difference between the rank sums of other baselines
and DAR-linear, and the p-value tests the significance of this
difference.

The test results show that the prediction accuracy of the
various methods is different and DAR-linear is significantly
better than the other baselines.

VI. CONCLUSION AND FUTURE STUDIES

Learning in a non-stationary environment is a big challenge
for current machine learning methods. Existing related studies
mainly focus on data streams with concept drift problems,
breaking the assumption of identical distribution. However,
few studies have discussed the problem of temporal depen-
dency, which makes the independence assumption invalid.

To fill this gap, this paper conducted a theoretical study for
the regression of data streams with concept drift and temporal
dependency, and based on this study proposed a drift-adapted
regression (DAR) framework, to predict non-stationary data
streams. The DAR framework is able to deal with drift and the
temporal dependency problem simultaneously. The experiment
evaluation on synthetic data verifies the theoretical conclusion,
and the experiments on real data streams illustrate several
advantages of the proposed DAR framework.

Based on the findings in this paper, we suggest that future
studies in this field should include 1) multi-output regression
of data streams with concept drift and temporal dependency;
2) consideration of a more complex time series than an
autoregressive process.
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APPENDIX

A. Proof for Theorem 1

Proof. The data stream DSt(X’y) consists of the attribute
variable X and the label variable y. Consider basing the
estimated y (denoted by ) on any predictor in the hypothesis
set is h(X) other than the conditional expectation, the loss
would be

Ely—h(X)* = E[y - E(y|X) + Byl X) - h (X))?
=Ely - E(y|X)]” + E[E(ylz) - (X))’
+2E{ly - E(y[X)][E(y|X) — h(X)]}.

Letn = [y—E(y|X)][E(y| X)—h(X)]. As the terms E(y|X)

and h(X) are known constants under the condition of X,

E([E(y|X)—h(X)]|X) = E(y|X)—h(X). The expectation

of 1 conditional on X can be written into:

E(n|X) = [E(y|X) — h(X)] E(ly - E(y|X))]|X)
— [B(yX) — h(X)] x 0 =0,

According to the law of iterated expectations, E[n] =

E(E[n|X]) = 0. Substituting E[n] back into E [y — h(X)]

gives

Ely—h(X))* = Ely - E(y|X))* + E([E(ylx) — h(X)]).

On the right side of the above equation, the first term does not
depend on h(X'), and the second term cannot be made smaller

than 0. Therefore the predictor that makes F gy h(X)]? as
small as possible satisfies E([F(y|x) — h(X)]") = 0 namely
hMX) = E(y|X). 0

B. Proof for Theorem 2

Proof. According to OLS, the estimation of 8’ by the n-size
training set is as follows:

g — (1-7r)Xy1 +rXyo
b X2
by = (L— )7 + 17z
where Xy = =37, Xy, Xyo = ;= >7,5, Xyand r =

na/n (the inference of estimating 6’ is given in Appendix C).
Based on 6/, the estimation of an unknown y,, is:

Yu = 9% + 9A’1X

(23)
0, X

(24)

An unbiased estimation of @ is obtained by no observations
from the new pattern, that is:

(25)

Based on 5, the unbiased estimation of an unknown g,, is:

Un = 0 + 0, X,, and E(yy — yu) =0 (26)

Therefore, the testing error of v, is:

eu:?ju_@;
= (-0 - + SRy,
— (1) |- + T, - )

= (1=1) [(% — %) + (2 — 1) X,
27

Exy(e)) = (1=1)E [0 - 0) + (61 - 0)X.]  @8)

As the coefficient of 1 — r is considered to be constant,
lim, 1 E(e,) = 0, and E(e, ) linearly decreases to 0 as more
instances from the new pattern are included in the training set
(r goes to 1). O]

C. Estimation of model parameters for the mixed training set

The estimation of 6; by OLS is:

él . Z?:1 Xty . 2?211 Xy + 2:21 Xy
- n - n
t=1 Xz£2 Et:1 th
_ n1Xy1 + noXyo _ (1-7mXy1 +rXys
nX? X2
n ni n
N " + _ "
by = Zt;l Yt 0.X = Z 1Yt Et,nljpl Yt e
niyr +n2lYs 4 oo N
:u—%){:(l—ﬂyﬁrryz—&X

X needs not to split because the distribution of X is un-
changed.

D. Proof for Theorem 3

Proof. The relationship between Y;_; and Y; given t € (¢4, n]
can be rewritten by the following difference equation:

Ys = c+ Pys_1 + €, (29)

where €; is a white noise sequence (Definition 5). As y; is
covariance-stationary, |¢| < 1, and the stable solution to (29)

is:
t
1 -9 t—7
Yt =¢ 1—¢ + Eﬁ O e

Slmllarly’ Yt—1 = C 1 + Z-,— 0 ¢t = Tet 1—r t+ ¢°°y 00>
and Yy — yi—1 = Pley. GIVCH €y = Yt — Y1 = " epy, it
exponentially decreases to 0 as r increases. O

T+ Yoo (30)

E. Proof for Theorem 4

Proof. Define 5\ as (31), and define 65, Al” and A% in
the same way.

i 1
5§>_{0

df can be written as df =3, 5?) -2 5§j) =0, — 62. In
[38], it has been proved that E(6;) = A; and E(53) = As.
Therefore, when no drift occurs, F(df) = 0. As data points

ith point of ¢; is in w

otherwise @1



from d; and points from Jy are independent, var(dl) =
var(d1) + var(dz). To compute var(dy) and var(ds), we

introduce a random variable I,

1 AV ey
i= .. 32
{O otherwise (32)
var(dy) can be rewritten as:
var(d1) = var 1 Z LAWY
ne, p 1
! ()2 () AG)
=3 Z(A1 ) Ua?“([i)—FQZAl A cov(1;, I;)
Mo\ i#
33)

Considering select n units from N units, the probability that
each unit will be selected in n draws is C(N —1)(n—1)/C% =
n/N and the probability that two units will be selected in n
draws is n(n—1)/N (N —1). Under this condition, I; satisfies
the following equations:

E(I;) = % =1

nN—-n
var(Il;) = NN f(L—= 1), (34)
cov(l;, ;) = E(I;1;) — E(I;) E(1;) = _f](\fli:lf)'

Based on this, var(dy) is computed as:

1— : 2Zi .A(i)A(j)
f( f) Z(Ag))2_ :A] _111

SEICE DN ) INC) a2 (:a7)

n§1 - na, — 1 na, — 1
(s a)
_ 1-— f TLAI Z(A(z))z _ 2 1
ns;NA, na, — 1 1 na, — 1

1—f () 2
= A A
o, 1) 280~ B
_ By
n51 n51

(35)
So far, the expectation and variance of d; has been obtained.
As w is an arbitrary subset in R™*+1 each d; can be seen as
an element from a simple random sample. Therefore, var(d})

obeys a normal distribution based on the central limit theorem.
O

F. The locally weighted regression

Details of the locally weighted regression algorithm can be
found in Algorithm 3

G. Parameters in SVR and tree models

Parameters in SVR model: svm_type : 4 (nu-SVR), ker-
nel_type : radial basis function: exp(-gamma*|u — v|?),
degree in kernel function: 3, gamma in kernel function:

1/num_features, coefO in kernel function: O, parameter C of
nu-SVR: 1, parameter nu of nu-SVR: 0.5, cache memory size
in MB: 100, tolerance of termination criterion: 0.001, whether
to use the shrinking heuristics: 1, whether to train a SVC or
SVR model for probability estimates: 0.

Parameters in regression tree model: MinParentSize: 10,
QuadraticErrorTolerance: le-6, Weights: ones(size(X,1),1),
Holdout: 0, KFold: 10, MaxNumSplits: num_features, Min-
LeafSize: 1.

Algorithm 3: The locally weighted regression

: learnset: data used to train the model, it
contains learninput and learnoutput;
X: the value of features for the query point;
k: the number of neighbors;
model: it can be linear, SVR or Tree model;
0: the other parameters needed in model.
Output: 3,: the estimation of the label variable.

1 Distance = knn(X,, learnsetinput)

2 I = sort(Distance, ‘ascend’)

3 index = I(1: k) % find the index of X,’s k nearest

neighbors in learnset (X,y) = learnset(index)
4 J, = model(X,y,0)
5 return j,

Input
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