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Abstract: In this paper, on the basis of the three-dimensional Chen system, a smooth continuous
nonlinear flux-controlled memristor model is used as the positive feedback term of this system, a
hyper-chaotic circuit system is successfully constructed, and a simulated equivalent circuit is built
for simulation using Multisim software, which agrees with the numerical simulation results by
comparison. Meanwhile, a new impulsive control mode called the three-stage-impulse is put forward.
It is a cyclic system with three components: continuous inputs are exerted in the first and third
parts of the cycle while giving no input in the second part of the cycle, an impulse is exerted at the
end of each continuous subsystem, the controller is simple in structure and effective in stabilizing
most existing nonlinear systems. The Chen hyper-chaotic system will be controlled based on the
three-stage-impulse control method combined with the Lyapunov stability principle. At the end of this
paper, we have employed and simulated a numerical example; the experimental results show that
the controller is effective for controlling and stabilizing the newly designed hyper-chaotic system.
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1. Introduction

The mystery of the chaos phenomenon was unveiled in the late 19th century when
French mathematician Poincaré studied the three-body problem, and in 1963 when me-
teorologist Lorenz proposed the classical Lorenz system in his study of meteorological
changes [1], which kicked off the study of the chaos phenomenon and chaos theory. Chen
used linear feedback methods to control the Lorenz system and discovered the famous
Chen system [2] in 2000, which is similar to the Lorenz system but has a richer dynamical
behavior. Compared with chaotic systems, hyper-chaotic systems have more complex
attractor structures and richer dynamical behaviors. Many scholars construct hyper-chaotic
systems by adding feedback terms to continuous systems to increase the complexity of the
system [3–6]. In [3], a linear feedback term is introduced into a continuous system with
two two-wing attractors to construct a four-wing hyper-chaotic system, which is verified
by numerical simulations and circuit experiments. In [5], using the state feedback control
technique, two nonlinear functions are introduced as feedback terms into the modified
Sportt B system, and hyper-chaotic systems with lattice multi-wing hidden attractors are
successfully constructed.

The definition of the memristor was proposed by Chua [7] in 1971, and it was realized
by the Hewlett-Packard [8] research team in 2008. The memristor got its name from
the dependence of its resistance on the amount of electricity passing through it. The
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memristor has nonlinear characteristics, which can be applied to circuit designs to generate
chaotic signals with more complex dynamic behaviors. From the existing research, there
are three methods to construct memrisive chaotic systems: (i) The memrisive chaotic
circuit is directly composed of four basic circuit elements: resistor, capacitor, inductor,
and memristor; (ii) Based on the nonlinear characteristics of memristors, the nonlinear
components in chaotic circuits are replaced by memristors; (iii) Constructing a new chaotic
system using memristor as the feedback term of an existing chaotic system.

The first approach is taken in [9], which constructs a memristor-based chaotic circuit
based on three basic circuit elements (capacitor, inductor, and memristor) and applies the
complex, chaotic signals generated by the chaotic circuit to secure communications. In [10],
a series of nonlinear oscillators were obtained by replacing Chua’s diodes with a memristor,
which is the first report on the combination of a memristor and chaotic circuits. On the
basis of the existing three-dimensional chaotic system, the memristor is used to replace the
coupling resistor in [11], and a memrisive hyper-chaotic system with an infinite number
of hidden attractors is obtained. In recent years, with the research boom of memristors,
many classical chaotic systems have been successfully improved into memrisive chaotic
systems with research value by combining with memristors [12–15]. In [14], by introducing
the memristor as a feedback term in the Liu–Chen system, a four-wing memristor chaotic
system with extreme multi-stability is obtained, which further reveals the complex phe-
nomenon of memristor chaos with infinite equilibrium points. The method adopted in this
paper is the last one. On the basis of the classical Chen chaotic system, the memristor is
used as a positive feedback term to successfully construct a hyper-chaotic system based
on a memristor. For the Chen system, the use of a memristor as nonlinear feedback to
generate a hyper-chaotic phenomenon is much less difficult to implement due to the high
memory capacity of the memristor for the current flowing through it. At the same time, the
application of memristors to chaotic systems has become a new research hotspot, and a lot
of research results have been achieved in recent years [16–22].

Over the past few decades, the control of chaotic systems has received great attention
and has been applied to many fields, such as physics, fluid dynamics, nonlinear circuits,
neural networks, and biomedicine. Meanwhile, some useful and very efficient control
methods have been proposed, and these methods may include adaptive control [23–26],
sliding mode control [27,28], synchronization [29–34], impulsive control [35–38], etc. In
practice, some parameters of chaotic systems may be unknown. A four-dimensional hyper-
chaotic system is proposed in [23], and an adaptive control law is designed to stabilize the
four-dimensional hyper-chaotic system with unknown parameters by combining Lyapunov
stability and adaptive control theory. There are external disturbances and uncertainties
when various real-time control systems are controlled. A new robust controller is pro-
posed in [27], which takes into account external disturbances and uncertainties and can
stabilize a fourth-order chaotic system in finite time with only one control input. Ref. [29]
considers the effect of actuator saturation and proposes an optimization method to design
synchronous controllers with actuator saturation. However, Ref. [29] assumes that the
saturation function is symmetric with respect to the original definition, and, in practice,
asymmetry in saturation is very common. Ref. [30] proposes an asymmetric saturated
impulsive synchronization control scheme for the synchronization of nonlinear dynamic
systems. Meanwhile, the stability problem of neural networks has also gained attention
in recent years, triggering a series of studies. Ref. [33] investigates the synchronization
problem of coupled neural networks with mixed delays, switching topologies, and ran-
dom perturbations; the difficulties caused by unbounded distribution delays and random
perturbations are solved. The study of the stability of discrete systems is challenging;
Ref. [34] considers not only the perturbation problems that occur in real situations but also
the possibility of actuator failures and investigates the global exponential synchronization
problem for a class of switching discrete-time neural networks. Compared with the above
control methods, impulsive control is widely used in control theory because of its simple
structure and obvious effect. Ref. [35] considers the state problem of an unknown system
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and uses uncertain pulses to stabilize the nonlinear system. In many cases, there is a time
delay in the system, which leads to some instability. Ref. [36] analyzes the stability of
time-lag systems with impulse control and proposes an inequality with delayed impulses,
which facilitates the analysis of time-lag systems.

Compared with the above-mentioned literature, the controller proposed in this paper
is simple in structure and effective in method and can be applied to most existing nonlinear
dynamic systems. In this paper, the method employed combines the switching control with
impulses [39] and finally designs a three-stage-impulse control system with a sandwich
controller to stabilize the memristor-based Chen hyper-chaotic system. A period of the
system is divided into three parts. A continuous control k1y(t) is exerted in the first part of
the period and immediately exerts an impulse J1 at the end of k1y(t). The system has no
external input in the second part of the period, and another impulse, J2 is exerted at the end
of the second part. Similarly, a continuous input k2y(t) is exerted in the third part of the
system. Three impulses are exerted in one period of this system, called three-stage-impulse.
Figure 1 explains the fundamentals of the three-stage-impulse control systems.

Figure 1. The fundamental concept of the three-stage-impulse control systems.

Considering all of these cases, the main contributions of this paper are listed as follows:

(i) The memrisive hyper-chaotic system is successfully constructed, and the results of
numerical simulation and circuit simulation are basically consistent;

(ii) The modular design of the system circuit is simple, using relatively few components,
and the circuit parameters can be determined directly;

(iii) A new control scheme is proposed that can be extended to other nonlinear systems.

The remaining parts of this paper are divided into the following sections: in Section 2, a
new hyper-chaotic system based on memristor feedback is given, along with a mathematical
model and circuit implementation diagram; in Section 3, a model of the nonlinear control
system with three-stage-impulse scheme is described, and some preliminary results are
presented; in Section 4, a theorem for proving the exponential stability of systems at the
origin, their effectiveness, and feasibility using the conditions of the linear matrix inequality
are given; in Section 5, an impulsive control law is devised to stabilize the new Chen
hyper-chaotic system, and the numerical simulation is also given. Section 6 contains the
summary and the conclusion of the article.

Notation 1. The following symbols are used in this paper. Rn denotes the n-dimensional real spaces;
Rn×m denotes the n×m matrices, where n and m are positive integers. The superscript “T” denotes
the transpose of the matrix, λD(Λ) and λX(Λ), respectively, denote the maximal and minimal
eigenvalue of square matrix Λ. I denotes the identity matrix, and ||y|| denotes the Euclidean norm
of vector y.

2. Formulation of a New Memristor-Based Hyper-Chaotic System

The mathematical model of the Chen system is given by the following set of differential
equations [2], 

ẋ = a(y− x),
ẏ = (c− a)x− xz + cy,
ż = xy− bz,

(1)
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where x, y, and z are the state variables of the system, and a, b, and c are real parameters.
The chaotic system can be implemented using an analog-integrated operational amplifier
and multiplier; a modular circuit design for the Chen system of this model is shown
in Figure 2.

Y

X

C2

C3

C1

R1

R2

R3

R4

R5

R6

Y

X
R7

R8

R9

Vx

−Vy

Vx

−Vy

Vx

Vz

Vx

−Vy

VzVx

−Vy

Vz

Vy

Figure 2. Improved circuit diagram of the Chen system.

A nonlinear feedback term is added to the system to improve the complexity and
unpredictability of the system. Thus a new type of memristor hyper-chaotic circuit system
is constructed. The memristor itself is a nonlinear circuit element, and its value can be
changed according to the actual requirements. The memristor model chosen here is a
smooth quadratic nonlinear memristor model [40].

q(ϕ) = −αϕ +
1
2

βϕ|ϕ|, (2)

where α and β are two non-negative constants greater than 0. W(ϕ) represents the incre-
mental resistance equation of the flux-controlled memristor, and ϕ represents the memristor
flux; the mathematical relationship between W(ϕ) and q(ϕ) is as follows

W(ϕ) =
dq(ϕ)

dϕ
= −α + β|ϕ|. (3)

Assuming that the voltage applied across the memristor is V, the current flowing
through the memristor is I. Between them, it can be expressed as follows

I = W(ϕ)V, (4)

dϕ

dt
= V. (5)



Mathematics 2022, 10, 4560 5 of 16

By making the control voltage V = x, w = ϕ of the memristor, we introduce the current
I of the memristor into the Chen system as a positive feedback term and then obtain

I = W(ϕ)V = (−α + β|w|)x. (6)

In order to obtain the dimensionless equation, the parameters a = 35, b = 3, c = 28,
and d = 1 are selected, combined with the memristor model properties in [41], we will take
α = 15 and β = 0.02, and the mathematical model of the Chen system based on memristor
feedback can be obtained as follows

ẋ = a(y− x),
ẏ = (c− a)x− xz + cy + x(−α + β|w|),
ż = xy− bz,
ẇ = dx.

(7)

Combining the related parameters, the chaotic attractor phase diagram of a memristor-
based Chen hyper-chaotic system is shown in Figure 3, where Figure 3a–c are represented
as attractor phase diagrams of the x− y plane, x− z plane, and y− w plane, respectively.
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Figure 3. Phase portraits of the hyper-chaotic Chen system attractor. (a) x−y plane. (b) x− z plane.
(c) y− w plane.

The Lyapunov exponent is used to represent the average exponential convergence or
divergence rate between adjacent orbits in phase space, and it can determine the state of
motion of a nonlinear system. If the system has a positive Lyapunov exponent, it indicates
that the system is chaotic [42,43]. The Lyapunov exponent of the state variable of the
hyper-chaotic system is calculated by the Wolf method [42], Figure 4 depicts the Lyapunov
exponential spectrum of the Chen hyper-chaotic system. It is intuitive to see that the third
and fourth Lyapunov exponents of the system are negative. Combined with the data
analysis in Table 1, when the Lyapunov indicators of the four state variables are stable, it
can be obtained that LE1 = 1.3040, LE2 = 0.0158, LE3 = −0.0314, and LE4 = −11.2900.
The Kaplan–Yorke dimension of the Chen hyper-chaotic system [44] is defined as:

DKY = η +
∑

η
η=1 LEη

|LEη+1|
= 3 +

1.3040 + 0.0158− 0.0314
| − 11.2900| = 3.114. (8)

According to the conditions of the hyper-chaotic system, the system satisfies the
condition that the Lyapunov exponent of two state variables is greater than zero and the
sum of the exponents is negative, and the Lyapunov dimension is fractional, so it can be
judged as a hyper-chaotic system.
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Figure 4. The Lyapunov exponential spectrum of the hyper-chaotic Chen system.

Table 1. Lyapunov exponents.

Time LE1 LE2 LE3 LE4

t = 0.5 −0.4920 −0.5292 −4.0250 −4.9560
t = 1 1.2790 −0.2638 −1.9660 −9.0480

...
...

...
...

...
t = 59.5 1.3060 0.0039 −0.0354 −11.2700
t = 60 1.3040 0.0158 −0.0314 −11.2900

In order to verify the correctness of the numerical simulation, the modular circuit of
the Chen hyper-chaotic system based on the memristor will be built, as shown in Figure 5.
The absolute value circuit module of the memristor is composed of a capacitor, two diodes,
four operational amplifiers, and six resistors.

Remark 1. In the circuit, the power supply voltage is usually ±15v, and the power supply voltage
range of operational amplifiers, multipliers, and other devices is about ±13.5v. The variables of
the attractor phase diagram in Figure 3 exceed this range, so it is necessary to perform a proper
linear transformation without changing the performance of the system; each variable is uniformly
compressed by a factor of 10.

Based on the above, analytical calculations of the part of the circuit that has a capacitor
are performed, and by using KCL and KVL [45], the circuit simulation diagram calculates
the corresponding circuit equation as follows

dx
dt

=
1

C1R2
y− 1

C1R1
x,

dy
dt

=
1

C2R4
y− 1

C2R3
xz− 1

C2R9
x +

1
C2R16

x|w|,

dz
dt

=
1

C3R6
xy− 1

C3R5
z,

dw
dt

=
1

C4R10
x.

(9)
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By comparing the coefficients of each variable in system (7), we can calculate the
corresponding values, which are indicated in the circuit simulation diagram and are not
given here. The phase diagram of the attractor observed on the oscilloscope is shown in
Figure 6, which is consistent with the attractor simulated in Figure 3 through comparison.
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Figure 5. Circuit diagram of Chen hyper-chaotic system with a memristor feedback.
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Figure 6. Phase portraits of Chen hyper-chaotic system attractor. (a) x− y channel. (b)x− z channel.
(c) y− w channel.

3. Model Description and Some Initial Conditions

The following is a class of nonlinear systems with external inputs:{
ẏ(t) = My(t) + N f (y(t)) + U (t),
y(t0) = y0,

(10)

where M is a constant matrix, N is an orthogonal matrix, y ∈ Rn presents a state vector,
and f (·) = ( f1(·), f2(·), · · ·, fn(·))T ∈ Rn is a continuous nonlinear function that satisfies
f (0) = 0. Letting t0 = 0, y0 ∈ Rn be a given vector. Suppose that L ≥ 0 is a diagonal
matrix that satisfies || f (ξ(t))||2 ≤ ξT(t)Lξ(t) for any ξ ∈ Rn, U (t) is an external input to
system (10) and also an effective control gain, defined as follows

U (t) =


K1y(t), t ∈ (µT, µT + T

3 ),
0, t ∈ (µT + T

3 , µT + 2T
3 ),

K2y(t), t ∈ (µT + 2T
3 , (µ + 1)T).

(11)

Considering the segment control mechanism of (11), system (10) can be written as
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ẏ(t) = My(t) + N f (y(t)) + K1y(t), t ∈ (µT, µT + T

3 ),
ẏ(t) = My(t) + N f (y(t)), t ∈ (µT + T

3 , µT + 2T
3 ),

ẏ(t) = My(t) + N f (y(t)) + K2y(t), t ∈ (µT + 2T
3 , (µ + 1)T),

y(t) = (I + Ji)y(t−), t = µT + i
3 T,

y(t0) = y0,

(12)

where µ is an integer, (µ ≥ 0), and Ki(i = 1, 2) and Ji(i = 1, 2, 3) ∈ Rn×n are constant
matrices. T, which is an integer greater than 0, denotes a period of the system. The solution
of system (10) satisfies the right continuous condition at the jump point t = tv and the
jump in the state variable y is represented by ∆y(tv) = y(t+v ) − y(t−v ), y(tv) = y(t+v ),
y(t−v ) = limt→t−v

y(t) and y(t+v ) = limt→t+v
y(t).

Remark 2. Without losing generality, suppose that J2 and J3 are null matrices, then there will be
no external impulses in the second half of the system, and the system proposed in this article will
be a special sandwich control system, which means that the system model proposed in this paper
extends the model in [46].

In order to describe our main results more clearly, the following lemmas are useful.

Lemma 1 ([47]). Let Zi(i = 1, 2, 3) ∈ Rn×m, Z3 = Z T
3 > 0, and suppose there exists a scalar

constant v that satisfies v ≥ 0, then the following inequality is satisfied:

Z T
1 Z2 +Z T

2 Z1 ≤ vZ T
1 Z3Z1 + v−1Z T

2 Z −1
3 Z2.

Lemma 2 ([48]). Suppose that A (ξ) = A T(ξ), D(ξ) = DT(ξ), and[
A (ξ) B(ξ)
BT(ξ) D(ξ)

]
> 0,

Then the above linear matrix inequality can be rewritten as the following inequality

D(ξ) > 0, A (ξ)−B(ξ)D−1(ξ)BT(ξ) > 0.

4. Theoretical Analysis and Main Results

Theorem 1. Let νj > 0 and ψj > 0(j = 1, 2, 3) where νj and ψj are positive scalar constants
and denote P as a symmetric and positive definite matrix. Suppose the following inequality
conditions hold [

PM + MT P + PK1 + KT
1 P + ψ−1

1 L− ν1P −PN
−PN −ψ−1

1 I

]
≤ 0, (13)

[
PM + MT P + ψ−1

2 L− ν2P −PN
−PN −ψ−1

2 I

]
≤ 0, (14)

[
PM + MT P + PK2 + KT

2 P + ψ−1
3 L− ν3P −PN

−PN −ψ−1
3 I

]
≤ 0, (15)

(ν1 + ν2 + ν3)
T
3
+ (ln λ1 + ln λ2 + ln λ3) < 0, (16)

where λj = λD(P−1(I + Jj)
T P(I + Jj))(j = 1, 2, 3), then it can be deduced that system (12)

satisfies the condition of being exponentially stable at the origin.

Proof of Theorem 1. Consider constructing a class of Lyapunov function,

V(y(t)) = yT(t)Py(t), (17)
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from (17), an inequality can be obtained as follows:

λX(P)||y(t)||2 ≤ V(y(t)) ≤ λD(P)||y(t)||2. (18)

Suppose that t ∈ (µT, µT + T
3 ), by means of the above, then

V̇(y(t)) = 2yT(t)Pẏ(t)

= 2yT(t)P(My(t) + K1y(t)) + yT(t)PN f (y(t)) + f T(y(t))NT Py(t)

≤ yT(t)[PM + MT P + PK1 + KT
1 P]y(t)

+ ψ1yT(t)PNNT Py(t) + ψ−1
1 yT(t)Ly(t)

= ν1V(y(t)) + yT(t)[PM + MT P + PK1 + KT
1 P

+ ψ1PNNT P + ψ−1
1 L− ν1P]y(t)

≤ ν1V(y(t)),

(19)

and it can be obtained that

V(y(t)) ≤ V(y((µT)+))exp(ν1(t− µT)). (20)

Suppose that t = µT + T
3 , then

V(y(t))|t=µT+ T
3
= [(I + J1)y(t−)]T P[(I + J1)y(t−)]

≤ λ1V(y(t−)).
(21)

Suppose that t ∈ (µT + T
3 , µT + 2T

3 ), it is then possible to obtain

V̇(y(t)) = 2yT(t)P ˙y(t)

≤ yT(t)[PM + MT P]y(t) + ψ2yT(t)PNNT Py(t) + ψ−1
2 yT(t)Ly(t)

= ν2V(y(t)) + yT(t)[PM + MT P + ψ2PNNT P + ψ−1
2 L− ν2P]y(t)

≤ ν2V(y(t)),

(22)

from the above, it can be obtained that

V(y(t)) ≤ V(y(µT +
T
3
)+)exp(ν2(t− µT − T

3
))

≤ λ1V(y(µT +
T
3
)−)exp(ν2(t− µT − T

3
)).

(23)

Suppose that t = µT + 2T
3 , then

V(y(t))|t=µT+ 2T
3
≤ λ2V(y(t−)). (24)

Suppose that t ∈ (µT + 2T
3 , (µ + 1)T), similar to the previous derivation process, the

results are directly given here; it can be obtained that

V̇(y(t)) ≤ ν3V(y(t)), (25)

then

V(y(t)) ≤ V(y(µT +
2T
3
)+)exp(ν3(t− µT − 2T

3
))

≤ λ2V(y(µT +
2T
3
)−)exp(ν3(t− µT − 2T

3
)).

(26)
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Suppose that t = (µ + 1)T; it is then possible to obtain

V(y(t))|t=(µ+1)T ≤ λ3V(y(t−)). (27)

From (19)–(27), combined with mathematical induction, several inferences can be
obtained as follows:

Case 1 When the value of µ takes 0, there are different scenarios as follows.
Subcase 1 Suppose that t ∈ (0, T

3 ); it can be obtained that

V(y(t)) ≤ V(y0)exp(ν1t),

therefore,

V(y(
T
3
)−) ≤ V(y0)exp(ν1

T
3
).

Subcase 2 Suppose that t ∈ [ T
3 , 2T

3 ), then

V(y(t)) ≤ λ1V(y((
T
3
)−))exp(ν2(t−

T
3
))

≤ λ1V(y0)exp(ν1
T
3
+ ν2(t−

T
3
)),

therefore,

V(y(
2T
3
)−) ≤ λ1V(y0)exp(ν1

T
3
+ ν2

T
3
).

Subcase 3 Suppose that t ∈ [ 2T
3 , T) , then

V(y(t)) ≤ λ2V(y(
2T
3
)−)exp(ν3(t−

2T
3
))

≤ λ1λ2V(y0)exp(ν1
T
3
+ ν2

T
3
+ ν3(t−

2T
3
)),

therefore,

V(y(T)−) ≤ λ1λ2V(y0)exp(ν1
T
3
+ ν2

T
3
+ ν3

T
3
).

Subcase 4 If t = T, then

V(y(t))|t=T ≤ λ3V((y(T)−))

≤ λ1λ2λ3V(y0)exp(ν1
T
3
+ ν2

T
3
+ ν3

T
3
).

Case 2 When the value of µ takes the value 1, then
Subcase 1 Suppose that t ∈ (T, T + T

3 ), it can be obtained that

V(y(t)) ≤ V(y(T)+)exp(ν1(t− T))

≤ λ1λ2λ3V(y0)exp(ν1(t−
2T
3
) + ν2

T
3
+ ν3

T
3
),

therefore,

V(y(T +
T
3
)−) ≤ λ1λ2λ3V(y0)exp(ν1

2T
3

+ ν2
T
3
+ ν3

T
3
).

Subcase 2 Suppose that t ∈ [T + T
3 , T + 2T

3 ), then

V(y(t)) ≤ λ1V(y(T +
T
3
)−)exp(ν2(t− T − T

3
))

≤ λ2
1λ2λ3V(y0)exp(ν1

2T
3

+ ν2(t− T) + ν3
T
3
),
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therefore,

V(y(T +
2T
3
)−) ≤ λ2

1λ2λ3V(y0)exp(ν1
2T
3

+ ν2
2T
3

+ ν3
T
3
).

Subcase 3 Suppose that t ∈ [T + 2T
3 , 2T), then

V(y(t)) ≤ λ2V(y(T +
2T
3
)−)exp(ν3(t− T − 2T

3
))

≤ λ2
1λ2

2λ3V(y0)exp(ν1
2T
3

+ ν2
2T
3

+ ν3(t−
4T
3
)),

therefore,

V(y(2T)−) ≤ λ2
1λ2

2λ3V(y0)exp(ν1
2T
3

+ ν2
2T
3

+ ν3
2T
3
).

Subcase 4 Suppose that t = 2T, it can be obtained that

V(y(t))|t=2T ≤ λ3V(y(2T)−)

≤ λ2
1λ2

2λ2
3V(y0)exp(ν1

2T
3

+ ν2
2T
3

+ ν3
2T
3
).

From the previous derivation process of Theorem 1, combined with mathematical
induction, the following relationship is obtained:

Case k + 1 When the value of µ takes the value k, mathematical induction is used as in
the following scenarios

Subcase 1 Suppose that t ∈ (kT, kT + T
3 ), then

V(y(t)) ≤ λk
1λk

2λk
3V(y0)exp(ν1(t− 2kT

3 ) + ν2
kT
3 + ν3

kT
3 ). (28)

Subcase 2 Suppose that t ∈ [kT + T
3 , kT + 2T

3 ), then

V(y(t)) ≤ λk+1
1 λk

2λk
3V(y0)exp(ν1

(k+1)T
3 + ν2(t− (2k+1)T

3 ) + ν3
kT
3 ). (29)

Subcase 3 Suppose that t ∈ [kT + 2T
3 , (k + 1)T), it can be obtained that

V(y(t)) ≤ λk+1
1 λk+1

2 λk
3V(y0)exp(ν1

(k+1)T
3 + ν2

(k+1)T
3 + ν3(t− (2k+2)T

3 )). (30)

Subcase 4 If t = (k + 1)T, then

V(y(t))|t=(k+1)T ≤ λk+1
1 λk+1

2 λk+1
3 V(y0)exp(ν1

(k+1)T
3 + ν2

(k+1)T
3 + ν3

(k+1)T
3 ). (31)

From inequality (28) and letting t = kT, the following relationship is obtained:

V(y(t)) ≤ λk
1λk

2λk
3V(y0)exp(ν1

kT
3

+ ν2
kT
3

+ ν3
kT
3
)

≤ V(y0)exp(k[(ν1 + ν2 + ν3)
T
3
+ (lnλ1 + lnλ2 + lnλ3)]),

(32)

where kT < t < kT + T
3 .

From inequality (29) and letting t = kT + 2T
3 , the following relationship is obtained:

V(y(t)) ≤ λk+1
1 λk

2λk
3V(y0)exp(ν1

(k + 1)T
3

+ ν2
(k + 1)T

3
+ ν3

kT
3
)

≤ V(y0)exp(k[(ν1 + ν2 + ν3)
T
3
+ (lnλ1 + lnλ2 + lnλ3)]

+ lnλ1 + ν1
T
3
+ ν2

T
3
),

(33)

where kT + T
3 ≤ t < kT + 2T

3 .
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From inequality (30) and letting t = (k + 1)T, there is the following inequality:

V(y(t)) ≤ λk+1
1 λk+1

2 λk
3V(y0)exp(ν1

(k + 1)T
3

+ ν2
(k + 1)T

3
+ ν3

(k + 1)T
3

)

≤ V(y0)exp(k[(ν1 + ν2 + ν3)
T
3
+ (lnλ1 + lnλ2 + lnλ3)]

+ ln λ1 + ln λ2 + ν1
T
3
+ ν2

T
3
+ ν3

T
3
),

(34)

where kT + 2T
3 ≤ t < (k + 1)T.

From inequality (31), and supposing that t = (k + 1)T, it can be obtained that

V(y(t))|t=(k+1)T

≤ λk+1
1 λk+1

2 λk+1
3 V(y0)exp(ν1

(k + 1)T
3

+ ν2
(k + 1)T

3
+ ν3

(k + 1)T
3

)

≤ V(y0)exp((k + 1)[(ν1 + ν2 + ν3)
T
3
+ (lnλ1 + lnλ2 + lnλ3)]).

(35)

Remark 3. Combining Theorem 1 and the corollary from above with the relevant conditions, it can
be deduced that as t tends to infinity, k also tends to infinity, in which case limt→∞ V(y(t)) = 0. It
follows the theoretical proof that system (12) is exponentially stable at the origin is completed. At
this point, the validity and feasibility of Theorem 1 in this paper is confirmed.

5. Numerical Simulation Example

To further strengthen the persuasiveness of this paper, a numerical case simulation
will be used to confirm the validity and feasibility of this paper.

Example 1. From the analysis in Section 2 of this paper, it is clear that system (7) can be
described as

ẏ = My + N f (y), (36)

where

M =


−35 35 0 0
−22 28 0 0

0 0 −3 0
1 0 0 0

, N =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,

and

f (y) =


0

−y1y3 + 0.02y1|y4|
y1y2

0

.

Suppose that y1 ∈ [−ζ, ζ], where ζ > 0 is a constant, meanwhile, letting |y4| ≤ |y3|. It can
be obtained that

|| f (y)||2 = y2
1y2

3 + (0.02)2y2
1y2

4 + y2
1y2

2 − 0.04y2
1y3|y4|

≤ 0.96y2
1y2

3 + 0.0004y2
1y2

4 + y2
1y2

2.

If y(0) = [6,−2, 8,−6]T , as shown in Figure 7, it can be obtained that |y1| ≤ 15, then

L = diag(0, ζ2, 0.96ζ2, 0.0004ζ2) = diag(0, 225, 216, 0.09).
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Figure 7. Time domain range of variable y1(t).

Choosing a time width of 100, it can be seen from Figure 8 that |y4| ≤ |y3| is always satisfied;
Figure 8 illustrates the chaotic time series with the initial condition y(0) = [6,−2, 8,−6]T .
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Figure 8. Time domain waveforms of state variables.

Choosing
K1 = diag(−4,−5,−6,−5),

K2 = diag(−8,−6,−8,−6).

Suppose that T = 0.012, then calculate the three LMIs in Theorem 1 and inequality (ν1 + ν2 + ν3)
T
3

+(ln λ1 + ln λ2 + ln λ3) < 0, the following set of feasible solutions can be obtained:

ν1 = 65, ν2 = 66, ν3 = 67, ψ1 = 35, ψ2 = 30, ψ3 = 37,

P =


0.7896 −0.4657 0 0.0005
−0.4657 0.7171 0 −0.0069

0 0 0.9652 0
0.0005 −0.0069 0 0.9191

, J1 =


−0.88 0.02 0 0

0 −0.98 0.22 0
−0.02 0 −1.08 0

0 0 0.02 −0.94

,
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J2 =


−1.08 0.22 0 0

0 −0.96 0.16 0
−0.01 0 −1.04 0

0 0 0.02 −0.98

, J3 =


−0.96 0.06 0 0

0 −1.05 0.12 0
−0.04 0 −1.02 0

0 0 0.04 −1.08

.

Based on the results obtained above, the feasibility of Theorem 1 of this paper is
confirmed. As shown in the simulation results below, this system will stabilize in two
periods as t increases. Therefore, it can be deduced that system (12) is exponentially stable at
the origin by Theorem 1. Figure 9 depicts the state response curves of the controlled system
with three-stage-impulse, where the initial conditions are set to y(0) = [6,−2, 8,−6]T .
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Figure 9. State response curves of controlled system with three-stage-impulse.

6. Conclusions

In this paper, a new hyper-chaotic system is designed based on the three-dimensional
Chen system, using a smooth continuous nonlinear flux-controlled memristor model as
the nonlinear feedback of this system, allowing the newly designed system to contain
rich dynamical behavior. Some stability criteria are obtained based on the linear matrix
inequality. Meanwhile, by using numerical simulation, the memristor-based Chen hyper-
chaotic system can be stabilized by the method proposed in this paper; this method can
also be extended to other nonlinear systems. Hyper-chaotic systems with unpredictability
and complex dynamics can be extended to the field of secure communication, which will
adopt synchronization control to achieve secure communication in the future.
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