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Abstract—This paper presents the design of a state feedback 

controller (SFC) for permanent-magnet synchronous motor 

(PMSM) drive. First, in order to ensure null steady-state error 

in speed and zero d-axis current, the discretized state space 

model of PMSM is augmented with integral of rotor speed error 

and d-axis current error. Then, the seeker optimization 

algorithm (SOA) is employed to get the parameters of the 

proposed SFC. Furthermore, a penalty term is introduced to the 

fitness index to suppress overshoots. Finally, the SOA based 

SFC with and without penalty term are compared in 

experiments. 
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I. INTRODUCTION 

With the worldwide environment deterioration, the 
improvement of energy efficiency has become increasingly 
important. Compared to traditional internal combustion 
engine vehicles, electrical vehicles (EVs) have higher energy 
efficiency and lower emissions. With the advantages of short 
drive chain, high dynamic performance and high efficiency, 
the permanent-magnet synchronous hub motors (PMSHMs) 
are considered alternative to the traditional permanent-
magnet synchronous motor (PMSM) system with mechanical 
transmission for EVs [1]-[6]. 

The vector control system often adopts cascade control 
structure including two PI loops. The PI controllers has 
advantages of simple algorithm, good robustness and high 
reliability. However, for cascade controller structures, the 
existence of inner control loop will deteriorate the dynamical 
properties of the drive [7].  

While the SFC control system can handle all the variables 
of PMSM drive with one controller, overcoming the 
drawback of the cascaded control structure naturally [8]-[12]. 
Augmented with intelligent algorithm, the performance of 
SFC can be improved significantly [13], [14].  

SOA is a relatively novel swarm intelligence optimization 
method, due to the advantage of simple principle, good 

convergence capability and high solution accuracy [15], [16], 
it is thought to be suitable for solving optimal problems. 

II. LINEARIZATION OF PMSHM MODEL 

In order to apply SFC to the control of PMSM drive, the 
motor model needs to be linearized first. 

The nonlinear mathematical model of the surface 
mounted PMSHM in dq-axis reference rotor frame can be 
expressed as:  
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where Rs, Ls, and  are the resistance, inductance, and the 

magnetic flux of the PMSHM, respectively, usq and usd are the 
q-axis and d-axis voltages, respectively, ωm is rotor speed, p 
is the pole pair numbers, and Bm is viscous friction. 

In order to obtain a linearized PMSHM model, two 
variables are defined as 

( )md m s qu t p L i= −                            (3) 

( ) ( )mq m s du t p L i = +                        (4) 

By substituting (3) and (4) into (1), the following 
expression can be obtained. 
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given by (2) and (5) can be described in a standard form of a 
linear state equation as follows: 
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III. SPEED CONTROLLER DESIGN 

For linearized systems, the state feedback control law can 
be expressed as 

( ) ( )t t= −u Kx                               (7) 

where u(t) represents control variables, x(t) is system state, K 
is the feedback gain. 

In order to improve steady state performance of the 
proposed SFC, integral terms are needed to be added into the 
system model. Different from conventional single-motor 
drive systems, hub motors are usually adopted in distributed 
drive vehicles, which means the speed error is directly related 
to the vehicle safety and need to be strictly limited. Also, 
MTPA strategy is employed in this drive. Thus, the integral 
of speed error and integral of id error are added into the 
system model. 
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The augmented state variable matrix is  
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where ωm and id are rotor speed and d-axis current. ωref and 
id

ref are their reference values. 
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Fig.1. Block diagram of PMSHM drive with proposed SFC 

In order to implement this speed controller in dSPACE 
platform, a discrete form of control law is designed. 

( ) ( ) ( ) ( )dx de en n n n= − = − −
d
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where Kd is the gain matrix of the SFC 
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The block diagram of proposed drive with SFC is shown 
in Fig. 1. 

In order to select gain matrix automatically with the SOA, 
the fitness index should firstly be designed. As the control 
objectives are 1) zero d-axis current and 2) zero speed error, 
the following fitness index has been designed: 
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where Ts is the sampling period, and n is discrete sample time 
index. In order to suppress overshoot more efficiently, the 
penalty term λ is added to the function: 
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The overshoot error cumulative value after 40 iterations 
is defined as a comparison criterion to select an appropriate 
value for the penalty term λ. 
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Fig. 2. OECV with different λ 

The value of OECV with λ from 0 to 15 are shown in Fig.2, 

as can be observed that, when λ is greater than 11, the speed 

overshoot can be effectively suppressed. Therefore, λ=14 is 

taken in this paper. 

IV. SOA 

The SOA algorithm is based on the study of human 
random intelligent search behavior. Apply this intelligent 
behavior to the search for problem-optimized solutions. 
Combined with the idea of human evolution, the uncertain 
reasoning of the human search is used to determine the search 
step length and the empirical gradient is used to determine the 
search step direction, and then the seeker position update is 
completed to optimize the problem.  

A. Determination of search direction  

The direction update of SOA algorithm depends on 
egotistical direction, altruistic direction and proactive 
direction. The update strategy is shown in  

, , ,1 2( ) ( )i pro i ego i altid t sign d d d  = + +         (15) 

where ω is the inertia weight, it will linearly decrease from 
0.9 to 0.1 as the evolution grows. φ1, φ2 are random weights 
between 0 and 1. di,pro is the proactive direction, di,ego  is the 
egotistical direction, and di,alt is the altruistic direction. They 
are: 
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where sign(g) is signum function, pi,best is the best position for 
the seeker with index i, gi,best is the best position among its 

fellow neighbor seekers, and 1 2( ), ( )i ix t x t  are the best two 

positions in  ( -1), ( -2), ( )i i ix t x t x t . 

B. Determination of search step length  

The uncertain reasoning behavior of SOA is to use the 
approximation ability of fuzzy system to simulate the 
intelligent searching behavior of human to establish the 
relationship between perception (i.e., the value of objective 
function) and behavior (i.e., step size). Gaussian membership 
function is adopted to represent the fuzzy variable of search 
step size: 

2 2( ) / 2( ) x u

Au x e − −=                           (17) 

where uA is Gaussian membership, x is the input variable; δ, 
u is the membership function parameter. umin is set to 0.0111. 
Linear membership function is adopted to make the 
membership directly proportional to the order of function 
values, i.e., the maximum membership value umax = 1 in the 
best position. The worst position has minimum membership 
umin = 0. 0111, at another places u is less than 1.0, as shown 
in follow: 

( ,1), 1,2,ij iu rand u j D= =            (18) 

where ui is the membership of the target function value i, uij 
is the membership of the target function value i in the j-
dimensional search space, D is the dimension of search space. 

V. AUTO TUNING OF SFC 

In auto tuning procedure, the fitness value is expected to 
be decreased with iterations grows. The trend of fitness value 
will directly reflect the convergence of SOA. Also, as is 
defined in (12) and (13), smaller fitness value can only be 
obtained by smaller speed error and id error. Which means a 
better controller performance.  
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Fig4 Evolution of F2 during auto-tuning procedure 

The autotuning task is implemented in MATLAB R2016a 
environment, on a PC with i5-4200 CPU @ 2.5 GHz with 

8GB RAM. The overall trend of F1 during parameter tuning 
process with SOA are shown in Figs.3. The evolution of F2 
with SOA is recorded in Fig.4. 

 It should be noted that, due to the introduction of penalty 
term, the initial value of F2 is very large (as in Fig.4), but it 
decreases rapidly in following iterations. When iterated 20 
times, the difference between F2 and F1 has become very 
small, and after 40 iterations, they are approximately the 
same. The best fitness indexes after 40 iterations are 
F1=8.534 and F2=7.628, respectively. Figs. 5 and 6 show the 
evolution of speed during the auto tuning procedure with F1 
and F2 (ωref = 350 rpm, Tl = 10 Nm at t = 0.2 s). 
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Fig.5. Evolution of speed during auto-tuning procedure with F1 
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Fig.6. Evolution of speed during auto-tuning procedure with F2 

The final values of gain matrices obtained after 40 
iterations are as follows 

1

263.2 0 0 0 73.17

0 0.5 0.0358 0.651 0
K

 
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 

, 

2

160.53 0 0 0 60.65

0 1.75 0.0432 0.44 0
K

 
=  
 

 

It is worth to point out that the element value of K1[2,2] 
and K2[2,2] represent the sensitive of the controllers to variant 
iq. Greater value means controller will give more attention on 
this variant. Thus, if the same control voltage is required in 
some transient instant for SFC with K1 (SFC1) and SFC with 
K2 (SFC2), iq in SFC2 may be smaller than that in SFC1. This 
assumption will be verified in the following experiments. 

VI. EXPERIMENTAL RESULTS 

To validate the system performance with the proposed 
controller, experiments are carried out on the dSPACE 
ds1401 platform, experimental setup is shown in Fig.7. 

In order to compare the proposed SFCs, two test cases are 
studied. In case 1, the reference speed is set to 350 rpm, the 
load torque is initially set to zero, and turns to 10 Nm at 0.2s. 
The speed and current responses of SFC1 and SFC2 are 
recorded in Fig.8(a) and Fig.8(b). In test case 2, the reference 
speed is set to be the same as in test case 1, but the load 
condition in this case is contrary to case1, i.e., the load torque 
is initially set to 10 Nm, and removed at 0.2s. The speed and 
current response in this case are shown in Fig 9 (a) and (b). 
The maximum of iq is set to 10A in both cases to ensure safety. 
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Fig7 Experimental setup 
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Fig. 8. Experimental results (a) Speed (b) Currents 
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Fig. 8. Experimental results (a) Speed (b) Currents  

As shown in upon figures, both SFC1 and SFC2 can track 
reference speed without steady-state error in two load 
conditions. SFC1 has a slightly faster response speed than 
SFC2. However, as it is obviously shown in these figures, 
there is a relatively large overshoot in SFC1 speed response, 
but for SFC2, thanks to the introduction of penalty term λ in 
F2, it allows tracking reference speed almost without any 
overshoot. Moreover, as can be observed from current curves, 
both in Fig. 8(b) and in Fig. 9 (b), the iq in SFC1 has reached 
the peak value, this will cause the windup problem and 
deteriorate the controller dynamic property.  

VII. CONCLUSION 

This paper presented a SOA based SFC for high 
performance control of PMSM. By introducing two integrals 
to state variable matrix, the steady-state error in speed 
tracking is eliminated and d-axis current is fixed to zero. Also, 
a penalty term is added to the traditional fitness index to 
suppress overshoots and improve dynamic property. And the 

experimental results indicate that the performance of the 
proposed SFC2 is better than SFC1. 
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