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Matrix Poincaré, Φ-Sobolev Inequalities, and Quantum Ensembles

Hao-Chung Cheng1,2,3 and Min-Hsiu Hsieh1

Abstract. Sobolev-type inequalities have been extensively studied in the frameworks of real-valued func-
tions and non-commutative Lp spaces, and have proven useful in bounding the time evolution of classi-
cal/quantum Markov processes, among many other applications. In this paper, we consider yet another
fundamental setting — matrix-valued functions — and prove new Sobolev-type inequalities for them. Our
technical contributions are two-fold: (i) we establish a series of matrix Poincaré inequalities for sepa-
rably convex functions and general functions with Gaussian unitary ensembles inputs; and (ii) we derive
Φ-Sobolev inequalities for matrix-valued functions defined on Boolean hypercubes and for those with Gauss-
ian distributions. Our results recover the corresponding classical inequalities (i.e. real-valued functions)
when the matrix has one dimension. Finally, as an application of our technical outcomes, we derive the
upper bounds for a fundamental entropic quantity — the Holevo quantity — in quantum information sci-
ence since classical-quantum channels are a special instance of matrix-valued functions. This is obtained
through the equivalence between the constants in the strong data processing inequality and the Φ-Sobolev
inequality.

1. Introduction

Sobolev-type inequalities generally refer to upper bounding the uncertainty of real-valued functions
f : X → R by its Dirichlet energy, while the hypercontractive inequality indicates upper bounding the
lower moment of f by its higher moment. These functional inequalities were originally motivated by
the study of the semiboundedness of certain quantum field Hamiltonians [1]. Substantial progress was
independently made by several authors in the 1970’s [2, 3, 4, 5] (see also the review literature [6, 7, 8, 9,
10, 11, 12]). In particular, Federbush proved that the logarithmic Sobolev (log-Sobolev) inequality implies
the hypercontractivity [13]. Later, Gross’ groundbreaking work [14] showed the equivalence between the
log-Sobolev inequality and the hypercontractive inequality.
Since then, log-Sobolev inequalities have become a rich topic that has influenced numerous areas of
research [15, 16, 17, 11]. For example, hypercontractivity was applied to bounding the local influence
of Boolean functions through a global variation in theoretical computer science [18, 19, 20]. In physics,
the Poincaré and log-Sobolev inequalities provide useful tools for characterising the time evolution of
dynamical systems. The convergence rate of a Markov process to its equilibrium can thus be determined
by the constants of the Sobolev inequalities [21, 22, 10, 12].

Motivated by the studies of quantum fermion fields [3, 23, 24], recent research interest has switched to
these functional inequalities in the non-commutative setting. In the late 20th century, Olkiewicz and Ze-
garlinski completed a crucial step by generalising Gross’ log-Sobolev inequalities [14] in non-commutative
Lp space, and proved their equivalence with hypercontractivity under some regular conditions [25]. New
results and progress has thus emerged in this line of research [26, 27, 28, 29, 30] (see also [31] and the
references therein). Specifically, noncommutative log-Sobolev inequalities enable the analysis of the dy-
namics of von Neumann algebras, including their most interesting case — the time evolution of a single
quantum state through a Markov process [32]. Kastoryano and Temme derived mixing time bounds in
some quantum channel semigroups [33]. The exponential decay phenomena of various entropic quantities
were later discovered [34, 35, 33, 36, 37, 38, 39]. Moreover, the equivalence of log-Sobolev inequalities
and hypercontractivity for completely bounded norms of quantum channel semigroups was proven under
certain assumptions [40, 41].

Although commutative and noncommutative Sobolev-type inequalities have succeeded in characterising
the dynamics of classical and quantum Markov systems, these functional inequalities cannot be applied
to another fundamental scenario — the time evolution of an ensemble of matrices. This scenario includes
classical-quantum channels as a special case; hence, it plays a substantial role in quantum information
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processing and communication tasks since investigating the dynamics of a quantum ensemble would enable
us to capture the information capability of a communication or computation process [42]. In this paper,
we pioneer the study of Sobolev-type inequalities in the framework of ensemble matrices, and establish
the corresponding matrix Poincaré, Φ-Sobolev, and log-Sobolev inequalities. Our result can be viewed
as a direct generalisation of real-valued functions f in classical inequalities with matrix-valued functions
f : X → Cd×d. Consequently, we can recover the classical case when d = 1. Furthermore, we give a partial
answer to the equivalence between hypercontractivity and the log-Sobolev inequality; we show that the
matrix Bonami-Gross-Beckner inequality by Ben-Aroya et al. [19] implies the proposed matrix Φ-Sobolev
inequality. As an application, we show how the Holevo quantity of a quantum ensemble changes as it
evolves according to a classical Markov kernel on its classical labels and a post-selection rule.

The proposed generalisations could have potential impacts in other research areas as well. For example,
in many branches of science and engineering, observed data are more efficiently represented as matrices,
such as Dyson’s model of matrix-valued Brownian motion [43], collaborative filtering [44], group Lasso [45],
and multi-class learning [46]. Thus, system performance can be determined through analysis if a random
assumption is placed on the matrices [47]. A recent review of modern random matrix concentration
theory surveyed the most successful methods from these topics and provided interesting examples that
these techniques can illuminate [48, 49, 50].

1.1. Our Results. The contributions of this paper are two-fold.

(1) We derive various functional inequalities, including matrix Poincaré inequalities, matrix Sobolev
inequalities, and matrix log-Sobolev inequalities.

• We prove a Poincaré inequality for matrix-valued functions in Theorem 2 (see also Corol-
lary 3), which generalises the classical Poincaré inequality [51, 52]:

Var(f(X)) ≤ E

[
‖∇f(X)‖2

]
, (1)

where X , (X1, . . . ,Xn) denotes an independent random vector with each Xi taking values
in the interval [0, 1]. Our proof, paralleling its classical counterpart, relies on the matrix-
valued Efron-Stein inequality (Theorem 1). Both Theorem 2 and Corollary 3 recover the
classical Poincaré inequality (1) when the matrix dimension d = 1. We also derive Poincaré
inequalities for matrix-valued functions with additional assumptions of pairwise commutation
(Corollary 3). Finally, we derive a matrix Gaussian Poincaré inequality for Gaussian unitary
ensembles (Theorem 4).

• We prove a Φ-Sobolev inequality for matrix-valued functions defined on the Boolean hyper-
cube in Theorem 6, from which we can extend to a Φ-Sobolev inequality for Gaussian distri-
butions (Theorem 7). Our Φ-Sobolev inequality is defective (see Remark 3.2 for a discussion
on tight and defective Φ-Sobolev inequalities), but again it recovers the classical Φ-Sobolev
inequality when d = 1. Our proof builds upon a powerful matrix Bonami-Gross-Beckner
inequality [19], from which the hypercontractivity inequality for matrix-valued functions on
Boolean hypercubes can be obtained. The matrix log-Sobolev inequalities in Corollaries 8
and 9 follow immediately from Theorems 6 and 7.

(2) Finally, we connect matrix Φ-entropies to quantum information theory. When Φ(x) = x log x
and the random matrix ρX ≡ {p(x),ρx}x∈X , where each ρx � 0 and Trρx = 1 is a quantum
ensemble, HΦ(ρX) is equal to the Holevo quantity χ({p,ρ}) (up to a constant dimensional factor
for purely technical purposes). If the ensemble ρY ≡ {q(y),σy}y∈Y is obtained by evolving ρX

with a Markov kernel K(y|x):

q(y) =
∑

x

p(x)K(y|x), and σy =
∑

x

ρxK
∗(x|y)

where K∗(x|y) is the backward channel of K, then the Holevo quantity of χ({p,ρ}) is bounded
from above by a constant c times the average Holevo quantity of the ensembles that come from
post-selecting the original {p,ρ} by the postselection rule K∗. Moreover, the constant c is related
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to the ratio of the Holevo quantities χ({p,ρ}) and χ({q,σ}) (see Proposition 10). This bears a
stronger form of the classical strong data processing inequality [53, 17].

1.2. Prior work.

(1) Very few matrix concentration results have been established for general matrix-valued functions.
To the best of our knowledge, the only gem in this area is a family of polynomial Efron-Stein
inequalities for random matrices [54], where the theory of exchangeable pairs is used in the proof.
In a previous work, we proved the subadditivity property of operator-valued Φ-entropies, and
derived an operator Efron-Stein inequality (see also Theorem 1).

(2) We would also like to point out that the matrix Φ-entropies defined in the paper are different from
the entropy functions in the non-commutative Lp spaces discussed in [23, 24, 19, 20, 35, 33, 40, 36].
Hence, our functional inequalities in Section 3 are incomparable with those in the non-commutative
Lp spaces.

This paper is organised as follows: Section 2 reviews the matrix algebra necessary for the remaining
paper. We derive Sobolev-type inequalities for matrix-valued functions in Section 3. We connect matrix Φ-
entropies to quantum information theory and derive an upper bound for the Holevo quantity in Section 4.
Conclusions are given in Section 5. Appendix A collects useful lemmas.

2. Preliminaries

In this section we present the background information necessary for this paper. Basic notations are
introduced in Section 2.1. We then review operator algebra with a focus on Fréchet derivatives and the
convexity properties of matrix-valued functions in Section 2.2 and 2.3, respectively.

2.1. Notation. Given a separable Hilbert space H, denote by M the Banach space of all linear operators
on H. The set Msa refers to the subspace of the self-adjoint operators in M. We denote by M+ (resp. M++)
the set of positive semi-definite (resp. positive-definite) operators in Msa. If the dimension d of a Hilbert
space H needs special attention, it is highlighted in subscripts, e.g., Md denotes the Banach space of d×d
complex matrices. The trace function Tr : M → C is defined as Tr [M ] ,

∑
k e

∗
kMek for M ∈ M,

where (ek)k is any orthonormal basis of H. If we focus on finite dimensional Hilbert spaces, then the trace
function acting on M is equal to the sum of its eigenvalues. In this paper, we introduce a normalised
trace function tr for every matrix M ∈ Md as tr [M ] , 1

d Tr [M ]. For p ∈ [1,∞), the Schatten p-norm of

an operator M ∈ Msa is denoted as ‖M‖p , (Tr |M |p)1/p, where |M | ,
√
M2.

We define Sn as the set of all mutually commuting n-tuple self-adjoint operators; namely, if ~X =
(X1, . . . ,Xn) ∈ Sn, then [Xi,Xj ] = 0 for i 6= j ∈ {1, . . . , n}. We denote by Snd the set of mutually
commuting n-tuple d × d Hermitian matrices. For A,B ∈ Msa, A � B means that A − B is positive
semi-definite. Similarly, A ≻ B means A −B is positive-definite. We denote by A �U B, A,B ∈ Msa

d

when σi(A) ≤ σi(B), i = 1, . . . , d, where σ(A) , (σ1(A), . . . , σd(A)) are the eigenvalues of A arranged
in decreasing order.

Throughout this paper, italic capital letters (e.g. X) are used to denote operators and the underlined

italic capital letters (e.g., ~X) are used to denote a vector of, say n, operators.

2.2. Matrix Calculus. In this section, we only provide information relating to the matrix calculus. For
a general treatment of this topic, please refer to [55, Section 2.1], [56, Chapter 17], [57, Section X.4], [58,
Section 5.3], and [59, Chapter 3].

Let U ,W be real Banach spaces. The Fréchet derivative of a function f : U → W at a point X ∈ U , if
it exists1, is a unique linear mapping Df [X] : U → W such that

‖f(X + E) − f(X) − Df [X](E)‖W
‖E‖U

→ 0 as E ∈ U and ‖E‖U → 0.

The Fréchet derivative also satisfies the sum rule, the product rule, and the chain rule as in the
conventional derivatives of real-valued functions (see e.g. [59, Theorem 3.4]).

1We assume the functions considered in the paper are Fréchet differentiable. We refer readers to works, such as [60, 61] for
the conditions under which a function is Fréchet differentiable.
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The partial Fréchet derivative of multivariate functions can be defined as follows [58, Section 5.3]. Let
U ,V and W be real Banach spaces, f : U ×V → W. For a fixed v0 ∈ V, f(u,v0) is a function of u whose
derivative at u0, if it exists, is called the partial Fréchet derivative of f with respect to u, and is denoted
by Duf [u0,v0]. The partial Fréchet derivative Dvf [u0,v0] is defined similarly.

For any map f : U → W and an operator X ∈ U , we define the induced norm of the Fréchet derivative
Df [X] as

‖Df [X]‖ , sup
E 6=0

‖Df [X](E)‖
‖E‖ , (2)

where the norm can be any consistent norm (e.g. ‖Df [X]‖2 = supE 6=0 ‖Df [X](E)‖2 / ‖E‖2).

2.3. Standard Matrix Functions. For each self-adjoint and bounded operator A ∈ Msa with the spec-
tral decomposition A =

∫
λ∈σ(A) λdE(λ), we define the standard matrix function of each scalar function

by f(A) ,
∫
λ∈σ(X) f(λ) dE(λ). Note that we use lowercase Roman and Greek letters to denote standard

matrix functions, while the calligraphic capital letter f refers to general operator-valued functions that
are not necessarily standard.

A function f : R → R is called operator convex if for each A,B ∈ Msa and 0 ≤ t ≤ 1, f(tA + (1 −
t)B) � tf(A) + (1− t)f(B). Similarly, a function f is called operator monotone if, for each A,B ∈ Msa,
A � B ⇒ f(A) � f(B).

The standard matrix function can be extended into the multivariate case by considering n-tuples
commuting self-adjoint operators, i.e.

f( ~X) ,

∫

(λ1,...,λn)
f(λ1, . . . , λn) dE(λ1, . . . , λn). (3)

for ~X = (X1, . . . ,Xn) ∈ Sn with Xi =
∫
λ λdEi(λ) and E(λ1, . . . , λn) , E(λ1) · · ·E(λn). Define the

(first-order) divided difference of the multivariate matrix function f : Rn → R, for each i = 1, . . . , n, by
using the rule:

ϕi(x̄, ȳ) =
(f(x̄− ȳ)) (xi − yi)

‖x̄− ȳ‖22
for x̄ 6= ȳ and ϕk(x̄, x̄) =

∂f

∂xi
(x̄) , (4)

where x̄ , (x1, . . . , xn) ∈ Rn. A multivariate extension of the Daleckĭı and Krĕın formula [59, Theorem
3.11] gives an alternative formula for the partial Fréchet derivative of a standard matrix function:

DXi
f
[
~X
]

( ~E) =
[
ϕi

(
λ̄k, λ̄l

)]
kl
⊙Ei, ∀ ~X ∈ S

n and ~E = (E1, . . . ,En) ∈ (Msa)n , (5)

where the {Xi}ni=1 are simultaneously diagonalised with λik being the k-th eigenvalue of Xi; λ̄k ,

(λ1k, . . . , λik, . . . , λnk); and ⊙ denotes the Hadamard product.

3. Matrix Functional Inequalities

The main results in this section include various matrix functional inequalities for matrix-valued pro-
cesses.

We first present the definition of the matrix Φ-entropies for random matrices from Chen and Tropp [62],
and provide the notation for the Dirichlet forms of matrix-valued functions. Then, we derive the matrix
Poincaré inequalities for the general multivariate matrix-valued function f :

(
Msa

d1

)n → Msa
d2

(Theorem
2), multivariate standard matrix functions (Corollary 3) in Section 3.1. We then extend the matrix
Poincaré inequality to Gaussian distribution (called matrix Gaussian Poincaré inequality, Theorem 4).
These results rely on the matrix Efron-Stein inequality, which was first proven in our previous work [63,
Theorem 5.1].

Section 3.2 presents the results on Sobolev inequalities for matrix Φ-entropies. The matrix Φ-Sobolev
inequality of symmetric Bernoulli random variables and that of Gaussian random variables are in Theorem
6 and Theorem 7, respectively. The matrix logarithmic Φ-Sobolev inequalities of symmetric Bernoulli
random variables and Gaussian random variables are given in Corollaries 8 and 9.
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Throughout this section, let ~X , (X1, . . . ,Xn) be a series of independent random variables taking val-

ues in some Polish space and let Z , f( ~X) ∈ Msa
d be a random matrix such that ‖EZ2‖∞ < ∞. Let X ′

i be

an independent copy of Xi, for 1 ≤ i ≤ n, and denote by X̃(i) , (X1, . . . ,Xi−1,X
′
i,Xi+1, . . . ,Xn), i.e. re-

placing the i-th component of ~X by the independent copy X ′
i. Let X−i , (X1, . . . ,Xi−1,Xi+1, . . . ,Xn)

and Ei[ · ] , E[ · |X−i], i.e. expectation with respect to the i-th variable. Finally, denote by Z ′
i , f(X̃(i))

for every i = 1, . . . , n.
For a convex function Φ : R → R such that E‖Z‖∞ < ∞ and E‖Φ(Z)‖∞ < ∞, The matrix Φ-entropy

HΦ(Z) is defined as

HΦ(Z) , tr [EΦ(Z) − Φ(EZ)] .

The (matrix-valued) local influence is defined as

I i(f |X−i) ,
1

2
E

[(
f( ~X) − f

(
X̃(i)

))2
]
,

for every i ∈ 1, . . . , n. This quantity characterises the local fluctuation of the i-th position on average.
The matrix-valued and real-valued total influence of the function f are defined as

E(f) ,

n∑

i=1

E [I i(f |X−i)] , and E(f) , trE(f). (6)

Note that we use the notation E(f) and E(Z) interchangeably. This quantity is also known as the Dirichlet
form or energy functional in Markov semigroup theory (see e.g. [12] and [42]). The total influence E(Z)
has the following equivalent expressions (Lemma 11):

E(Z) =
1

2

n∑

i=1

E

[(
Z −Z ′

i

)2]
=

n∑

i=1

E

[
(Z −EiZ)2

]
=

n∑

i=1

E

[(
Z −Z ′

i

)2
+

]
, (7)

where, for f(x) = max{x, 0}, (A)+ = f(A) denotes the contribution from its positive eigenvalues.

3.1. The Matrix Poincaré Inequality. We denote the matrix-valued and real-valued variance of a
random matrix A (taking values in Msa

d ) by

Var(A) ,
[
E (A− EA)2

]
=

[
EA2 − (EA)2

]
, and Var(A) , trVar(A).

In the following, we recall the result from our previous work [63] and Eq. (7) to present a matrix Efron-
Stein inequality, which plays a major role in the matrix Poincaré inequality.

Theorem 1 (Matrix Efron-Stein Inequality [63, Theorem 5.1]). With the prevailing assumptions, we have

Var(Z) � E(Z) =

n∑

i=1

E

[(
Z −Z ′

i

)2
+

]
. (8)

Remark 3.1. In addition to Eq. (7), the quantity E(Z) also has the following minimum representation:

E(Z) =

n∑

i=1

min
Zi

E

[
(Z −Zi)

2
]
, (9)

where the minimum is taken over the class of all (X−i)-measurable random matrix Zi such that ‖EZ2
i ‖∞ <

∞. The identity follows from the fact that Var (A) = minu∈Msa
d
E

[
(A− u)2

]
, for any random matrix

A taking values in Msa
d . Therefore, for every i = 1, . . . , n, Var(i) (Z) = minuEi

[
(Z − u)2

]
, where the

infimum is taken over the class of all (X−i)-measurable and square-integrable matrices u. Note that the
minimum is attained as u = EiZ. ♦

The matrix Efron-Stein inequality can be used to prove a matrix version of the Poincaré inequality.
5



Theorem 2 (Matrix Poincaré Inequality). Let ~X = (X1, . . . ,Xn) ∈ (Msa
d1

)n be an n-tuple indepen-
dent random matrix taking values in the interval [0, I] (under the Löwner partial ordering) and let
f : (Msa

d1
([0, 1]))n → Msa

d2
be a separately convex function2 with finite partial Fréchet derivatives. Then

f( ~X) = f(X1, . . . ,Xn) satisfies

Var
(
f
(
~X
))

≤
n∑

i=1

E

[∥∥∥DXi
f
[
~X
]∥∥∥

2

2

]
, (10)

where ‖DXi
f [ ~X]‖2 is the norm of the Fréchet derivative defined in Eq. (2).

Moreover, if f is separately monotone decreasing, then Eq. (10) can be strengthened to

Var
(
f
(
~X
))

�U

n∑

i=1

E

[(
DXi

f
[
~X
]

(I)
)2

]
. (11)

Proof. Recall Z ≡ f
(
~X
)

and Zi ≡ f
(
X̃(i)

)
= f(X1, . . . ,Xi−1,X

′
i,Xi+1, . . . ,Xn), where X ′

i is an

identical copy of Xi. The proof follows from the matrix Efron-Stein inequality (Theorem 1):

Var
(
f
(
~X
))

= Var (Z) �
n∑

i=1

E (Z −Zi)
2
+ . (12)

It then suffices to bound each term E (Z −Zi)
2
+ on the right-hand side above:

(Z −Zi)
2
+ =

(
f
(
~X
)
− f

(
X̃(i)

))2

+
�U

(
DXi

f
[
~X
] (

Xi −X ′
i

))2

+
(13)

�U

(
DXi

f
[
~X
]

(I)
)2

, (14)

where the first inequality follows from the separate convexity (see e.g. [64, Chapter 3]):

f
(
~X
)
− f

(
X̃(i)

)
� DXi

f
[
~X
] (

Xi −X ′
i

)
, (15)

as well as the fact that A+ � B+ implies A2
+ �U B2

+. The second line is due to the separately monotone

decreasing property: DXi
f [ ~X] (A) � 0 for all A � 0. Hence (DXi

f [ ~X ](Xi − X ′
i))+ � −DXi

f [ ~X](I),
which proving Eq. (11).

If f is not separately monotone decreasing, Eq. (14) does not generally hold. To show Eq. (10), we
take the normalised trace on both sides of Eq. (13):

tr (Z −Zi)
2
+ ≤ tr

(
DXi

f
[
~X
] (

Xi −X ′
i

))2

+
≤ tr

∣∣∣DXi
f
[
~X
] (

Xi −X ′
i

)∣∣∣
2

=
1

d2

∥∥∥DXi
f
[
~X
] (

Xi −X ′
i

)∥∥∥
2

2
≤ 1

d2

∥∥∥DXi
f
[
~X
]∥∥∥

2

2
·
∥∥Xi −X ′

i

∥∥2
2

≤ 1

d2

∥∥∥DXi
f
[
~X
]∥∥∥

2

2
· ‖I‖22 =

∥∥∥DXi
f
[
~X
]∥∥∥

2

2
.

The equality in the second line follows from the definition of Schatten 2-norm. The inequality in the
second line follows directly from the norm of Fréchet derivatives, i.e. ‖Df [A](B)‖2 ≤ ‖Df [A]‖2 · ‖B‖2.
Finally, we use the assumption 0 � Xi,X

′
i � I and ‖I‖2 =

√
d2 in the third line to complete the

proof. �

2Note that f here is a multivariate super-operator. The separate convexity means that: for 0 ≤ t ≤ 1,

tf (Y ) + (1− t)f
(
Ỹ

(i)
)
� f

(
t ~Y + (1− t)Ỹ (i)

)

for ~Y = (Y1, . . . ,Yn) ∈ (Msa
d )n, and Ỹ (i) = (Y1, . . . ,Yi−1,Y

′

i ,Yi+1, . . . ,Yn) ∈ (Msa
d )n . The separate monotonicity is

defined similarly.
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Note that Theorem 2 generalises the classical Poincaré inequality (e.g. [48, Theorem 3.17]):

Var(f(X)) ≤ E

[
‖∇f(X)‖2

]
,

where X , (X1, . . . ,Xn) denotes an independent random vector and each element takes values in the
interval [0, 1].

Theorem 2 considers the matrix Poincaré inequality for general matrix functions f : (Msa
d )n → Msa

d ,

while in Corollary 3 below, we impose additional pairwise commutative criteria on ~X = (X1, . . . ,Xn);
namely, [Xi,Xj ] = 0 almost surely for i 6= j ∈ [n]. We establish the following Matrix Poincaré inequality
for multivariate standard matrix functions (see Eq. (3)).

Corollary 3 (Matrix Poincaré Inequality for Multivariate Standard Matrix Functions). Let ~X = (X1, . . . ,Xn)
be an n-tuple independent random matrix taking values in Snd with joint spectrum in [0, 1]n. Let f :
([0, 1])n → R be a multivariate standard matrix function that is separately operator convex and has finite

partial Fréchet derivatives. Then, f
(
~X
)

= f(X1, . . . ,Xn) satisfies

Var
(
f
(
~X
))

�U

n∑

i=1

E

[([
ϕi

(
λ̄k, λ̄ℓ

)]
kℓ

⊙ I
)2]

,

where ϕi is the divided difference of f defined in Eq. (4), and λ̄k , (λ1k, . . . , λik, . . . , λnk) with λik being
the i-th eigenvalue of Xk.

Proof. Following the same argument in the proof of Theorem 2, we have

DXi
f [ ~X]

(
Xi −X ′

i

)
=

[
ϕi

(
λ̄k, λ̄ℓ

)]
kℓ

⊙
(
Xi −X ′

i

)
�

[
ϕi

(
λ̄k, λ̄ℓ

)]
kℓ

⊙ I,

where the equality follows from the multivariate version of Daleckĭı and Krĕın formula (5), and the
inequality is a direct consequence of Schur’s product theorem: A⊙B ≤ A⊙ I · ‖B‖∞ [65]. �

The matrix Efron-Stein inequality is used in Theorem 2 to prove the matrix Poincaré inequality. Next
we will show that the matrix Efron-Stein inequality can be also applied to establish an upper bound,
known as the Gaussian Poincaré inequality, for a Fréchet differentiable matrix-valued function of Gaussian
Unitary Ensembles (GUE)3.

Theorem 4 (Matrix Poincaré Inequality for GUE). Let X1, . . . ,Xn be independent random matrices4

from the Gaussian Unitary Ensemble and let f :
(
Msa

d1

)n → Msa
d2

be any twice Fréchet differentiable

function. Then f
(
~X
)
satisfies

Var
(
f
(
~X
))

≤
n∑

i=1

E

[∥∥DXi
f
[
~X
] ∥∥2

2

]
.

Proof. Borrowing the idea from [15] (see also [48, Theorem 3.20]) to prove this theorem. We first assume∑n
i=1 E‖DXi

f [ ~X]‖22 < ∞; otherwise the inequality trivially holds. Then, it suffices to establish this
theorem for n = 1:

Var (f(X)) ≤ E

[∥∥Df [X]
∥∥2
2

]
, (16)

and it can be easily extended to every n ∈ N by applying the matrix Efron-Stein inequality, Theorem 1.
Now, for every j ∈ [m] , {1, . . . ,m}, denote by Wj , W

′
j the d1×d1 matrices whose entries are sampled

from independent Rademacher random variables (i.e. uniformly {±1}-valued random variables). Let

Yj =

(
Wj + i ·W ′

j

)
+

(
Wj + i ·W ′

j

)†

2
.

3The Gaussian Unitary Ensembles are a family of random Hermitian matrices whose upper-triangular entries are inde-
pendently and identically distributed (i.i.d.) complex standard Gaussian random variables, while the diagonal entries are
i.i.d. real standard Gaussian random variables, see e.g. [66, §2.6]
4We consider “entry-wise” independence here.
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Denote by ǫ1, . . . , ǫm a series of independent Rademacher random variables, and define Sm , 1√
m

∑m
j=1 ǫjYj .

Then, for every j ∈ [m],

Var(j) (f(Sm)) =
1

4
trEYj

[(
f

(
Sm +

1 − ǫj√
m

Yj

)
− f

(
Sm − 1 + ǫj√

m
Yj

))2
]
.

We invoke the matrix Efron-Stein inequality to obtain

Var (f(Sm)) ≤ 1

4

m∑

j=1

trE

[(
f

(
Sm +

1 − ǫj√
m

Yj

)
− f

(
Sm − 1 + ǫj√

m
Yj

))2
]
, (17)

and then use Taylor’s expansion to further bound the right-hand side of Eq. (17). For every i ∈ [n] and
some constants 0 ≤ α, β ≤ 1, it follows almost surely that

f

(
Sm +

1 − ǫj√
m

Yj

)
= f(Sm) + Df [Sm]

(
1 − ǫj√

m
Yj

)
+ R2

(
Sm,

1 − ǫj√
m

Yj

)
;

f

(
Sm − 1 + ǫj√

m
Yj

)
= f(Sm) + Df [Sm]

(
−1 + ǫj√

m
Yj

)
+ R2

(
Sm,−1 + ǫj√

m
Yj

)
,

where Rl : Md1 ×Md1 → Md2 is the remainder term of the Taylor series:

Rl(X,E) ,

∞∑

k=l

1

k!
D
kf [X] (E, . . . ,E︸ ︷︷ ︸

k

) = o
(
|E|l

)
.

Therefore,

f

(
Sm +

1 − ǫj√
m

Yj

)
− f

(
Sm − 1 + ǫj√

m
Yj

)
� 2√

m
Df [Sm] (Yj) + o

(
1

m

)
,

and

1

4

m∑

j=1

trE

[(
f

(
Sm +

1 − ǫj√
m

Yj

)
− f

(
Sm − 1 + ǫj√

m
Yj

))2
]
≤

∥∥Df [Sm]
∥∥2
2

+ o

(
1√
m

)
.

Let m go to infinity, we have

lim
m→∞

1

4

m∑

i=1

trE

[(
f

(
Sm +

1 − ǫj√
m

Yj

)
− f

(
Sm − 1 + ǫj√

m
Yj

))2
]
≤ E

[∥∥Df [X]
∥∥2
2

]
, (18)

where, by the central limit theorem (see Lemma 12), Sm converges in distribution to a random matrix
X in GUE. Thus Var (f(Sm)) converges to Var (f(X)).

Finally, the subadditivity of the variance and Eq. (16) lead to

Var
(
f
(
~X
))

≤
n∑

i=1

E

[
Var(i)

(
f
(
~X
) )]

≤
n∑

i=1

E

[
Ei

[∥∥DXi
f
[
~X
] ∥∥2

2

] ]
=

n∑

i=1

E

[∥∥DXi
f
[
~X
] ∥∥2

2

]
,

which completes the proof. �

3.2. Matrix Φ-Sobolev Inequalities. In this section, we consider matrix-valued functions defined on
Boolean hypercubes: f : {0, 1} → Msa

d and establish matrix Φ-Sobolev inequalities. The main ingredient
to prove this inequality comes from Fourier analysis and the hypercontractive inequality for matrix-valued
functions.

Ben-Aroya et al. [19] generalised Bonami and Beckner’s results by considering matrix-valued functions
f : {0, 1} → Md. Similarly, Fourier analysis can be naturally extended into the matrix setting; that is,

the Fourier transform f̂ of the matrix-valued function f can be expressed as
{
f̂(S) = 1

2n
∑

x∈{0,1}n f(x)uS(x);

f(x) =
∑

S⊆{1,...,n} f̂(S)uS(x),

8



where uS(x) , Πi∈S(−1)xi . Therefore, the classical hypercontractive inequality [4, 5] can be extended to
matrix-valued functions.

Theorem 5 (Matrix Bonami-Gross-Beckner Inequality [19]). For every f : {0, 1}n → Md and 1 ≤ p ≤ 2,

 ∑

S⊆[n]

(p − 1)|S|
∥∥∥f̂(S)

∥∥∥
2

p




1/2

≤


 1

2n

∑

x∈{0,1}n
‖f(x)‖pp




1/p

.

With Theorem 5, we can prove a matrix Φ-Sobolev inequality for matrix-valued functions defined on
symmetric Bernoulli random variables.

Theorem 6 (Matrix Φ-Sobolev Inequalities for Symmetric Bernoulli Random Variables). Let X be uni-
formly distributed over X ≡ {0, 1}n (an n-dimensional binary hypercube) and f : X → M

+
d be an arbitrary

matrix-valued function. Then for all p ∈ (1, 2), and Φ(u) = u2/p,

HΦ(fp) ≤ (2 − p)E(f) · d1−2/p + trE[f2] · (1 − d1−2/p). (19)

Proof. Starting from the left-hand side of Eq. (19), the definition of the matrix Φ-entropy functional gives

HΦ(fp) = trE
[
f2

]
− tr

[
(Efp)2/p

]
≤ trE

[
f2

]
−

(
trEfp

)2/p

= trE
[
f2

]
−

(
E ‖f‖pp

)2/p
· d−2/p, (20)

where we apply the convexity of tr, and recall that ( · )2/p is a convex function for 1 ≤ p ≤ 2.
We then apply Theorem 5 to Eq. (20) to obtain

HΦ(fp) ≤ trE
[
f2

]
−


 ∑

S⊆[n]

(p− 1)|S|
∥∥∥f̂(S)

∥∥∥
2

p


 · d−2/p

≤ trE
[
f2

]
−


 ∑

S⊆[n]

(p− 1)|S| tr
[
f̂(S)2

]

 · d1−2/p

= tr


 ∑

S⊆[n]

f̂(S)2


−


 ∑

S⊆[n]

(p− 1)|S| tr
[
f̂(S)2

]

 · d1−2/p

= tr


 ∑

S⊆[n]

(
1 − (p− 1)|S|d1−2/p

)
f̂(S)2


 , (21)

where the second inequality is because the Schatten p-norm is non-increasing, and we apply Parseval’s
identity (Lemma 13 in Appendix A) in the third line.

From the elementary analysis, it can be verified that, for all S ⊆ [n] and 1 ≤ p ≤ 2, 1 − (p − 1)|S| ≤
(2 − p)|S|. Therefore, it follows that

1 − (p− 1)|S|d1−2/p ≤ (2 − p)|S|d1−2/p + (1 − d1−2/p).

Finally, given
∑

S⊆[n] tr
[
|S|f̂(S)2

]
= E(f) (see Lemma 14 in Appendix A), Eq. (21) can be further

deduced as

HΦ(fp) ≤ tr


 ∑

S⊆[n]

(
1 − (p− 1)|S|d1−2/p

)
f̂(S)2




≤ tr


 ∑

S⊆[n]

(
(2 − p)|S|d1−2/p + (1 − d1−2/p)

)
f̂(S)2




= (2 − p)E(f) · d1−2/p + trE[f2] · (1 − d1−2/p),
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which completes our claim. �

Theorem 7 (Matrix Φ-Sobolev Inequalities for Gaussian Distributions). Let X = (X1, . . . ,Xn) be a
vector of n independent standard Gaussian random variables taking values in X ≡ Rn, and let f : X →
M

+
d be an arbitrary matrix-valued function. Then for all p ∈ (1, 2), and Φ(u) = u2/p,

HΦ(fp) ≤ (2 − p)

n∑

i=1

E

[∥∥DXi
f [X]

∥∥2
2

]
· d1−2/p + trE[f2] · (1 − d1−2/p). (22)

Proof. The proof parallels the approach in Theorem 4. Recall from Eq. (18) and let Yi ≡ 1:

E(i)(f) = lim
m→∞

1

4

m∑

i=1

trEi

[(
f

(
Sm +

1 − ǫi√
m

)
− f

(
Sm − 1 + ǫi√

m

))2
]

= Ei

[∥∥DXi
f [X]

∥∥2
2

]
.

This and Theorem (6) yield Eq. (7) and the statement follows. �

The logarithmic Sobolev inequality for matrix-valued functions immediately follows from Theorems 6
and 7. Subsequently, we denote by

Ent(Z) := HΦ(Z), when Φ(u) = u log u. (23)

Corollary 8 (Matrix Log-Sobolev Inequalities for Symmetric Bernoulli Random Variables). Let f :
{0, 1}n → M

+
d be an arbitrary matrix-valued function defined on the n-dimensional binary hypercube and

assume that X is uniformly distributed over {0, 1}n. Then

Ent(f2) ≤ 2E(f) + log(d) · trE
[
f2

]
.

Proof. By letting p → 2, the left-hand side of Eq. (19) becomes

lim
p→2−

HΦ(fp)

2 − p
= lim

p→2−

tr
[
E
[
f(X)2

]
−

(
E [f(X)p]2/p

) ]

2 − p
=

Ent(f2)

2
,

where the last identity follows from Lemma 15. Similarly, the right-hand side gives

lim
p→2−

(2 − p)E(f) · d1−2/p + trE
[
f2

]
· (1 − d1−2/p)

2 − p
= E(f) +

log(d)

2
· trE

[
f2

]

as established. �

Corollary 9 (Matrix Gaussian Logarithmic Sobolev Inequalities). Assume that X is a vector of inde-
pendent and identical standard Gaussian random variables on Rn and let f : Rn → M

+
d be an arbitrary

matrix-valued function of X. Then,

Ent(f2) ≤ 2
n∑

i=1

E

[∥∥DXi
f [X]

∥∥2
2

]
+ log(d) · trE

[
f2

]
.

Remark 3.2. Denoted by LS(C,D) (see e.g. [12, Section 5.1]) the set of log-Sobolev inequalities with
constants C > 0, D ≥ 0:

Ent(f2) ≤ 2CE(f) + DE[f2].

When D = 0, the log-Sobolev inequality is called tight ; otherwise, it is called defective. It is well known
that the best constants of the classical log-Sobolev inequalities for symmetric Bernoulli random variables
and standard Gaussian random variables are (C,D) = (1, 0) [4, 14]. However, numerical simulation shows
that examples (d > 1) exist for matrix-valued functions so that: Ent(f2) > 2E(f). In Corollary 8, we
establish the log-Sobolev inequality with constant (C,D) = (1, log d).

We also emphasize that such defectiveness in the quantum case has been proved by a recent paper [67].
Moreover, whether the established constant (C,D) = (1, log d) is optimal for matrix-valued functions with
Bernoulli random variables is still open.

♦
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4. Entropic Inequality for Classical-Quantum Ensembles

In this section, we connect the matrix Φ-entropies with quantum information theory and present a
functional inequality for the classical-quantum (c-q) ensembles that undergo a special Markov evolution.

We follow the notation in Refs. [53, 17]. Let X be a sample space. We denote by P(X ) the set of all
probability distributions on X and by P∗(X ) the subset of P(X ) which consists of all strictly positive
distributions. The set of all d × d matrix-valued functions on X is denoted by F(X ); F∗(X ) and F

0
∗(X )

are the subsets of F(X ) consisting of all strictly positive and non-negative functions, respectively.
Any classical discrete channel or Markov kernel with input alphabet X and output alphabet Y can

be described by a transition probabilities {K(y|x) : x ∈ X , y ∈ Y}. For any probability distribution µ
defined on the alphabet X , we denote the channel acting on µ from the right and acting on matrix-valued
functions f ∈ F(Y) respectively by

µK(y) ,
∑

x∈X
µ(x)K(y|x), y ∈ Y, and Kf(x) ,

∑

y∈Y
K(y|x)f(y), x ∈ X . (24)

The set of all classical channels is denoted by M(Y|X ). If µ⊗K ∈ P(X )×M(Y|X ) denotes the distribution
of a random pair (X,Y ) ∈ X × Y with PX = µ and PY |X = K, then

Kf(x) = E[f(Y )|X = x] (25)

for any f ∈ F(Y) and x ∈ X . We say that a pair (µ,K) ∈ P(X ) × M(Y|X ) is admissible if µ ∈ P∗(X )
and µK ∈ P∗(Y). Hence the backward or adjoint channel K∗ ∈ M(X|Y) can be defined by

K∗(x|y) =
K(y|x)µ(x)

µK(y)
, (x, y) ∈ X × Y. (26)

If (X,Y ) ∼ µ×K, it follows that K∗ = PX|Y and

K∗f(y) = E[f(X)|Y = y] (27)

for any f ∈ F(X ) and y ∈ Y.
Define the conditional matrix Φ-entropy of Z given Y which takes values in any Polish space can be

defined by

HΦ(Z|Y ) , trE [Φ(Z)|Y ] − tr [Φ (E [Z|Y ])] . (28)

Combining the definition of matrix Φ-entropies with (28) immediately gives the following law of total
variance:

HΦ(Z) = EY [HΦ(Z|Y )] + HΦ (E [Z|Y ]) . (29)

Fix Φ(u) = u log u and assume that the distribution µ ∈ P(X ) is defined on a discrete space X . If we

consider a random matrix ρX to be an ensemble of classical-quantum (c-q) states (µ,ν) , {(µ(x),ρx)}x∈X ,
where each ρx � 0 and Trρx = 1, then its Φ-entropy is related to the Holevo quantity of {(µ(x),ρx)}x∈X :

d ·Hu log u(ρX) ≡
∑

x∈X
µ(x) Tr [ρx logρx] − Tr [ρ̄ log ρ̄] =

∑

x∈X
µ(x) · S (ρx‖ρ̄) =: χ(µ,ν),

where ρ̄ = Eµ[ρX ] =
∑

x∈X µ(x)ρx and S(ρ‖σ) , Trρ(logρ− logσ) is the quantum relative entropy.
Denote by ρY ≡ {µ′(y),ρ′

y}y∈Y the resulting random matrix of ρX that undergoes a Markov evolution
K by the rule:

{µ(x)}x∈X 7→ {µK(y)}y∈Y =

{
∑

x∈X
µ(x)K(y|x)

}

y∈Y

=: {µ′(y)}y∈Y ;

{ρx}x∈X 7→ {K∗ν(y)}y∈Y =

{
∑

x∈X
K∗(x|y)ρx

}

y∈Y

=: {ρ′
y}y∈Y .

(30)

11



Note that each ρ′
y can be interpreted as the conditional expectation EK∗ [ρX |Y = y], which is a post-

selection state with the probability law {K∗(x|y)}x∈X . We also have the following relationship between

the Φ-entropy of ρY and the Holevo quantity of (µ′,ν′) , {(µ′(y),ρ′
y}y∈Y :

d ·Hu log u(ρY ) =
∑

y∈Y
µ′(y) Tr

[
ρ′
y logρ′

y

]
− Tr

[
ρ′ log ρ′] =: χ(µ′,ν′), (31)

where ρ′ = Eµ′ [ρY ] =
∑

y∈Y µ′(y)ρ′
y.

Now for any µ ∈ P(X ) and K ∈ M(Y |X), we define the constant:

ηΦ(µ,K) , sup
ν:χ(µ,ν)6=0

χ(µ′,ν′)
χ(µ,ν)

. (32)

By Jensen’s inequality, it can be shown that 0 ≤ ηΦ(µ,K) ≤ 1 (see Lemma 16). Therefore, we relate
ηΦ(µ,K) to the following functional inequality of the matrix Φ-entropies.

Proposition 10 (Functional Form for C-Q Ensembles). Fix an admissible pair (µ,K) and let (X,Y ) be
a random pair with probability law µ⊗K. Then ηΦ(µ,K) ≤ c if and only if the inequality

HΦ[f(X)] ≤ 1

1 − c
E (HΦ[f(X)|Y ]) (33)

holds for all non-constant classical-quantum states f : X → Q(Cd), where we denote by Q(Cd) the set of
density operators on Cd. In particular, Eq. (33) can be expressed in terms of Holevo quantities:

χ(µ,ν) ≤ 1

1 − c
EY [χ(K∗,ν|Y )] (34)

where the expectation EY is taken with respect to {µK(y)}y∈Y .
Moreover,

ηΦ(µ,K) = 1 − inf

{
E [HΦ(f(X)|Y )]

HΦ(f(X))
: f 6= const

}
. (35)

Proof. The inequality χ(µ′,ν′) ≤ c · χ(µ,ν) is equivalent to

HΦ(K∗f(Y )) ≤ cHΦ(f(X))

= c (E [HΦ(f(X)|Y )] + HΦ (E [f(X)|Y ]))

= c (E [HΦ(f(X)|Y )] + HΦ (K∗f(Y ))) ,

(36)

where we use the identity of the law of total variance, Eq. (29), and the property of the backward channel,
Eq. (27), from which we obtain

HΦ(K∗f(Y )) ≤ c

1 − c
E [HΦ(f(X)|Y )] , (37)

and hence,

HΦ[f(X)] = E [HΦ(f(X)|Y )] + HΦ (K∗f(Y )) ≤ 1

1 − c
E (HΦ[f(X)|Y ]) . (38)

�

Raginsky showed, in recent work [53, 17], that if f = dν/dµ (i.e. a Radon-Nikodym derivative), then

K∗f = d(νK)
d(µK) . Moreover, the constant ηΦ(µ,K) in Eq. (32) corresponds to the (classical) strong data

processing inequality (SDPI):

ηΦ(µ,K) , sup
ν 6=µ

D(νK, µK)

D(ν, µ)
, (39)

where D(ν, µ) is the classical Kullback-Leibler divergence of µ and ν. We remark that Proposition 10 can
be viewed as a generalization of Raginshky’s SDPI result to case of quantum ensembles undergoing the
Markov evolution K described in Eq. (30).
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5. Conclusions

In this paper, we extend the work of Gross [14] to study the Φ-Sobolev and Poincaré inequalities on
matrix-valued functions. The uncertainty measure adopted in this work is the matrix Φ-entropy [62], which
interpolates between the variance and conventional entropies of random matrices. The Dirichlet energy
is defined as the average of local influences on every bit position. We note, that if the considered domain
is a Boolean hypercube (i.e. X = {0, 1}n), then the our notion coincides with the Dirichlet form induced
by the Markov jumping process [42]. Our results generalise the classical functional inequalities to the
matrix Poincaré inequality for separable convex functions and Gaussian unitary ensembles. Moreover, we
establish the matrix Φ-Sobolev inequalities for symmetric Bernoulli and standard Gaussian distributions.
Unlike its classical counterpart [68], the derived inequality is defective, which shows the matrix version is
more involved, but it reduces to the classical case when d = 1.

The random matrix framework has immediate applications in quantum information theory and math-
ematics. For example, by relating the matrix Φ-entropy to the celebrated Holevo quantity, we obtain a
formula for the strong data processing inequality. In a follow-up work [42], we are able to upper bound
the convergence rate of the dynamical evolutions of a quantum ensemble by employing the matrix Efron-
Stein inequality and a modified log-Sobolev inequality. Furthermore, the studied model naturally occurs
in the probabilistic context of matrix-valued stochastic processes [43, 69]. Solving the matrix functional
inequalities of the Markovian matrix-valued processes provides a way to characterize their long-term
behaviours.

Appendix A. Miscellaneous Lemmas

Lemma 11. Let X be a random matrix taking values in Msa, and let Y be independently and identically
distributed as X. Then for each natural number q ≥ 1,

E [|X − EX|q] = E
[
(X −EX)q+

]
+ E

[
(X − EX)q−

]
(40)

and

1

2
E [|X − Y |q] = E

[
(X − Y )q+

]
= E

[
(X − Y )q−

]
(41)

In particular,

E

[
(X − EX)2

]
=

1

2
E

[
(X − Y )2

]
. (42)

Proof. For each realisation X of X in Msa, X = X+−X− for some X+,X− � 0 and X+X− = 0. Slightly
abusing the notation, we hence use X+ and X− to denote the positive and negative decomposition of
their realisations of X.

Therefore, for each natural number q ≥ 1,

E [|X − EX|q] = E
[(

(X − EX)+ + (X − EX)−
)q]

= E
[
(X − EX)q+

]
+ E

[
(X − EX)q−

]
.

Likewise, we have

1

2
E [|X − Y |q] =

1

2
E
[(

(X − Y )+ + (Y −X)+
)q]

= E
[
(X − Y )q+

]
.

The last line follows since Y is an identical copy of X.
Following the same reasoning, we have |X| = X− + (−X)−, and thus 1

2E [|X − Y |q] = E
[
(X − Y )q−

]
.

Finally, Eq. (42) follows from elementary calculations:

1

2
E

[
(X − Y )2

]
=

1

2
E
[
X2 −XY − Y X + Y 2

]
= E

[
(X − EX)2

]
.

�

Lemma 12 (Central Limit Theorem of Gaussian Unitary Ensembles). Let {ǫj}j be a series of Rademacher
variables, and let {Wj}j , {W ′

j}j be d × d matrices whose entries are sampled independently from the
13



Rademacher variables. Let

Yj =

(
Wj + i ·W ′

j

)
+

(
Wj + i ·W ′

j

)†

2
,

and Sm , 1√
m

∑m
j=1 ǫjYj , where {ǫj}j are Rademacher variables again. If m tends to infinity, then Sm

converges in distribution to a d× d matrix in the Gaussian unitary ensemble.

Proof. It is clear from the central limit theorem that the diagonal entries converge to a standard real
Gaussian variable, while the upper-triangular entries converge to a complex Gaussian variables with zero
mean and unit variance. Next, we show that the correlation between any (non-identical) entry vanishes
as m goes to infinity. That is, for every (k, l) 6= (k′, l′)

Eǫ1,...,ǫm

[
S(kl)
m S(k′l′)

m

]
=

1

m

m∑

j=1

Y
(kl)
j Y

(k′l′)
j ,

from which we apply the strong law of large numbers to obtain

lim
m→∞

1

m

m∑

j=1

Y
(kl)
j Y

(k′l′)
j = E

[
Y · Y ′] = E [Y ] · E

[
Y ′] = 0 almost surely,

where we denote by Y (resp. Y ′) the random variable that the sequences {Y (kl)
j }j (resp. {Y (k′l′)

j }j) are

sampled from. It is easy to see that Y and Y ′ are independent zero-mean random variables. Therefore,
the entries are mutually independent and limm→∞ Sm belongs to the Gaussian unitary ensemble. �

Lemma 13 (Parseval’s Identity for Matrix-Valued Functions). For every matrix-valued function f :
{0, 1}n → Md, we have the following identity

E
[
f(X)2

]
=

∑

S⊆[n]

f̂(S)2,

where the expectation is taken uniformly over all X ∈ {0, 1}n.

Proof. With the Fourier expansion of the matrix-valued function f , it follows that

E
[
f(X)2

]
= E


f(X) ·


 ∑

S⊆[n]

f̂(S)χS(X)




 =

∑

S⊆[n]

f̂(S) · E [f(X)χS(X)] =
∑

S⊆[n]

f̂(S)2.

�

Lemma 14. With the prevailing assumptions, and every f : {0, 1}n → Msa

d , we have

∑

S⊆[n]

tr
[
|S|f̂(S)2

]
= E(f).

Proof. For every n-tuple x , (x1, . . . , xn) ∈ {0, 1}n, denote x(i) , (x1, . . . , xi−1, 1 − xi, xi+1, . . . , xn). For

every i ∈ [n], introduce the matrix-valued function gi(x) = f(x)−f(x(i))
2 . Then, for every S ⊆ [n], it can

be observed that

ĝi(S) = E [gi(X)χS(X)] =
1

2
E

[(
f(X) − f(X

(i)
)
)
· (−1)

∑
j∈S Xj

]
=

{
0 if i /∈ S

f̂(S) if i ∈ S.

Apply Parseval’s identity, Lemma 13 to obtain

E
[
gi(X)2

]
=

∑

S⊆[n]

ĝi(S)2 =
∑

S:i∈S
f̂(S)2.

14



Finally, since X is uniformly distributed, E(f) can be rewritten as

E(f) =
1

2
trE

[
n∑

i=1

(
f(X) − f

(
X̃(i)

))2
]

=
1

4
trE

[
n∑

i=1

(
f(X) − f

(
X

(i)
))2

]

=

n∑

i=1

trE
[
gi(X)2

]
=

n∑

i=1

∑

S:i∈S
tr
[
f̂(S)2

]
=

∑

S⊆[n]

tr
[
|S|f̂(S)2

]
.

This completes the proof. �

Lemma 15. Let Z be a random matrix taking values in M+ such that ‖Z‖∞ < ∞. For p ∈ [1, 2), we

define the matrix-valued p-variance of Z by Varp[Z] , E
[
Z2

]
−

(
E
[
Zp

])2/p
. It follows that

lim
p→2−

Varp[Z]

2 − p
=

1

2
E

[
Z2 logZ2

]
− 1

2
E
[
Z2

]
· logE

[
Z2

]
.

Proof. We first prove a formula for the matrix differentiation. Denote by A = A(p) a Hermitian matrix

which depends on the real parameter p. Then we aim to solve the derivative of A2/p with respect to p.
Let Y = A2/p. Then logY = logA · 2/p. Differentiating on both sides with respect to p and applying
the chain rule of the Fréchet derivatives, the above expression leads to

d

dp
logY =

∫ ∞

0
(sI + Y )−1 · d

dp
Y · (sI + Y )−1ds =

d

dp
logA · 2/p

= − 2

p2
logA +

2

p

∫ ∞

0
(tI + A)−1 · d

dp
A · (tI + A)−1dt.

(43)

Note that TD(K) ,
∫∞
0 (sI + D)−1K(sI + D)−1ds is called the Bogoliubov-Kubo-Mori operator and its

inverse is well-known to be T
−1
D (L) =

∫ 1
0 DsLD1−sds (see e.g. [70, Appendix C.2]), from which Eq. (43)

yields

d

dp
Y =

∫ 1

0
Y s

[
− 2

p2
logA +

2

p

∫ ∞

0
(tI + A)−1 · d

dp
A · (tI + A)−1dt

]
Y 1−s ds

= − 2

p2
A2/p · logA +

2

p

∫ 1

0

∫ ∞

0
A2s/p(tI + A)−1 · d

dp
A · (tI + A)−1A2/p−2s/p dt ds.

Now, by taking A ≡ E
[
Zp

]
we have d

dpA = d
dpE

[
Zp

]
= E

[
Zp · logZ

]
and

d

dp

(
E
[
Zp

])2/p
= − 2

p2

(
E
[
Zp

])2/p
logE

[
Zp

]

+
2

p

∫ 1

0

∫ ∞

0
A2s/p(tI + A)−1 · E

[
Zp · logZ

]
· (tI + A)−1A2/p−2s/p dt ds.

(44)

Finally, we are ready to prove our claim. L’Hôpital’s rule implies

lim
p→2−

Varp[Z]

2 − p
=

d

dp

(
E
[
Zp

])2/p
∣∣∣∣
p=2

= −1

2
E
[
Z2

]
· logE

[
Z2

]
+

∫ 1

0

∫ ∞

0
As(tI + A)−1 · E

[
Zp · logZ

]
· (tI + A)−1A1−s dt ds

=
1

2
E

[
Z2 logZ2

]
− 1

2
E
[
Z2

]
· logE

[
Z2

]
,

completing the proof. �

Lemma 16. Fix sample spaces X and Y. For every distribution µ ∈ P(X ), Markov kernel K ∈ M(Y|X )
and matrix-valued function f : X → M

+
d , we have the following inequality:

HΦ(K∗f) = tr
[
EµK

[
Φ(K∗f)

]
− Φ

(
EµK

[
K∗f

]) ]
≤ tr

[
EµΦ(f) − Φ (Eµf)

]
= HΦ(f),

where µK and K∗ are defined in Eqs. (24) and (26).
15



Proof. We first observe that Jensen’s inequality [71, Section 5] holds for all convex functions Φ: tr [K∗Φ(f)] ≥
tr [Φ (K∗f)]. After taking expectation with respect to µK, direct calculation shows that

trEµK [K∗Φ (f)] =
∑

y∈Y
µK(y) · tr [K∗Φ ◦ f(y)] =

∑

y∈Y
µK(y) · tr

[
∑

x∈X

K(y|x)µ(x)

µK(y)
Φ
(
f(x)

)
]

=
∑

x∈X
µ(x) tr

[
Φ
(
f(x)

)]
= trEµ [Φ(f)] ≥

∑

y∈Y
µK(y) · tr

[
Φ
(
K∗f

)]

= trEµK

[
Φ(K∗f)

]

(note that we freely interchange the order of trace and expectation by Fubini’s theorem). Together with
the fact that EµK

[
K∗f

]
= Eµf , we complete our claim. �
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