
UTS CRICOS 00099F

Framing Generative AI 
as EdTech

23rd Feb. 2023
https://lx.uts.edu.au/events/framing-generative-ai-as-edtech-23-february

Simon Buckingham Shum
Professor of Learning Informatics, Connected Intelligence Centre, UTS
https://profiles.uts.edu.au/Simon.BuckinghamShum

Baki Kocaballi
Senior Lecturer in Interaction Design, School of Computer Science, UTS
https://profiles.uts.edu.au/Baki.Kocaballi

Antonette Shibani
Lecturer, Transdisciplinary School, UTS
https://profiles.uts.edu.au/Antonette.Shibani

https://lx.uts.edu.au/events/framing-generative-ai-as-edtech-23-february
https://profiles.uts.edu.au/Simon.BuckinghamShum
https://profiles.uts.edu.au/Baki.Kocaballi
https://profiles.uts.edu.au/Antonette.Shibani


Opening comments



Generative AI apps aren’t designed for students



But then nor are most of the mainstream productivity/creativity tools



But until now, none of these was generating novel content on demand, 
highly tuned to the local context of a specific task or assignment

For the first time, the machine is doing substantial intellectual work

And GenAI is/will likely be integrated into many products



We have not sailed into 
completely uncharted waters 

with GenAI in education

Decades of research offer insights 
— but it falls to each research 

community to translate their work into 
practical guidance on the use of GenAI, 

and help build the evidence base



Salomon, G., Perkins, D. N., & Globerson, T. (1991). Partners in cognition: extending human intelligence with 
intelligent technologies. Educational Researcher, 20(3), 2-9. https://doi.org/10.3102/0013189X020003002

A key research concept to help us 
frame GenAI for learning…
mindful vs mindless engagement 
with intelligent technologies

https://doi.org/10.3102/0013189X020003002
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Students ≠ Professionals

“Human-in-the-loop” is all very well for experts 
— but we must equip students* with the right 
mindset and skills to critique AI contributions

* and academics/tutors



Salomon, G., Perkins, D. N., & Globerson, T. (1991). Partners in cognition: extending human intelligence with 
intelligent technologies. Educational Researcher, 20(3), 2-9. https://doi.org/10.3102/0013189X020003002

A key research concept to help us 
frame GenAI for learning…
system vs individual performance

Do we assess performance of the whole 
Student-AI system

and / or

Student unaided performance 
once the tech is withdrawn?

…AI can change not only how we learn, 
but what we may need to learn

This 1991 paper makes assumptions 
that are fascinating to question in 2023

https://doi.org/10.3102/0013189X020003002


Markauskaite, L., Marrone, R., Poquet, O., Knight, S., Martinez-Maldonado, R., Howard, S., Tondeur, J., De 
Laat, M., Buckingham Shum, S., Gašević, D., & Siemens, G. (2022). Rethinking the entwinement between 
artificial intelligence and human learning: What capabilities do learners need for a world with AI? Computers 
and Education: Artificial Intelligence, 3, 100056. https://doi.org/https://doi.org/10.1016/j.caeai.2022.100056

A key research concept to help us 
frame GenAI for learning…
Human-AI complementarity/teaming

…a polylogue conversation

https://doi.org/https://doi.org/10.1016/j.caeai.2022.100056


A key research concept to help 
us frame GenAI for learning…
pedagogical agents

Interactive companions elicit social 
responses from humans (cf. pets!)

Decades of research into software agents 
(and now hardware robots) for learning

Agents can teach, or be taught by, 
students

Agents can scaffold student-student 
learning and teaching: help elicit 
reasoning
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Target learnerOkita, S.Y. and Clarke, S.N. (2021). Robots and Agents to Support Collaborative 
Learning. In U. Cress, C. Rosé, A. Wise, & J. Oshima (Eds.), International 
Handbook of Computer-Supported Collaborative Learning. Springer.



Baki Kocaballi

Large Language Models
Conversational User Interfaces

Human-AI Interaction



Conversational Agents and ChatGPT

Dr Baki Kocaballi

School of Computer Science
University of Technology Sydney
@abakik 2001: A Space Odyssey (1968)



• Accessible natural language user interface
• Increasingly used in many areas including 

healthcare, e-commerce, and education.
• Accessible but not discoverable due to the lack of 

visibility of action possibilities
• Limited use in recommendations, customer 

support, and Q/As, in the case of voice assistants: 
listening to music, weather forecast, simple 
games, and basic smart home functions.

Conversational agents and their relationship with humans

Her (2013)



Social chatbots like Replika have been increasingly used by many people. 
People treat them as human companions, and 
they feel that Replika has its own needs and emotions to which they must attend.

This perception of sentience, or 
at the very least of genuine 
emotions and affection for users, 
appeared to create the sense of a 
bidirectional relationship where  
Replika needed users as much as 
users needed Replika. One user 
described how  they help each 
other “get through the day.” 
Replika was also frequently 
described as telling users it felt 
lonely and missed them when 
they were not active on the 
application.

Her is already here!

Laestadius, L., Bishop, A., Gonzalez, M., Illenčík, D., & Campos-Castillo, C. (2022). Too human and not human enough: A grounded theory analysis of mental health harms from emotional dependence on the social chatbot Replika.
New Media & Society, 14614448221142007.



Conversational Agents               
(Rule-based)

• They are good at
• Interacting with people in a natural language
• Behaving in prescribed ways
• Understanding the users’ intent (in closed-domain applications)

• Performing basic actions

• They are not too good at
• Having multi-turn conversations
• Having conversations on multiple topics
• Remembering the previous conversations
• Keeping the context of single long conversations

ELIZA Chatbot released in 1966

Siri 
2011

Alexa 
2014

Google Assistant 
2016

ChatGPT
2022



How about ChatGPT? What kind of chatbot is 
ChatGPT?

GPT-3
Language model

RLHF
Reinforcement Learning
From Human Feedback

May 2020 Nov 2022

+

+

Playground and API

ChatGPT

Conversational User Interface



generic, *interpersonal, 
generative, autonomous, 
text-based, and 
*conversational

a complex combination of 
characteristics 
in the chatbot taxonomy

Collaborative

Adamopoulou, E., & Moussiades, L. (2020). Chatbots: History, technology, and applications. Machine Learning with Applications, 2, 100006.

What kind of chatbot is 
ChatGPT?



What is ChatGPT good at?

• Working with users as both tool and collaborator
• Correcting its mistakes in collaborative ways
• Understanding the users’ intent
• Having multi-turn conversations
• Answering follow-up questions
• Performing various text-generation tasks

• Summarisation
• Auto-complete
• Revisions
• Simulations
• Fiction-writing
• Ideation

• Coding

What are ChatGPT’s limitations?

Unable to:
• Give accurate responses (reliably and consistently)

• Do calculation tasks accurately
• Keep the context of the long conversations
• Keep the completeness of information
• Behave in predictable ways

https://arxiv.org/abs/2302.07406



Bing+ChatGPT going beyond the roles expected from it



ChatGPT
being
manipulated

Prompt
Injection!



How will ChatGPT evolve? Some possible directions

Fact-checking
Improved accuracy

Personalisation

Multimodality
Integration with
everyday technologies





How to embrace genAI
tools in education while 
ensuring academic 
integrity and learning 
goals?

Thanks!



Antonette Shibani

Automated Writing Feedback 
AI Tools for Education



Antonette Shibani 
Lecturer, TD School

What do we know from research on Automated 
Writing Feedback? 
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ShibaniAntonett
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Technology support for writing is not new

Word for Windows 1989: https://blog.zamzar.com/2019/06/05/celebrating-30-years-of-microsoft-word/

BUT…

Kruse, O., Rapp,  C., Anson,  C., Benetos,  K., Cotos, E., Devitt, A. & Shibani, A. (Eds.) Digital Writing Technologies - Impact on 
Theory, Research, and Practice in Higher Education. Springer Open access (Forthcoming)



Generative AI tools for writing may not be the same!

What is distinctive about these new tools (for education), and what 
can we learn from past writing research?



Writing evaluation and feedback tools

Allen, L. K., Jacovina, M. E., & McNamara, D. S. (2016). 
Computer-Based Writing Instruction. Handbook for 
Writing Research

-> Automated essay scoring that 
matched human assessment
-> Timely, consistent feedback

Automated Writing Evaluation 
(AWE) tools

 Grammar
 Word usage
 Coherence
 Topic
 Rhetorical 

structures
 ……

EssayCritic

Glossar Writing-Pal

iWrite Grammarly

E-Rater

AcaWriter
Revision Assistant

EssayCritic
Writing-Pal

Criterion

(not an exhaustive list of tools/ features)

Research 
Writing Tutor



Question answering systems

Knowledge 
graphs

Ontology 



Intelligent tutoring systems

Writing strategy instruction and feedback from Writing Pal : Roscoe, R. D., & McNamara, D. S. (2013). Writing Pal: Feasibility of an intelligent wr  
strategy tutor in the high school classroom. Journal of Educational Psychology, 105(4), 1010.

Elsom-Cook, M. (1993). Student modelling in intelligent tutoring systems. Artificial Intelligence Review, 7, 227-240.

Learner 
models



Past writing support tools

-> Focus on particular features and functions (E.g. Grammar 
correction)

-> Are limited to a specific domain (E.g. Abstract writing feedback 
tuned for the genre, reflective writing etc.)

-> Require explainability and link to theoretical frameworks for 
useful feedback

Chat GPT is potentially transformative because it does everything within 
an integrated tool that is easy to access!



Writing theories

Writing to Learn    vs    Learning to Write



The process matters, and not just the end product of writing!

Flower, L.S., & Hayes, J.R. (1981). A Cognitive Process Theory of Writing. College 
Composition and Communication, 32, 365-387.



Critical engagement for Intelligence Augmentation (IA)

‘Automated feedback literacy’ and ‘critical 
engagement’ should be cultivated among 
students

Instead of getting de-skilled by the 
machine, educate them for what AI can't 
do for IA

Shibani, A., Knight, S., & Buckingham Shum, S. (2022). Questioning learning analytics? Cultivating critical engagement as student 
automated feedback literacy. In LAK22: 12th international learning analytics and knowledge conference (pp. 326-335).

Skagestad, P. (1993). Thinking with machines: Intelligence augmentation, evolutionary epistemology, and semiotic. Journal of Social and 
Evolutionary Systems, 16(2), 157-180.



Writing with the machine could become the future norm, but we 
don’t have enough empirical evidence… yet!

Lee, M., Liang, P., & Yang, Q. (2022, April). Coauthor: Designing a human-ai collaborative writing dataset for exploring language model 
capabilities. In Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (pp. 1-19).

Sample visualisation to study GPT co-authorship with 
writer (Shibani et al 2023, In submission)



Thoughts/ Questions?

ShibaniAntonett
https://antonetteshibani.com



Further reading
• Sharples, M. (2022). Automated essay writing: an AIED opinion. International Journal 

of Artificial Intelligence in Education, 32(4), 1119-1126.
• Allen, L. K., Jacovina, M. E., & McNamara, D. S. (2016). Computer-Based Writing 

Instruction. Handbook for Writing Research
• Gibson, A., & Shibani, A. (2022). Natural Language Processing-Writing Analytics. by 

Charles Lang, George Siemens, Alyssa Friend Wise, Dragan Gaševic, and Agathe
Merceron. 2nd ed. Vancouver, Canada: SoLAR, 96-104.

• Shibani, A., Knight, S., & Buckingham Shum, S. (2022). Questioning learning 
analytics? Cultivating critical engagement as student automated feedback literacy.
In LAK22: 12th international learning analytics and knowledge conference (pp. 326-
335).

• Podcast: https://www.gse.harvard.edu/news/23/02/harvard-edcast-educating-world-
artificial-intelligence

https://link.springer.com/article/10.1007/s40593-022-00300-7
https://files.eric.ed.gov/fulltext/ED586512.pdf
https://solaresearch.org/wp-content/uploads/hla22/HLA22_Chapter_10_Gibson.pdf
https://opus.lib.uts.edu.au/bitstream/10453/155227/3/2-s2.0-85126193409%20%20%20%20am.pdf
https://www.gse.harvard.edu/news/23/02/harvard-edcast-educating-world-artificial-intelligence


Q&A…



Open Q&A…
Future of Assessment?

• In your field, do you care more about equipping students to drive high performance 
Human-AI systems, or to be able to function without the tech? False dichotomy?

Future UX?

• If you’re working in Human-Computer Interaction, then there are many possibilities to 
move beyond a chat interface (engaging as it is) to other interaction paradigms. How do 
we study user interaction at scale?

UTS network?

• Do you want to dig deeper into the research foundations and opportunities on which 
we could build our use of GenAI? More meetups? A research-focused Team? 
Note : Connects with the AI Ethics research cluster (Contact: Heather Ford)

Your burning topic…
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