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Abstract—To monitor the thermal performance of the battery,
the surface temperature (ST) of the battery is normally directly
measured by temperature sensors. As the number of battery
cells or strings increases, the number of temperature sensors
increases proportionally. This increases the cost and reduces the
reliability of the battery systems. To solve this problem, this paper
introduces a method to accurately estimate the ST of lithium-ion
batteries using a recurrent neural network (RNN) with gated
recurrent unit (GRU). Firstly, this paper analyzes the battery ST
distribution theory and proves that it is a time-series task since
the present ST is conditioned on the previous state. Secondly, a
GRU-RNN model is adopted to estimate battery ST as this model
has the ability to automatically encode dependencies in time and
accurately estimate battery ST without using any physical battery
models or filters. Thirdly, an improved data normalization
method is proposed to enhance the estimation accuracy and
robustness. Fourthly, the proposed data normalization method is
incorporated into the stacked GRU-RNN to estimate the battery
ST from compulsory online signals. The proposed method is
verified with LiFePO4 using US06 and FUDS profiles under four
fixed ambient temperatures and with LiNiCoAIO2 using a mixed
dynamic profiles under a varying ambient temperature range
(from 10◦C to 25◦C). The estimation error using MAE is less
than 0.2◦C over the all fixed ambient temperature conditions,
and 0.42◦C over the varying ambient temperature condition.

Index Terms—Battery temperature estimation, lithium-ion bat-
tery, recurent neural network, gated recurrent unit

I. INTRODUCTION

TEMPERATURE monitoring is one of the most impor-
tant functions of the battery management system to

ensure particularly electro-thermal stability of batteries [1],
[2]. In general, the temperature measurement is used for three
conditions: stationary storage, charging, and discharging. To
achieve thermal monitoring, avoid over-heat issues, and update
temperature-dependent parameters, the battery temperature
needs to be monitored and controlled within an allowable tem-
perature range. Moreover, the lithium-ion battery is sensitive
to temperature variations, so it is necessary to update battery
parameters with the temperature change [3], [4]. For example,
the available battery capacity becomes smaller with decreasing
ambient temperature.

Typically, the battery surface temperature (ST) can be
directly measured by temperature sensors. Commonly used
temperature sensors for battery temperature measurement have
the thermal properties of Negative Temperature Coefficient
(NTC) (metal oxide) or Positive Temperature Coefficient
(PTC) (semiconductor type) [5]. The resistance of these types
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of sensors changes as a function of the temperature, and
its voltage drop across the sensor is an indicator of the
temperature. This type of sensors is relatively cheap, but they
exhibit nonlinear characteristic in high and low-temperature
regions. Moreover, digital interfaced sensors, which facilitates
the integration and communication with microprocessors and
controllers, are also common for temperature measurement.
However, the sensors installation, cabling, and signal acquisi-
tion will increase the cost and decrease the system reliability
as these additional components are also prone to failure [2].
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Fig. 1. Illustration diagram of the battery management system: signal
acquisition, battery modelling, and states estimation. (a) The conventional
signal acquisition system requires N voltage sensors, 1 current sensor, N
surface temperature sensor, and 1 ambient temperature sensor. (b) The work
adopting the proposed requires: N voltage sensors, 1 current sensor, and 1
ambient temperature sensor.

To overcome problems brought by sensors, some sensorless
battery temperature estimation methods have been proposed
[1], [2], [6], [7]. For example, an equivalent circuit-based
method has been proposed in [6]. In this method, a reduced-
order battery thermal circuit and a Kalman filter were adopted



to estimate the temperature. This method, however, requires 
the comprehensive pre-knowledge of the cell thermal char-
acteristics, thermal boundary conditions, and heat generation 
rates. Other typical methods, which use the electrochemical 
impedance spectroscopy of the battery to estimate the bat-
tery surface temperature, have been proposed [2], [7]. These 
methods utilized the relationship between the temperature and 
battery impedance, which can be obtained by injecting a small 
ac current to the battery and observing its corresponding 
voltage response. However, these methods usually require 
extra hardware design to measure battery impedance [8], [9].

As computing power and available data increases, the 
machine learning (ML)-based methods have since applied in 
battery systems. For example, ML-based strategies have been 
widely discussed in battery state of charge (SOC) estimation 
field [10]. A  b ack p ropagation ( BP) n eural n etwork [11], in 
which the measured battery current, terminal voltage, and 
ambient temperature are used as the input and the SOC as 
the output for SOC estimation task. As the SOC estimation 
is a typical time sequence task, recurrent neural network 
(RNN) has a special internal structure to process sequence 
tasks. Therefore, RNNs have been widely adopted for SOC 
estimation [12], [13]. Moreover, ML-based techniques have 
also been widely applied to estimate the state of health (SOH) 
and remaining useful lifetime (RUL) of the battery [14]. For 
example, Gaussian Process Regression and Support Vector 
Machine model-based approaches are proposed to estimate 
SOC and SOH [14].

Similar to the SOC estimation task, the ML-based method 
has offered an alternative solution for battery surface tempera-
ture estimation, as this method treats the battery as a black box 
and directly learns its internal dynamics through large amounts 
of datasets to establish the nonlinear relationship between the 
input signals and output signals. A sensorless ST estimation 
method using the traditional artificial n eural n etwork (ANN) 
has been proposed [1]. Nevertheless, there are three problems 
associated with this method. First, it is known that temperature 
a slow varying parameter. Therefore, the battery surface tem-
perature under the present time-step is conditioned based on its 
previous state. But the structure of the ANN lacks the ability to 
memorize previous information. Therefore, it needs the system 
to re-send previous battery operational data to present step for 
computation. It definitely i ncrease t he operational complexity 
and reduce the computational efficiency. T o o vercome this 
issue, a recurrent neural network (RNN) have been proposed 
to estimate the battery surface temperature [15]. However, 
this method lacks theoretical analysis about the connection 
between battery temperature distribution and neural network 
models.

To promote the application of sensorless techniques and 
overcome aforementioned issues in previous work [1], [6], the 
RNN should be adopted for battery ST estimation as RNN has 
the ability to make use of important historical information for 
the present state estimation. Nonetheless, the original RNN 
or so called simple RNN (SRNN) is incapable of capturing 
long-term dependencies due to the gradient vanishing or rare 
gradient explosion phenomenons during the back-propagation 
process [16]. More advanced structures have been proposed

to address this disadvantage of the SRNN, such as LSTM,
GRU and BiRNN [12], [16]. Among these advanced RNN
structures, the GRU unit, which was proposed by Kyunghyun
et al. in 2014 [17], shows its advantages that the GRU unit
not only can handle the long-term sequential dependencies but
also has a simpler internal structure [17].

This paper therefore proposes a sensorless battery ST es-
timation method using an GRU-RNN, as shown in Fig. 1. A
GRU-RNN is designed to estimate the battery ST, which is
based on the fact that the battery thermal model is a complex
and nonlinear system and the procedure of battery surface
temperature estimation is a time series task. As an enhanced
structure of RNN, the GRU-RNN not only can inherit the ad-
vantages of traditional RNN, but also can selectively memorize
the useful information and discard the redundant information.
Therefore, it can achieve a high estimation accuracy with a low
computational complexity. The main contributions and salient
features of this work are summarised as follows:

1) This paper firstly analyses the theoretical relationship
between the battery ST and RNN by proving that the
battery temperature distribution is a time series task.

2) A GRU-RNN, whose structure is simple and has advan-
tages in time series task processing, is first introduced
to estimate battery ST. And an improved input data
normalization method is proposed to cooperate with the
GRU-RNN network to enhance ST estimation accuracy
and robustness.

3) The proposed GRU-RNN network was trained and vali-
dated under dynamic driving profiles with various fixed
ambient temperature. To mostly mimic the real opera-
tional conditions of electric vehicles (EVs), it is eval-
uated by a combined driving profiles under a varying
temperature condition (from 10◦C to 25◦C). And the
experimental results revealed that the proposed network
can achieve a high accuracy in all conditions. Moreover,
a series of uncertainty analysis, which considered signal
sampled errors have been applied to the network, the
results shows that estimation error is 10% larger than
ideal condition.

After a brief introduction, Section II introduces the time-
series characteristics of battery temperature distribution. Sec-
tion III introduces the architecture of RNN , GRU cells,
and the GRU-RNN network with the proposed normaliza-
tion techniques. Section IV gives the specification of cells,
the experimental platform used for data acquisition, and the
experimental data pre-processing method. In Section V, the
performance of the proposed a GRU-RNN network is validated
on different fixed temperature conditions and a varing temper-
ature conditions. Finally, the conclusion is given in Section
VI.

II. BATTERY TEMPERATURE TIME-SERIES
CHARACTERISTIC ANALYSIS

A commonly adopted expression for the heat generation (Q)
in a lithium-ion battery is

Q = I (VB −OCV ) (1)
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Fig. 2. (a) Battery equivalent circuit electric model. (b) Battery equivalent
circuit thermal model.

which is a simplified equation proposed by Bernardi et al.
[18]. The term at the right side is the heat generated by the
ohmic resistance and charge transfer overpotential [6], which
have been represented as Rohmic and Zpolarization in Fig. 2(a).
Furthermore, I and VB are the current and terminal voltage
of the battery respectively, which can be directly measured
online by physical sensors. OCV , which is the open-circuit
voltage of the battery under an inner-equilibrium-state, has a
direct relationship with the battery SOC.

To simplify the thermal analysis, two assumptions should
be made: (a) the generated heat is uniformly distributed; (b)
the battery surface temperature is uniform. Fig. 2(b) shows a
simplified battery equivalent circuit thermal model, which can
be used to express the relationship between heat generation
and battery temperature.

Cc
dTc

dt
= Q− Tc − Ts

R cs

Cs
dTs

dt
=

Tc − Ts

R cs
− Ts − Ta

R sa

(2)

where Cc and Cs are the battery heat capacity of the core and
surface respectively, Tc and Ts are the battery temperature of
the core and surface, Ta is the ambient temperature, Rcs is
the core-to-surface resistance of the battery, and Rsa is the
surface-to-ambient resistance of the battery.

To better explain why the ST distribution is a time series
task, (1) and (2) are expressed as a state function of a
continuous time dynamic system.
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Based on above states equations, it can be observed that
the battery surface temperature of the next time-step (Ṫs)
is conditioned on its inherent chemical characteristics of the
battery (Cc, Cs, Rcs, and Rsa), heat generation and ambient
temperature (Q, and Ta,k), and the present surface temperature
(Ts). And the heat generation is calculated by the operational
current (I), battery terminal voltage (VB), and open circuit
voltage (OCV ). As SOC has a one-to-one correspondence
with OCV [19], and this correspondence can be expressed
as a nonlinear function. Thus, SOC can be used to represent
OCV for heat analysis. From the above analysis, it is clearly
that the battery ST is a typical time series task.

However, this simplified thermal model is used to describe
the time series characterises of the ST distribution. To achieve

a high temperature estimation, it is necessary to adopt numeri-
cal electrical-thermal models or a one-dimensional cylindrical
heat equation with a polynomial approximation [6].

III. RECURRENT NEURAL NETWORK ARCHITECTURE

RNNs, which are a type of supervised machine learning
models, are made of neurons with feedback loops [20]. The
feedback loops perform recurrent cycles over time or se-
quence, as shown in Fig. 3. The structure of RNNs enables
it to store and remember past signals for long time periods.
Moreover, RNNs can map an input to the output at the present
time-step and make prediction in the next time-step. Recently,
RNNs have been widely adopted in speech recognition, trans-
lation, and stock forecasting fields with promising results and
performance [21].

A. Architecture of A Simple Recurrent Neural Network

The hidden layer defines the historical information or mem-
ory, which is called hidden state (h), and update function is
given as:

ht = g1 (Whhht−1 +Whxxt + bh) (4)

yt = g2 (Wyhht + by) (5)

where Whh, Whx, Wyh are distinct weight matrix between
layers, bh and by are the bias parameter of the node, g1 and
g2 are activation functions, and yt is the output of the RNN
network.
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Fig. 3. Illustration diagram of SRNN principle: x is the input vector, h is the
hidden state, and y is the output vector

As point out by Benigo [22], the SRNN lacks the ability to
capture long-term dependencies during the back-propagation
process when the input sequence gets longer. An advanced
architecture, so called GRU unit, which not only inherits the
advantages in processing time-series task but also overcomes
its disadvantages for vanishing gradient phenomenon during
the back-propagation process is proposed.
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B. Architecture of A Recurrent Neural Network with Gated
Recurrent Unit

The architecture of a GRU cell is given in Fig. 4. For GRU-
RNN, the present ht is not directly calculated by the previous
hidden state ht−1 and the present input xt by a constant
equation. Instead, the GRU cell is formed by two gates, which
are reset gate and update gate, respectively. The update gate
(zt) is used to decide how much of past information should be
passed along to the future state. The reset gate (rt) is used to
decide how much of the past information should be discarded.
For a time-series dataset, the calculation procedures of GRU
are

zt = σ (Wxzxt +Uhzht−1 + bz) (6)

rt = σ (Wxrxt +Uhrht−1 + br) (7)

h̃t = tanh (W xcxt +Uhc (rt � ht−1) + bc) (8)

ht = (1− zt)� ht−1 + zt � h̃t (9)

where Wxz , Wxr, and Wxc are the weights between the
input layer and the update gate, reset gate, and candidate layer,
respectively; Uhz , Uhr, and Uhc are the weights between the
present time-step t and the previous time-step t−1; and bz ,
br, and bc are the biases of the update gate, reset gate, and
the candidate state in the GRU unit, respectively. Fig. 4 and
above equations show that σ function is used to compute the
gate activation, and tanh function is sued to compute the state
activation function. And they are defined as:

σ(x) =
1

1 + e−x
(10)

tanh(x) =
ex − e−x

ex + e−x
(11)

C. A Stacked GRU-RNN with Proposed Novel Normalization
Techniques

As aforementioned, the RNN model has advantages in
solving time series task as its structure can understand se-
quential dependencies. In particular, RNN with GRU unit
can selectively remember important information over time
to achieve a high accuracy and reduce the computational
complexity. Therefore, this paper presents a GRU-RNN model
for battery ST estimation. From (1)-(3), it is known that the

battery ST has a complicated relationship with battery current,
battery SOC, and ambient temperature. And all these signals
are compulsory signals for the battery management system, so
it can be directly used for ST estimation to reduce the cost
and improve the reliability of the battery sensing system.

In a GRU-RNN model, the first layer should be a sequence
input layer, in which the measured signals including battery
voltage, battery current, battery SOC, and ambient temperature
are formed into an input vector xt = [VB(t), I(t), SOC(t),
Ta(t)]. However, these input varaibles have largely different
numeric interval. For example, under a dynamic discharging
condition, the range of battery voltage is between 2.0 to 3.6
V (LiFePO4) or 2.5 to 4.2 V (LiNiMnCoO2). And the value
of battery current can be up to 6.8 A for a single Panasonic
NCR18650 cell. Differences in the scales across these input
variables may increase the difficulty of the ST being modeled.
To achieve a stable and fast learning process, the input columns
should be normalized within proper intervals before forming
into a input vector. In previous work, all input columns are
normalized by the same min-max normalization method to
estimate the output, such as SOC estimation [23]–[25]. How-
ever, by analysing the correlation of inputs and output, this
paper presents a hybrid normalization method, in which the
battery current is normalized between [-1, 1] by adopting (12),
the battery voltage and ambient temperature is normalized
between [0, 1] by adopting (13), and the battery SOC does
not need to be normalized due to its real value is from 0 to 1.

x′ =
2× (x− xmin)

xmax − xmin
− 1 (12)

x′ =
x− xmin

xmax − xmin
(13)

where xmin and xmax are the minimum and maximum values
of datasets, x is the present value.

The width of the input sequence layer is the same as the
dimension of the input vector (xt). Then, a following GRU
layer is used to learn the dependence on the information of
the previous ST (stored in ht−1) and the present input vector
(xt), as described in (6)-(9). Moreover, more GRU layers can
be stacked into a deep neural network for a better learning
process. Finally, a fully connected layer is adopted to achieve
a linear transformation on the hidden states to the output. This
process is done by the following equation:

T̂s,k = σ (Uyhht + by) (14)

where Uyh and by are weight matrix and biases of the fully
connected layer. The error between the GRU-RNN estimated
ST and the sensor measured is represented by the following
loss function, which is computed at the end of each forward
pass:

L =
N∑
t=0

1

2

(
Ts,t − T̂s,t

)2
(15)

where N is the length of the sequence, Ts,t, and T̂s,t are the
ground truth and estimated values of battery ST at time step
t.



IV. DESCRIPTION OF DATASETS

In this study, two publicly available datasets are utilized 
to evaluate the proposed GRU-RNN model. It should be 
mentioned that there is a review paper summarised and listed 
all well-known lithium-ion batteries testing datasets [26].The 
experimental samples are two types of cylindrical 18650 
lithium-ion cells, and their detailed specifications are given in 
Table I. In particular, the battery materials in the two datasets 
are different, so it can better verify the general adaptation of 
the GRU-RNN model. The experimental platform consists of 
a battery tester, a climate chamber and a PC with a testing 
software. To measure the surface temperature of the battery 
cell, a temperature sensor is mounted near the center of the 
cell surface using thermal paste and tape [23].

TABLE I
SPECIFICATIONS OF THE BATTERIES IN THE EXPERIMENT

Source Type Material Voltage/ V Capacity / Ah

Dataset1 A12318650 LiFePO4 2.0-3.6 1.1

Dataset2 Panasonic18650 LiNiCoAlO2 2.5-4.2 2.9
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Fig. 5. Illustration of two datasets: (a) FUDS drive cycle under 25◦C
in dataset1: Current, Voltage, SOC and Surface Temperature (b) dataset2:
Current, Voltage, SOC, Ambient Temperature, and Surface Temperature

The first dataset was collected from the Center for Ad-
vanced Life Cycle Engineering (CALCE) of the University

of Maryland [23]. The practical driving scenarios of EVs
are uncertain and complicated. To mostly mimic real oper-
ational conditions, two practical driving profiles are applied
on batteries for testing: the Federal Urban Driving Schedule
(FUDS) and the US06 Highway Driving Schedule [23]. In
these tests, the battery cell is fully charged to 100% SOC
at 3.6 V. And the specific dynamic profile is applied to the
battery cell until reaching the batteries’ cut-off voltage (2.0
V) over several cycles. Since the performance of the battery is
highly influenced by the environmental temperature [23], it is
necessary to repeat the experiment under a wide range ambient
temperature conditions (−10◦C, 0◦C, 25◦C, and 50◦C). To
provide an example, Fig. 5 plots the profiles of battery current,
battery terminal voltage, SOC, and battery surface temperature
with FUDS under 25◦C.

The second dataset was collected from the Univeristy of
Wsiconsin-Madison [12]. Since the dynamic estimation ability
under different fixed temperature has been verified by adopting
the first dataset. However, the performance of the proposed
GRU-RNN at a varing temperature condition remains problem.
Hence, in the second dataset, the battery cell is exposed to a
varing ambinet temperature from 10◦C to 25◦C. Similar to the
first dataset, the battery is fully charged by CCCV method,
then discharged by a combination of several driving profiles,
which are Urban Dynamometer Driving Schedule (UDDS),
Los Angeles 92 (LA92), Supplemental Federal Test Procedure
Driving Schedule (US06), and Highway Fuel Economy Driv-
ing Schedule (HWFET). Fig. 5(b) plots the profiles of battery
current, battery terminal voltage, SOC, ambient temperature,
and battery surface temperature.

To train the GRU-RNN model, a typical data preparation
method in machine learning field is adopted in this paper.
Specifically, 70% of experimental data are chosen to train the
neural network, and the 15% experimental data are used to
validate the accuracy of the trained network during the training
process. The aim of validation is to generate a feedback to up-
date model parameters. Once the model is successfully trained,
the reminding 15% data are used to test its estimation accuracy.
As aforementioned, the datasets should be normalized using
the proposed method before sending for the training process.

V. PROPOSED GRU-RNN MODEL EVALUATION

As aforementioned, the input vector fed into the improved
GRU-RNN is definded as xt = [VB(t), I(t), SOC(t), Ta(t)].
The output of the improved GRU-RNN model is the surface
temperature at time step t, which is expressed as T̂s,t. The
true value of surface temperature is measured by a sensor,
and it is expressed as Ts,t at time step t. The proposed model
accuracy can be evaluated by three criterion: root mean square
error (RMSE), mean absolute error (MAE). and max error
(MAXE), which are expressed as follows:

RMSE =

√√√√ 1

N

N∑
t=1

(
Ts,t − T̂s,t

)2
(16)

MAE =
1

N

N∑
t=1

∣∣∣Ts,t − T̂s,t

∣∣∣ (17)
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TABLE II
TEMPERATURE ESTIMATION RESULTS WITH THE PROPOSED GRU-RNN

Layer=1 Layer=2 Layer=3
Hidden Neurons Number 4 8 16 32 64 128 8 16 8 16

RMSE in ◦C 0.0963 0.0930 0.0932 0.0938 0.0935 0.0940 0.0880 0.0879 0.0877 0.0881
Normalized

Form 6.97% 6.72% 6.74% 6.78% 6.76% 6.79% 6.36% 6.33% 6.31% 6.37%

MAE in ◦C 0.0765 0.0732 0.0738 0.0746 0.0742 0.0748 0.0694 0.0697 0.0689 0.0693
Normalized

Form 5.53% 5.30% 5.34% 5.40% 5.37% 5.41% 5.01% 5.04% 4.93% 5.01%

MAXE in ◦C 0.395 0.401 0.392 0.391 0.397 0.388 0.3101 0.3035 0.3057 0.3113
Normalized

Form 28.6% 28.9% 28.5% 28.3% 28.4% 28.0% 22.4% 21.9% 22.1% 22.5%

Model Size KB 1.90 2.64 4.76 11.8 38.8 142 4.32 10.6 6.26 16.5

MAXE =Max
∣∣∣Ts,t − T̂s,t

∣∣∣ (18)

where N is the length of the dataset. The RMSE indicates the
robustness of the estimation, MEA and MAXE specify the
accuracy of the estimation.

Since the possible accuracy of the GRU-RNN is decided by
the setting of model parameters, so it is important to explore
different network settings to achieve the highest estimation
accuracy. For a GRU-RNN model, the basic parameters are the
number of layers and the number of hidden nodes per layer.
Some advanced settings are the mini-batch size, the drop-out
rate among layers, and the learning rate of the model training,
etc.

Some of the parameters during the training process are
initialized as follows:
* training epoch: 1000
* mini-batch size: 256
* learning rate dropout rare: 20% per 200 epoch
* gradient threshold: 1
* optimizer: Adam
* dropout layer: 0

All the training processes are run on a computer with a
single RTX 3090 GPU. The whole experimental flow-chat is
given in Fig.6.

A. ST Estimation at Different Fixed Ambient Temperature
Conditions

To establish the proposed GRU-RNN model, the size of
the input sequence layer and output layer are the same as the
dimension of the input vector and output data, which should
be four and one, respectively. However, when the battery is
operated under a fixed ambient temperature condition, namely,
Ta is a constant value, which can be neglected for model
training. Hence, the the dimension of the input sequence layer
is only three for this case. The number of hidden neurons
decides the ‘width’ of the model, the number of layers decides
the ‘depth’ of the model. So their numbers should be carefully
tuned by grid searching.

A GRU-RNN model, which has different hidden GRU
layers with different hidden neurons for each layer, is trained
and tested with the initialized parameters using FUDS profiles
under −10◦C, which belongs to dataset1. Multiple consecutive
powers of 2 are adopted to set the number of hidden neurons,
and it is a commonly adopted neuron setting method [27].
The experimental results are given by Table II. When the
GRU-RNN network has one layer, the RMSE is improved
from 0.0963◦C with 4 nodes to 0.0930◦C with 8 nodes.
Subsequently, the estimated accuracy gradually declines to
0.0940◦C with 128 nodes. When the GRU-RNN model has
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Fig. 7. Temperature estimation with GRU-RNN network with the proposed
normalization method under different different loading profiles and tempera-
ture from: (a) US06 at −10◦C; (b) FUSA at −10◦C; (c) US06 at 0◦C; (d)
FUDS at 0◦C; (e) US06 at 25◦C; (f) FUDS at 25◦C; (g) US06 at 50◦C; (h)
FUDS at 50◦C;

only one hidden layer, the highest accuracy is achieved by
the layers with 8 and 16 hidden neurons. Then, more layers
with 8 and 16 nodes are constructed to a stacked GRU-RNN
model. The final results show that the GRU-RNN model has
3 hidden layers with 8 hidden neurons (“8-8-8”) has the best
estimation performance, which is evaluated by RMSE, MAE,
and MAXE, respectively. Moreover, the model size of the well
trained GRU-RNN is only 6.26 KB, which is easily to be
embedded to the chip for online computation.

The aforementioned experiments indicate that the stacked
GRU-RNN with few hidden layers and few hidden neurons
can perform accurate ST estimation. The reason is that the
dimension of the input vector is small, so few hidden neurons
are enough to capture the nonlinear characterises inside the
battery. Otherwise, the model tends to be over-fitting with too
many hidden layer or hidden neurons. Moreover, it is known
that Long-short term memory (LSTM)-RNN is also widely
used to process the time-series tasks. It is also necessary to
compare the performance of the proposed GRU-RNN and
LSTM-RNN in processing battery ST estimation. And the
experimental results are given in Table III. Therefore, the

TABLE III
COMPARISON OF LSTM-RNN AND GRU-RNN WITH FUDS UNDER

-10◦C CONDITION

Item LSTM-RNN1 LSTM-RNN2 GRU-RNN1 GRU-RNN2
MEA◦C 0.0714 0.0691 0.0740 0.0689

RMSE◦C 0.0926 0.0891 0.0883 0.0877
MAXE◦C 0.3141 0.2703 0.2725 0.3057

Size 7.71KB 7.70KB 6.25KB 6.26KB
Training Time 4mins58s 5mins7s 5mins3s 5mins3s
Testing Time 0.092s 0.0689s 0.0543s 0.0433s

LSTM-RNN1 and GRU-RNN1 are the “8-8-8” models with the normal normalization
method
LSTM-RNN2 and GRU-RNN2 are the “8-8-8” models with the hybrid normalization
method

TABLE IV
ST ESTIMATION RESULTS WITH THE GRU-RNN USING THE PROPOSED

NORMALIZATION TECHNIQUES AND CONVENTIONAL TECHNIQUES

Profiles US06 FUDS
Model Method 1 Method 2 Method 1 Method 2

MAE(◦C) 0.1218 0.1251 0.0689 0.0740
-10◦C RMSE(◦C) 0.1550 0.1581 0.0877 0.0883

MAXE(◦C) 0.4398 0.4480 0.3057 0.2725
MAE(◦C) 0.1220 0.1237 0.2039 0.2127

0◦C RMSE(◦C) 0.1580 0.1589 0.2506 0.2607
MAXE(◦C) 0.5993 0.6452 0.7385 0.8737
MAE(◦C) 0.0661 0.0681 0.1397 0.1442

25◦C RMSE(◦C) 0.0835 0.0859 0.1737 0.1759
MAXE(◦C) 0.2605 0.3423 0.4635 0.4950
MAE(◦C) 0.1057 0.1103 0.1411 0.1414

50◦C RMSE(◦C) 0.1339 0.1348 0.1828 0.1829
MAXE(◦C) 0.4469 0.4479 0.6422 0.6514

Method 2 (reference normalization method) is present in [23], [25]

“8-8-8” GRU-RNN structure with the proposed normalization
method is adopted for the following experiment.

Since ambient temperature has a significant influence on
ST estimation, the proposed GRU-RNN network should be
verified under different fixed ambient temperature conditions.
Fig.7 and Table III show the measured, estimated temperature
and the estimation error with US06 and FUDS loading profiles
under −10◦C, 0◦C, 25◦C and 50◦C ambient temperature
conditions, respectively. The results in Fig.7 and Table IV
show that the proposed network has a better performance in
US06 operational profile. Moreover, the experimental results
also show that the estimation errors are higher at low temper-
ature conditions. And this result can be explained from the
theoretical perspective, the uniformity of the battery surface
temperature will deteriorate under low temperature conditions.
For comparison, the “8-8-8” GRU-RNN structure with other
normalization method in [23], [25] are also be given in Table
IV. To gain a better visualization, Fig. 8 plots the comparison
results, which clearly show that the proposed method performs
more accurately and robustly than other normalization method.
For example. the MAE of the proposed method (method 1) and
reference method (method 2) testing by US06 under 0◦C is
0.1220 and 0.1237, respectively.



TABLE V
UNCERTAINTY ANALYSIS OF THE GRU-RNN NETWORK WITH FUDS

UNDER C

Source Uncertanty MEA◦C RMSE◦C MAXE◦C
Current 2% (10A) 0.0705 0.0885 0.3219
Voltage 2% (5V) 0.0783 0.0984 0.3468

SOC Accumulated to 5% 0.0726 0.0928 0.3320
Reference 0 0.0689 0.9877 0.3057

(a)

(b)

Fig. 8. The comparison of ST estimation results for Method 1 and Method 2

B. ST Estimation at A Varying Ambient Temperature Condi-
tion

However, battery-powered EVs are operated under a contin-
uous temperature changing condition in real situation. Some-
times, EVs can undergo ambient temperature changes of more
than 10◦C in one day. Therefore, the GRU-RNN network is
necessary to be trained and tested under a varying ambient
temperature condition, which refers to the dataset2 (from 10◦C
to 25◦C). Moreover, the materials of the sample used in dataset
2 is LiNiCoAIO2, which is different from dataset1 (LiFePO4).
Therefore, this experiment not only validates the effectiveness
of the proposed GRU-RNN model in a varying temperature
environment, but also tests its adaptation ability with different
battery materials.

The description of dataset 2 is given in Section IV. The
estimation performance of the GRU-RNN with the proposed
normalization techniques is shown in Fig.9. The RMSE, MAE
and MAX achieved on the dataset2 of the method 1(with
the proposed normalization method) are 0.5459◦C, 0.4262◦C,
and 2.5925◦C, respectively. For comparison, the GRU-RNN
network with the traditional normalization method also be
given. The RMSE, MAE and MAX achieved on the dataset2

Fig. 9. GRU-RNN network with the proposed normalization method and the
reference method are validated under dataset 2 which is operated in a varing
ambient temperature condition (from 10◦C to 25◦C)

of the reference method 2 are 0.7411◦C, 0.5676◦C, and
3.2463◦C, respectively.The results show that the proposed has
better performance than the reference method in all compared
criteria. However, the GRU-RNN in varing temperature con-
dition shows fluctuations. Especially, the estimation errors are
heavily fluctuated at the end of the operation.

C. Uncertainty Analysis

The inputs current, voltage, ambient temperature are mea-
sured by physical sensors, The SOC is estimated using these
parameters, and SOC estimation is coupled with the tem-
perature. Therefore, it is important to explore the influence
of signal measurement errors and SOC estimation errors on
ST estimation. Table IV presents an uncertainty analysis of
the proposed GRU-RNN network with FUDS under C, the
2% sensor range measurement error is imposed to measured
current and voltage, an accumulated error (reaching to 5%) is
added to estimated SOC. After adding errors, the estimation
accuracy are reduced in all situation, and the 2% uncertainty
in voltage measurement has the lowest accuracy in MAE and
MAXE.

VI. CONCLUSION

This paper proposes a battery surface temperature estima-
tion method by using a GRU-RNN network with an enhanced
normalization method. The network takes current, terminal
voltage, ambient temperature, and SOC as input parameters,
and the surface temperature as the output. There are three con-
tributions to this work. First, this paper provides the theoretical
analysis about the battery surface temperature distribution that
it indeed is a typical time (sequence) task, and analyzes the
relationship between the surface temperature distribution and
RNN. Second, the proposed GRU-RNN network with the
enhanced normalization techniques has shown its good perfor-
mance and generalization ability for different fixed ambient



TABLE VI
COMPARISON OF ST ESTIMATION RESULTS FOR DIFFERENT WORKS

Work Fixed Ambient Temperatures Varing Ambient Temperature Dynamic Loading Profiles Different Sample Materials Error

ANN network[1] 25 %
%

Constant discharging
CCCT dharging

!
Nickel-metal hydrid (NiMH)

Nicker-cadmium (NiCd)
Li-ion

<-0.02◦C RMSE
<0.009◦C RMSE
<0.006◦C RMSE

LSTM-RNN network[7] -20◦C,-10◦C,0◦C,10◦C,25◦C
!

-10◦C to 25◦C
10◦C to 25◦C

!
Combination of UDDS, LA92,

US06, HWFET

%
LiNaCo

<3◦C RMSE (fixed )
<2◦C RMSE (varing)

Impedance Measurement with
Kalman Filter[3] 8◦C % !

Artemis HEV drive cycle
%

LiFePO4
<1.24◦C RMSE

ANN+extend Kalman Filter [28] 25◦C,40◦C % !
Pulse discharge

%
Li-ion

<0.20◦C MAE

Proposed GRU-RNN network
with an enhanced normalization techniques -10◦C, 0◦C, 25◦C, 50◦C !

10 to 25◦C

!
FUDS, US06

Combination of UDDS, LA92,
US06, HWFET

!
LiFePO4
LiNaCo

<0.20 ◦ C MAE (fixed)
<0.42◦ C MAE (varying)

temperature conditions, varying ambient temperature condi-
tion, different chemical materials, and different drive cycles.
The proposed GRU-RNN network shows its competitiveness
when compared to other methods, as shown in Table VI. Third,
an uncertainty analysis is conducted to evaluate the stability
and applicability of the proposed GRU-RNN network.

Compared with the traditional model-filter combined
method, which requires comprehensive knowledge of the bat-
tery characterises and finite-element [6], the proposed method
is data-driven and model-free. Moreover, the complication
numerical electro-thermal models need a high computational
ability, which makes it hard to be implemented online. The
machine learning based methods do not require deep under-
stands of chemistry and physics. The model size is acceptable
for online computation, and the size can be further reduced
by adopting model pruning and quantization techniques [29].
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