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IRS-Assisted Downlink and Uplink NOMA in
Wireless Powered Communication Networks

Bin Lyu, Parisa Ramezani, Dinh Thai Hoang, and Abbas Jamalipour

Abstract—This paper studies the integration of the newly-
emerged intelligent reflecting surface (IRS) technology into non-
orthogonal multiple access (NOMA)-based wireless powered
communication networks (WPCNs). We consider two WPCNs
which communicate with a common hybrid access point (HAP),
where there exists two types of devices in each WPCN, namely
information receiving device (IRD) and harvest-then-transmit
device (HTTD). Downlink communication from the HAP to
IRDs, downlink energy transfer (ET) from the HAP to HTTDs,
and uplink information transmission from the HTTDs to the
HAP are assisted by two IRSs, one in each WPCN. Under
this setup, we propose efficient algorithms to optimize reflection
coefficients, beamforming vectors, and resource allocation for the
sake of uplink sum-rate maximization, taking into account the
minimum rate requirement at the IRDs. Numerical results show
the considerable performance gain of the proposed NOMA-based
scheme as compared to the conventional orthogonal multiple
access (OMA)-based counterpart.

Index Terms—Wireless powered communication network, non-
orthogonal multiple access, intelligent reflecting surface.

I. INTRODUCTION

Intelligent reflecting surface (IRS) has recently come on
the scene as a means to control the behavior of wireless
channels, which can electronically modify the phase and
amplitude of the incident signals and reflect them in the desired
direction [1]. This ground-breaking technology has lately been
studied by many researchers and proved to offer significant
performance gains for the existing wireless communication
networks [2], [3]. Although foreseen as a key enabler of 6G
wireless systems, IRS cannot be a game-changer on its own.
This paradigm needs to be studied in combination with other
technologies to be able to fulfill the promises of 6G [2].

Wireless powered communication network (WPCN) has
gained much interest in the past decade as the key technology
for facilitating the realization of the Internet of Things (IoT)
[4]. However, WPCN suffers from low spectral efficiency
because the harvest-then-transmit devices (HTTDs) prefer to
use the time division multiple access (TDMA) protocol to
avoid interference. To address this issue, the integration of
WPCN and NOMA has been studied, which demonstrated
promising results for performance gain [5]. However, the
performance enhancement may still be limited due to the
low downlink energy transfer (ET) efficiency from the hybrid
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access point (HAP) to the HTTDs, which results in low uplink
information transmission (IT) rates. Inspired by its unique
properties, IRS has been recently employed in NOMA-based
WPCNs to further boost the performance of downlink ET and
uplink IT [6], [7]. However, these works assumed a single-
antenna HAP and ignored the performance enhancements that
can be achieved by the optimal design of active beamforming
at the HAP. More importantly, unlike what has been considered
in [5]–[7] and many other works on WPCNs, the operation
of the HAP should not be limited by downlink ET and
uplink information reception only. Instead, the downlink IT
to information receiving devices (IRDs) should be also taken
into consideration.

In this paper, we propose a novel framework for
IRS-empowered NOMA-based WPCNs, where two hybrid
WPCNs, each having one IRD, one HTTD and an IRS,
communicate with a common HAP. Specifically, the HAP
first performs simultaneous IT and ET in the downlink by
transmitting information signals via NOMA to the IRDs,
where the signals are also used by the HTTDs for energy
harvesting (EH). Each IRS is employed to assist both downlink
IT from the HAP to the IRD and downlink ET from the HAP
to the HTTD in its WPCN. Then, the HTTDs transmit their
information to the HAP using NOMA with the assistance
of IRSs. We investigate the uplink sum-rate maximization
problem under the minimum rate constraint at IRDs, energy
causality constraint at HTTDs, and maximum transmit power
constraint at the HAP. It should be noted that unlike [6],
[7], our formulated problem is more challenging to solve
due to the minimum rate constraint at the IRDs and joint
optimization of active and passive beamforming. We thus pro-
pose an alternating algorithm to solve the formulated problem
efficiently. In particular, we obtain the closed-form expression
for uplink amplitude reflection coefficients and phase shifts,
use the semidefinite relaxation (SDR) technique to optimize
the downlink reflection coefficients and active beamforming
vectors, and further discuss the properties of active beam-
forming. Numerical results show that our proposed scheme
significantly enhances the uplink sum-rate, while efficiently
meeting the downlink rate requirements.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider a joint downlink and
uplink IRS-assisted NOMA network, consisting of one near-
WPCN and one far-WPCN. Each WPCN comprises one IRD,
one HTDD, and one IRS with N reflecting elements. The HAP
has M antennas and devices have one single antenna each.
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Fig. 1. Joint downlink and uplink IRS-assisted NOMA network.

The HAP is embedded with sufficient energy supply, while
each HTTD is equipped with an EH circuit to harvest energy
from ET of the HAP.1 The direct links between devices and
the HAP are unavailable due to the blockages [8]. Thus, both
downlink and uplink communications in each WPCN can only
be performed through the corresponding IRS.

We consider a unit transmission block (or a time frame),
which is divided into two phases, i.e., downlink NOMA phase
and uplink NOMA phase. In the first phase, the HAP transmits
information signals to the IRDs in the downlink using NOMA.
The downlink transmitted signals of the HAP are also used
by the HTTDs for EH. In the second phase, the HTTDs
simultaneously transmit their own information signals to the
HAP in the uplink.

A. Downlink NOMA Phase
In the downlink NOMA phase with duration of 1 − β, the

HAP transmits superposition signals to the IRDs with the as-
sistance of their corresponding IRSs. Denote the superposition
signal as wnear,dsnear,d+wfar,dsfar,d , where wj,d is the transmit
beamforming vector for the IRD in j-WPCN ( j ∈ {near, far})
and sj,d is the unit-power signal to be sent to the j-IRD.
The downlink reflection matrix of the j-IRS is denoted by
Θj,d = diag{αj,d,1eiθ j,d,1, . . . , αj,d,N eiθ j,d,N } (with i denoting
the imaginary unit), where αj,d,n ∈ [0, 1] and θ j,d,n ∈ [0, 2π)
are the amplitude reflection coefficient and phase shift of the
n-th element in the downlink communication, respectively. The
received signal at the j-IRD is given by

yj,r = h
H
j,rΘj,dHj(wnear,dsnear,d +wfar,dsfar,d) + nj,r, (1)

where hH
j,r ∈ C

1×N is the channel from the IRS to the IRD in
the j-WPCN, Hj ∈ C

N×M is the channel from the HAP to the
j-IRS, and nj,d ∼ CN(0, σ2

j,d
) is the additive white Gaussian

noise (AWGN) at the j-IRD.
Without loss of generality, we assume the channel condition

between the HAP and near-IRD is better than that of the
HAP and far-IRD, and the successive interference cancellation
(SIC) is only applied in the near-WPCN to eliminate the
interference from the far-WPCN [8], [9]. This is a reasonable
assumption considering the effect of distance on channel
conditions. Hence, the IRD in the far-WPCN decodes its
signal directly and the corresponding SINR is expressed as

SINRfar =
|hH

far,rΘfar,dHfarwfar,d |
2

|hH
far,rΘfar,dHfarwnear,d |

2+σ2
far,r

.

1The IRDs are typically information receivers. However, they can also be
equipped with the EH circuit to harvest energy from receiving signals to
sustain their operations.

The IRD in the near-WPCN applies SIC to decode the
signal of the IRD in the far-WPCN first and then removes
the interference. The SINR to decode the signal of the
far-IRD in the near-WPCN is given by SINRnear→far =

|hH
near,rΘnear,dHnearwfar,d |

2

|hH
near,rΘnear,dHnearwnear,d |

2+σ2
near,r

. After that, the SNR of the IRD
in the near-WPCN to decode its own signal is expressed as
SNRnear =

|hH
near,rΘnear,dHnearwnear,d |

2

σ2
near,r

.
The achievable rates of the two IRDs can be expressed as

Rnear,d = (1 − β) log2(1 + SINRnear), (2)
Rfar,d = (1 − β) log2(1 +min{SINRnear→far, SINRfar}). (3)

The received signal at the HTTD in j-WPCN is given by

yj,h = h
H
j,hΘj,dHj(wnear,dsnear,d +wfar,dsfar,d) + nj,h, (4)

where hH
j,h
∈ C1×N is the channel from the IRS to the

HTTD in the j-WPCN and nj,h ∼ CN(0, σ2
j,h
) is the AWGN

at the j-HTTD. The received power at the HTTD in the
j-WPCN is thus given by Pj,h = |h

H
j,h
Θj,dHjwnear,d |

2 +

|hH
j,h
Θj,dHjwfar,d |

2. Note that the noise power is very small
for EH and can be neglected. To capture the EH charac-
teristics at the HTTDs, the practical two-piece linear EH
model [10] is considered, following which the harvested
energy by the HTTD in the j-WPCN is calculated as Ej,h =

min{ηPj,h, Psat}(1 − β), where η is the EH efficiency in the
linear regime and Psat denotes the saturation power, i.e.,
maximum harvestable power.

B. Uplink NOMA Phase
In the uplink NOMA phase with duration of β, the HTTDs

use their harvested energy to transmit signals to the HAP
simultaneously. Denote the transmit signal of HTTD in the
j-WPCN as

√
Pj,usj,u , where sj,u is the information-carrying

signal with unit power, Pj,u is the transmit power and satisfies
(Pj,u + Pc,u)β ≤ Ej,h, with Pc,u being the circuit power
consumption of the HTTDs.

Denote the uplink reflection matrix of the j-IRS as Θj,d =

diag{αj,u,1eiθ j,u,1, . . . , αj,u,N eiθ j,u,N }, where αj,u,n ∈ [0, 1]
and θ j,u,n ∈ [0, 2π) respectively represent the amplitude
reflection coefficient and phase shift of the n-th element
in the uplink communication. The received signal at the
HAP is expressed as yh = G

H
nearΘnear,ugnear,h

√
Pnear,usnear,u +

GH
farΘfar,ugfar,h

√
Pfar,usfar,u + nh, where GH

j ∈ C
M×N denotes

the channel from the j-IRS to the HAP, gj,h ∈ CN×1 denotes
the channel from the HTTD to the IRS in the j-WPCN, and
nh ∼ CN(0, σ2

h
) is the AWGN at the HAP. Similarly, we

assume that the channel condition between the HAP and near-
HTTD is better than that of the HAP and far-HTTD [6]. By
using the minimum mean square error (MMSE) detector, the
HAP first detects and decodes the signal from the near-HTTD.
Then, the HAP cancels the decoded signal from the received
signal and detects the far-HTTD’s signal. The uplink sum-rate
in the second phase is thus given by

R = β log2 det
(
IM + (Pnear,uḡnearḡ

H
near + Pfar,uḡfarḡ

H
far)/σ

2
h

)
(5)

where ḡj = GH
j Θj,ugj,h ∈ C

M×1.
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III. UPLINK SUM-RATE MAXIMIZATION

In this section, we aim to maximize the uplink sum-rate
under the QoS constraints at the IRDs. In particular, the
achievable rates at the IRDs should satisfy the constraints:
C1: Rnear,d ≥ Rnear, min and C2: Rfar,d ≥ Rfar,min, where Rnear,min
and Rfar,min are the minimum data rates required at the IRDs.
We also have the energy causality constraint at the HTTDs
as C3: (Pj,u + Pj,c)β ≤ Ej,h and the maximum transmit
power constraint at the HAP as C4: | |wnear,d | |

2 + | |wfar,d | |
2 ≤

Pmax. Other constraints about time and power allocation and
relfection coefficients are as follows: C5: 0 ≤ β ≤ 1,
C6: 0 ≤ αj,d,n ≤ 1, ∀n, C7: 0 ≤ θ j,d,n < 2π, ∀n,
C8: 0 ≤ αj,u,n ≤ 1, ∀n, C9: 0 ≤ θ j,u,n < 2π, ∀n, and
C10: Pj,u ≥ 0. Under these constraints, the optimization
problem is formulated as

max
w j,d,Pj,u,β,

αj,u,n,αj,d,n,θ j,u,n,θ j,d,n

R, s.t. C1 − C10.
(P1)

It is straightforward that P1 is a non-convex optimization
problem due to the coupled variables in the objective function
and constraints, and thus it is very difficult to obtain the
globally optimal solution by conventional convex optimizers.
In the following, we propose an efficient algorithm based
on block coordinate descent (BCD) to find the near-optimal
solution to P1.

Prior to solving P1, we first check its feasibility, i.e.,
whether the QoS constraints at the IRDs (i.e., C1 and C2) can
be met. It is straightforward to observe that P1 is feasible if
and only if its feasibility is guaranteed by ignoring the HTTDs,
i.e., letting β = 0. In this regard, we introduce an auxiliary
variable δ, and formulate the feasibility check problem as

min
w j,d,αj,d,n,θ j,d,n

δ,

s.t. C4, C6, C7,
Rnear,d + δ ≥ Rnear,min, Rfar,d + δ ≥ Rfar,min.

(P2)

Similar to P1, P2 is non-convex and can be solved by the
BCD based algorithm, the details of which will be elaborated
in the following subsections (see Algorithm 1 for details). If
the obtained δ is not greater than zero, the original problem,
i.e., P1, is feasible. In the following, we will explain the steps
for solving the uplink sum-rate maximization in our proposed
IRS-assisted NOMA-based network.

A. Uplink Reflection Optimization

Here, we aim to optimize the reflection coefficients of
IRSs in uplink IT, with other variables being fixed. To
this end, we propose a two-layer alternating optimization
framework. In the outer-layer loop, we iteratively optimize
the reflection coefficients of one IRS with the reflection
coefficients of the other IRS being fixed, while we have
two inner-layer loops, each for alternative optimization of
the individual reflection coefficients of the corresponding
IRS. Setting vj,u = [αj,u,1eiθ j,u,1, ..., αj,u,N eiθ j,u,N ]T , ψj =

GH
j diag(gj,h), and using the product rule of logarithms and

Sylvester’s determinant identity, the expression in (5) can be
rewritten as R = log2(1 + vHfar,uAfarvfar,u) + log2 det(IM +

Pnear
σ2
h

ψnearvnearv
H
nearψ

H
near), where Afar = CH

farCfar, Cfar =√
Pfar/σ

2
h
(IM +

Pnear
σ2
h

ψnearvnear,uv
H
near,uψ

H
near)

− 1
2ψfar.

Fixing vnear,u, the problem for finding the far-IRS reflection
coefficients is formulated as

max
αfar,u,n,θfar,u,n

Tr(vHfar,uAfarvfar,u), s.t. C8, C9. (P3)

We solve P3 by iteratively optimizing the reflection co-
efficient of each IRS element, given fixed values of other
reflection coefficients. Specifically, the problem for optimizing
the reflection coefficient of the n-th element of the far-IRS is
formulated as

max
αfar,u,n,θfar,u,n

Afar,n,nα
2
far,u,n + 2Re(bH

far,nαfar,u,neiθfar,u,n ),

s.t. C8, C9,
(P4)

where Afar,n,n is the n-th diagonal element of Afar, and bfar,n =∑N
m=1,m,n αfar,u,meiθfar,u,m Afar,m,n.

Proposition 1. Given {αfar,u,m, θfar,u,m}, ∀m , n, the optimal
amplitude reflection coefficient and phase shift of P4 are given
by α∗far,u,n = 1 and θ∗far,u,n = arg(bfar,n), where arg(x) denotes
the phase of x.

By sequentially optimizing αfar,u,n and θfar,u,n for n =
1, . . . , N in an iterative manner, we can finally find the near-
optimal solution to P3. We can then follow a similar procedure
for optimizing the reflection coefficients of the near-IRS, with
vfar,u being fixed.

From Proposition 1, we can observe that to achieve the
uplink maximum sum-rate, the IRSs should reflect all incident
signals to enhance the received power at the HAP. For M = 1,
the optimal uplink phase shift of the n-element of the j-IRS
is given by θ∗j,u,n = − arg(GH

j,n) − arg(gj,h,n), ∀n, where GH
j,n

is the n-th element of GH
j , gj,h,n is the n-th element of gj,h

B. Downlink Phase Shifts and Power Optimization

Now, we optimize the downlink reflection coefficients and
power allocation at the HTTDs for the given β, wj,d , and
vj,u . Setting vj,d = [αj,d,1eiθ j,d,1, ..., αj,d,N eiθ j,d,N ]H , and
introducing Vj,d = vj,dv

H
j,d

with Vj,d � 0 and rank(Vj,d) =

1. Let φnear,n,i = diag(hH
near,i)Hnearwnear,d , φnear, f ,i =

diag(hH
near,i)Hnearwfar,d , φfar,n,i = diag(hH

far,i)Hfarwnear,d , and
φfar, f ,i = diag(hH

far,i)Hfarwfar,d , where i ∈ {h, r}. Based on the
new variables, the constraints C1-C3 can be recast as

C9: Tr(Vnear,dφnear,n,rφ
H
near,n,r ) ≥ (2(Rnear,min/(1−β)) − 1)σ2

near,r,

C10: Tr(Vfar,dφfar, f ,rφ
H
far, f ,r ) ≥ (2

(Rfar,min/(1−β)) − 1)

× [Tr(Vfar,dφfar,n,rφ
H
far,n,r ) + σ

2
far,r ],

C11: Tr(Vnear,dφnear, f ,rφ
H
near, f ,r ) ≥ (2

Rfar,min/(1−β) − 1)
× [Tr(Vnear,dφnear,n,rφ

H
near,n,r ) + σ

2
near,r ],

C12: (Pnear,u + Pnear,c)β ≤ min{ηTr(Vnear,dφnear,n,hφ
H
near,n,h)

+ ηTr(Vnear,dφnear, f ,hφ
H
near, f ,h), Psat}(1 − β),

C13: (Pfar,u + Pfar,c)β ≤ min{ηTr(Vfar,dφfar,n,hφ
H
far,n,h)

+ ηTr(Vfar,dφfar, f ,hφ
H
far, f ,h), Psat}(1 − β).
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The optimal downlink reflection coefficients and power
allocation can be found by solving the following problem

max
V j,d,Pj,u

R,

s.t. C9 − C13, Vj,d,n,n ≤ 1, ∀n,

Vj,d � 0, rank(Vj,d) = 1.

(P5)

P5 is still non-convex due to the rank-one constraints. By
employing the SDR technique to relax the rank-one constraint,
P5 can be transformed into a convex semidefinite program-
ming (SDP) problem [11], which can be optimally solved by
convex solvers, e.g., CVX [12]. However, the solution obtained
by CVX may not satisfy the rank-one constraint, in which
case we can employ the Gaussian randomization technique to
construct a rank-one solution and finally extract vj,d .

C. Transmit Beamforming Optimization
We then optimize the transmit beamforming vectors for the

given β, vj,d , vj,u , and Pj,u . Letting Wj,d = wj,dw
H
j,d

, where
Wj,d � 0 and rank(Wj,d) = 1, h̄H

j,h
= hH

j,h
Θj,dHj , and h̄H

j,r =

hH
j,rΘj,dHj , the constraints C1-C4 can be rewritten as

C14: Tr(h̄near,r h̄
H
near,rWnear,d) ≥ (2Rnear,min/(1−β) − 1)σ2

near,r,

C15: Tr(h̄far,r h̄
H
far,rWfar,d) ≥

(2Rfar,min/(1−β) − 1)[Tr(h̄far,r h̄
H
far,rWnear,d) + σ

2
far,r ],

C16: Tr(h̄near,r h̄
H
near,rWfar,d) ≥

(2Rfar,min/(1−β) − 1)[Tr(h̄near,r h̄
H
near,rWnear,d) + σ

2
near,r ],

C17: (Pj,u + Pj,c)β ≤

min
{
η[Tr(h̄j,hh̄

H
j,hWnear,d) + Tr(h̄j,hh̄

H
j,hWfar,d)], Psat

}
(1 − β),

C18: Tr(Wnear,d) + Tr(Wfar,d) ≤ Pmax.

With the new constraints, P1 can be transformed into a
feasibility problem, which is given by

find Wj,d,

s.t. C14 − C18,
Wj,d � 0, rank(Wj,d) = 1, j ∈ {near, far}.

(P6)

Again, we can apply the SDR technique to remove the rank-
one constraint and use CVX to solve the relaxed problem
optimally. Denote the optimal solution to the relaxed problem
as W ∗

near,d and W ∗
far,d . According to Theorem 3.2 in [13],

W ∗
near,d and W ∗

far,d should satisfy the following constraint:

[rank(W ∗
near,d)]

2 + [rank(W ∗
far,d)]

2 ≤ 6. (6)

It is obvious that W ∗
near,d , 0 and W ∗

far,d , 0. Hence, we can
obtain that at least one of the transmit beamforming matrices
is rank-one, i.e., rank(W ∗

j,d
) = 1 and rank(W ∗

λ,j,d
) = 1or 2

[8]. If rank(W ∗
j,d
) = 1, we can use the SVD to achieve the

optimal transmit beamforming vector v∗
j,d

. Otherwise, we can
use Gaussian randomization method to construct a rank-one
solution with satisfying accuracy.

Under the condition that ηPj,h ≥ Psat, the constraint C17
can be simplified as (Pj,u +Pj,c)β ≤ Psat(1− β). For this case,
the constraint in (6) can be rewritten as

[rank(W ∗
near,d)]

2 + [rank(W ∗
far,d)]

2 ≤ 4, (7)

in which case both W ∗
near,d and W ∗

far,d are rank-one.
In addition, for the case without considering the QoS

constraints at the IRDs, we can obtain that Wnear,d = Wfar,d
and rank(Wj,d) = 1 [13].

Finally, we can find β by the one-dimensional search. In
summary, the steps for solving P1 are given in Algorithm 1.
As the objective function of P1 increases after each update
and is bounded from above, the convergence of the algorithm
is guaranteed.

Algorithm 1 The Algorithm for Solving P1.
1: Let β = 0. Initialize the step size ∆.
2: while β < 1 do
3: Check the feasibility of P1 by solving P2.
4: if P1 is feasible then
5: Initialize wj,d , vj,d , and Pj,u .
6: Initialize vnear,u and vfar,u .
7: repeat
8: repeat
9: Compute Afar.

10: repeat
11: Update αfar,u,n and θfar,u,n according to Proposi-

tion 1.
12: until the convergence is achieved.
13: Compute Anear.
14: repeat
15: Update αnear,u,n and θnear,u,n.
16: until the convergence is achieved.
17: until the convergence is achieved.
18: Update vj,d and Pj,u by solving P5 with fixed β, vj,u ,

and wj,d .
19: Update wj,d by solving P6 with fixed β, vj,u , vj,d , and

Pj,u .
20: until the convergence is achieved.
21: Obtain R(β).
22: else
23: Break the loop.
24: end if
25: β = β + ∆.
26: end while
27: Set β∗ = arg maxβ R, v∗j,u = vj,u(β

∗), v∗
j,d
= vj,d(β

∗), w∗
j,d
=

wj,d(β
∗), and P∗j,u = Pj,u(β

∗).

IV. NUMERICAL RESULTS

In this section, we further evaluate the system performance
by numerical results. The distances between the HAP and the
near-IRS and far-IRS, denoted by dnear and dfar, are set at
dnear = 2 m and dfar = 6 m, respectively. In each WPCN, the
HTTD and IRD are randomly and uniformly distributed within
a radius of 1 m centered at their IRSs. The large-scale fading
follows the model A(d)−ρ, where A is the path-loss at the
reference distance of 1 meter and set as A = −20 dB, ρ is the
path-loss exponent and set as 2.2, d is the distance between
two nodes. In addition, Rayleigh fading is used to model the
small-scale fading for all channels [7]. Other parameters are
given as follows: Rnear,min = 5 bits/Hz, Rfar,min = 2 bits/Hz,
Psat = 10 mW, Pmax = 20 dBm, Pj,c = 5 mW, M = 4,
N = 20, η = 0.8, σ2

h
= σj,r = −70 dBm. We compare

the performance of our proposed scheme with 1) the scheme
with random reflection coefficients for IRSs, 2) OMA-based
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Fig. 2. Sum-rate versus the HAP’s maximum
transmit power.
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Fig. 3. Sum-rate versus the number of each
IRS’s reflecting elements.

4 6 8 10 12

Distance between the HAP and far-IRS (m)

0

5

10

15

20

25

A
v
er

ag
e 

su
m

-r
at

e 
(b

it
s/

s/
H

z)

NOMA-Proposed

NOMA-Random reflection

OMA

Fig. 4. Sum-rate versus the distance of the far-IRS.

scheme, where TDMA is used for both uplink and downlink
IT.

In Fig. 2, we investigate the effect of the maximum transmit
power at the HAP on the average sum-rate. It is straightforward
that the average sum-rate increases with the increase of the
HAP’s maximum transmit power. The reason is that more
power can be harvested by the HTTDs and more time can
be allocated to the HTTDs for IT since the downlink NOMA
phase can be completed in shorter time. In addition, we can
find that the proposed scheme remarkably outperforms the
benchmarks. When Pmax ≥ 35 dBm, the average sum-rate
achieved by the proposed scheme tends to be saturated as the
harvested power at the HTTDs reaches the saturation limit.
When Pmax is small, the sum-rate achieved by the scheme with
random reflection is very low because with non-optimized IRS
reflection coefficients, most of the time is spent for meeting
the QoS constraints at the IRDs, leaving very limited time for
the uplink IT of the HTTDs. In addition, it may happen that
the QoS constraints at the IRDs cannot be met even if all the
time is allocated to the downlink phase.

Fig. 3 shows the effect of the number of reflecting elements
at each IRS on the average sum-rate. With the increase of
number of reflecting elements, the sum-rates of all schemes
improve, because more ET and IT links are provided between
the HAP and the HTTDs. Again, the figure demonstrates the
superior performance of the proposed scheme compared to
those of the benchmark schemes. For example, the average
sum-rate gap between the proposed NOMA-based scheme
and the OMA-based approach is 9.34 bits/s/Hz for N = 30.
The reason is that the NOMA-based scheme utilizes the
available resources more efficiently in both downlink and
uplink communications.

In Fig. 4, the impact of the distance between the HAP and
far-IRS on the average sum-rate is investigated. We can find
that increasing the distance reduces the sum-rate since more
time has to be expended to satisfy the QoS requirement of the
far-IRD. In addition, a longer distance reduces the efficiency of
downlink ET and uplink IT between the HAP and far-HTTD.

V. CONCLUSIONS

This paper has studied the integration of IRS with NOMA-
based WPCNs, in which downlink communications from the
HAP to IRDs and uplink communications from the HTTDs to

the HAP are fulfilled based on the NOMA technique and with
the help of IRS. The uplink sum-rate maximization problem
has been investigated by seeking the optimal design for the
IRS reflection coefficients, HAP transmit beamforming, users’
power allocation, and time allocation for downlink and uplink
transmissions, taking the QoS constraints at IRDs into consid-
eration. The efficiency of the proposed IRS-assisted NOMA-
based scheme has been validated via numerical simulations.
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