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Abstract: In this study, an integrated deep learning framework was developed for classifying the peri-
odontitis stages of each individual tooth using dental panoramic radiographs. Based on actual patient
panoramic radiographs data, the bone loss by periodontitis and cementoenamel junction boundaries
were detected, while the tooth number and tooth length were identified using data from AIHub, an
open database platform. The two factors were integrated to classify and to evaluate the periodontitis
staging on dental panoramic radiography. Periodontitis is classified into four stages based on the
criteria of the radiographic bone level, as suggested at the relevant international conference in 2017.
For the integrated deep learning framework developed in this study, the classification performance
was evaluated by comparing the results of dental specialists, which indicated that the integrated
framework had an accuracy of 0.929, with a recall and precision of 0.807 and 0.724, respectively, in
average across all four stages. The novel framework was thus shown to exhibit a relatively high
level of performance, and the findings in this study are expected to assist dental specialists with
detecting the periodontitis stage and subsequent effective treatment. A systematic application will be
developed in the future, to provide ancillary data for diagnosis and basic data for the treatment and
prevention of periodontal disease.

Keywords: periodontitis; deep learning; radiographic bone loss

1. Introduction

The 2019 statistics of the Healthcare Bigdata Hub of the Health Insurance Review
and Assessment Service in Korea reported that among high-frequency outpatient diseases,
gingivitis and periodontitis ranked first in both the number of patients and total cost of
health insurance payment. Periodontitis is regarded as a commonly occurring chronic
disease of the oral cavity without pain in the early stage; hence, the current awareness of
the importance of treatment is inadequate. The inadequate awareness results in patients
losing the critical treatment timing and consequently experiencing multiple loss of teeth
in senescence, which may pose difficulties upon food intake and threaten health during
senescence. Early treatment of periodontal disease allows for the maintenance of oral
health at little cost and with a simple treatment, although the progression to the loss of the
tooth demands expensive dentures or dental implantation. In addition, when an infectious
disease occurs due to periodontitis, long-term drug therapy and surgical treatment are re-
quired. Gingival disease begins with gingivitis and deteriorates into periodontitis. Regular
professional dental cleanings and proper oral care can help treat or even reverse gingivitis.
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Multiple scaling and root planing sessions are recommended in mild periodontitis. Even
mild periodontitis causes significant bone loss. Progressive periodontitis involves loose,
shifting teeth and painfully swollen gums, with or without abscess. Flap surgery is often
the first surgical intervention to treat extreme bone loss, and a graft may be necessary
to regenerate the underlying bone. The prevention and treatment of periodontal disease
have thus received increased emphasis. In various epidemiological investigations, peri-
odontal disease was found to be associated with diabetes, cerebrovascular disease, chronic
obstructive pulmonary disease, cardiovascular disease, chronic renal failure, and early or
premature birth. Thus, the prevention of periodontal disease is crucial not only for the
improvement of oral health, but for the treatment of systemic diseases as well.

The problems related to aging and the maintenance of health in senescence are in-
creasingly being emphasized worldwide. Periodontitis is the sixth-most-prevalent disease
in the world [1]. A critical symptom of periodontitis is the loss of alveolar bone, which
leads to the loss of a tooth, masticatory dysfunction, and an edentulous jaw [2]. The pe-
riodontitis stage is classified into four levels according to the severity, complexity, and
additional factors based on a new periodontitis criterion suggested by the World Workshop
on the Classification of Periodontal and PeriImplant Diseases and Conditions in 2017 [3].
Previously, clinical attachment loss was used in the assessment of periodontal disease,
although recently, the assessment has applied the radiographic bone level (RBL) measured
on radiographs [4,5]. In the use of dental radiographs for the diagnosis of periodontitis, the
parts that pose challenges in the visual examination are interpreted based on the clinical
experience of specialists. To resolve such issues, studies have applied deep learning models
in the diagnosis of dental caries on dental radiography [6]. A method of deep learning
known as the convolutional neural network (CNN) is being used in the classification and
detection of various diseases through biomedical image analysis [7]. The field of dentistry
has seen vast applications of the CNN in sophisticated clinical diagnosis, from the detection
and classification of a tooth to the diagnosis of dental caries [8–11]. Recent studies on a
hybrid deep learning framework were developed to automatically classify the stage of
periodontitis of individual teeth, while other studies have used a deep learning DeNTNet
technique to detect lesions and to identify the tooth number [12–16]. In light of these studies
and for a more systematic and reliable diagnosis of periodontal disease, designing and de-
veloping machine learning algorithms based on deep learning are critical to allow automatic
classification using dental radiographs and subsequent epidemiological diagnosis.

In this study, two algorithms based on deep learning were applied to dental panoramic
radiographs to classify the stages of periodontitis for each tooth of the corresponding
patient. The data of dental panoramic radiographs were obtained from Chungbuk National
University Hospital (CBNUH) and AIHub, an open platform database. Using the data, the
staging of periodontitis was classified using the deep learning algorithm, and the model’s
performance was evaluated.

2. Materials and Methods
2.1. Dataset
2.1.1. CBNUH Dataset

The dental panoramic radiographs used in this study were obtained from CBNUH and
AIHub, while the study was approved by the Institutional Review Board (CBNUH 2021-11-
011) and was conducted according to relevant guidelines and regulations. The panoramic
images from patients were produced using a dental panoramic X-ray device, PaX-i3D Smart
(Vatech, Seoul, South Korea), and a total of 100 images were obtained, among which, 87
were used in this study with the exclusion of those with missing values and invalid image
properties. The 87 images were expanded through various augmentations. From the dataset
containing 87 images, two different forms of ground truths were generated by a specialized
doctor, which were used for periodontal bone loss (PBL) and cementoenamel junction
(CEJ) boundary detection. Figure 1 shows a sample panoramic radiograph along with its
corresponding PBL mask and CEJ mask, which were generated by using CBNUH data.
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Figure 1. Original dataset, PBL mask, and CEJ mask.

2.1.2. AIHub Dataset

AIHub provides non-identified dental panoramic radiographs as a platform that holds
radiographs of various diseases. The obtained dental radiographs are the data of the tooth
and its vicinity with annotations to identify the tooth, missing tooth, dental prosthesis,
dental caries, and dental implants [17]. Among the open datasets provided by AIHub,
4010 panoramic radiographs were used in this study. All image data are provided with the
JSON label containing a list of pixel coordinates (x, y). These pixel coordinates represent
and distinguish each tooth that is located in the image. To detect the number of individual
teeth from the AIHub data, the YOLOv5 model was used. Each tooth was identified
through a combination of a panoramic radiograph and its corresponding JSON label. The
teeth were distinguished individually by different colors (Figure 2).
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2.2. Methods and Algorithm
2.2.1. Data Augmentation

A dataset is a core component of machine learning, which means having a good and
sufficient dataset could help in building an efficient model. To build U-Net models in our
research for detecting the PBL and CEJ boundaries, only 87 panoramic radiographs were
available. This number of datasets is too small and could lead to an overfit model. To solve
this problem, we applied data augmentation on all 87 images to increase the number of
data. Two main data augmentation techniques were applied, including “Flipping” and
“Rotation”. The final dataset size after data augmentation was 1044 images. The flipping
technique allows one to stretch the 87 original images to 348 images (87 × 4). We applied
three types of flips (horizontal, vertical, and both horizontal and vertical). The rotation
technique was also applied to the original images. This technique allows growing the
dataset size from 87 to 783 images (87 × 9). Rotation was applied at eight angles: 30◦, 60◦,
90◦, 120◦, 150◦, 210◦, 240◦, and 270◦.

2.2.2. Deep Learning Algorithm

In this study, we conducted an experiment with two main deep learning algorithms,
which are U-Net and YOLOv5. These two algorithms were used for different purposes,
which ended up being integrated together to build the final deep learning framework.

U-Net: a supervised machine learning model that is specifically applied in biomedical
image segmentation among the methods to perceive and to classify objects. This model
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performs the classification through pixel-based segmentation of the image, and its archi-
tecture was designed to work well with biomedical images such as dental, brain, or chest
X-rays [18]. U-Net was built on a fully convolution network (FCN), and the FCN structure
is modified toward more accurate segmentation even in the presence of a small quantity of
data. U-Net is a U-shaped architecture that can classify an object per pixel by extracting
semantic data from a wide range of image pixels. To ensure the learning leads to a reliable
differentiation of proximate objects in terms of their boundary, the weighted loss is pro-
vided. The U-Net structure is divided into three parts; contracting path, expanding path,
and bottleneck part. Two deep learning models were built using this architecture, which
were used to detect the boundary of PBL and CEJ separately. These U-Net models were
trained separately for 30 epochs with a batch size of 16 for each model.

YOLOv5: a PyTorch-based implementation as a complex-scale object detection super-
vised model trained using the original COCO dataset. There are several versions of the
YOLO architecture, but we decided to conduct our experiment with the last version in
this study. The reason we chose YOLOv5 is that it is 90% lighter than the fourth version.
It is also proven to be very fast during training, yielding good results. In this study, we
wanted to classify the stages of periodontal disease for each tooth. Therefore, it is a must
for our framework to be able to detect and classify the tooth number in the panoramic
radiographs. We used YOLOv5 to detect tooth objects and to classify them into different
numbers according to the teeth numbering system [19–21]. With the detected tooth number,
we integrated it with the boundaries that were detected using U-Net to decide the stage of
periodontal disease for that tooth.

2.2.3. Model Evaluation Metrics

Our proposed integrated model is the combination of two different deep learning
algorithms, including U-Net and YOLOv5. Normally, for each model, different evaluation
metrics are used to interpret its performance. Only the accuracy and loss values during
training and validating are presented in the results for U-Net models. For the YOLOv5
model, there are different kinds of evaluation metrics, such as average precision (AP), mean
average precision (mAP), etc. However, overall, we wanted to focus on the periodontitis
stage classification, so we decided to present a few well-known evaluation metrics for the
classification model. These evaluation metrics may be easier to interpret and understand
for most readers.

For the performance evaluation, the confusion matrix was used, and the accuracy,
precision, recall, and F1-score as the common indicators of classification analysis were used.
The formula for each indicator is as follows [22]:

Accuracy = (TP + TN)/(TP + FN + TN + FP)

Recall = TP/(FN + TP)

Precision = TP/(FP + TP)

F1-Score = (2 × Precision × Recall)/(Precision + Recall)

3. Experiments and Results

The experiments were conducted using the Python Library 3.9.10 and TensorFlow, Py-
Torch, Keras, OpenCV, Numpy, Pillow, and Matplotlib libraries. Figure 3 depicts the entire
process of the use of deep learning algorithms to classify and to evaluate the periodontal
stage. The PBL and CEJ boundaries on the CBNUH image data were detected using U-Net
models. The tooth number and tooth length of the AIHub data were identified using the
YOLOv5 model. By integrating these model’s results, the stage of periodontal disease on
the dental panoramic radiographs was classified and evaluated.
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3.1. Experimental Flow

The research started by collecting panoramic radiograph datasets from two main
data sources, including CBNUH and AIHub, which contain 87 and 1044 valid images,
respectively. Data augmentation was applied to only the CBNUH dataset due to having a
small amount of data. Furthermore, this dataset was used to generate two types of masks,
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which are PBL and CEJ masks, which acted as the training input for the two U-Net models.
The purpose of these models is semantic segmentation, which is to detect the boundary of
the PBL and CEJ area on the panoramic radiograph. At the same time, the dataset from
AIHub was combined with its corresponding JSON label to create a required format for
training the YOLOv5 model. The purpose of this YOLOv5 model is to detect and assign
a number to each individual tooth that exists in the panoramic radiograph, as well as to
calculate the length of that tooth. To this step, we had three models, which were two U-Net
models and a YOLOv5 model. From these three models’ results, a periodontal disease stage
for each tooth was classified with the following steps:

• Get the intersection of the PBL’s upper side and the tooth’s middle axis.
• Get the intersection of the CEJ’s upper side and the tooth’s middle axis.
• Calculate the length from those two intersections (known as the RBL length).
• Calculate the RBL percentage from the RBL length and tooth root.

With this percentage of RBL, we can classify periodontal stages, which will be detailed
in Section 3.3.

3.2. PBL and CEJ Boundary Detection through U-Net

Figures 4 and 5 show the prediction accuracy of the PBL and CEJ boundaries estimated
by U-Net after data augmentation. The PBL and CEJ boundaries were detected using this
model architecture, while for both PBL and CEJ, the U-Net model was trained for 30 epochs
at a batch size of 16. Table 1 shows the U-Net model accuracy for PBL and CEJ, where the
accuracy is slightly higher for CEJ.
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Table 1. Predictive accuracy and loss of PBL and CEJ using U-Net.

Accuracy Loss Validation Accuracy Validation Loss

PBL 0.9856 0.0132 0.9813 0.0306

CEJ 0.9891 0.0096 0.9864 0.0213

3.3. Tooth Identification through YOLOv5

For integrating the AIHub and CBNUH data, the following procedures were per-
formed: First, the varying image sizes of these data were adjusted to the standard size.
As the AIHub data are in the JSON format containing the pixel coordinates (x, y) and the
CBNUH data are in the csv format of YOLOv5, the integration required conversion to the
YOLOv5 annotation format, the result of which is presented in Figure 6.
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To calculate the tooth number and tooth length, the YOLOv5 algorithm was used. As
shown in Figure 7, each tooth was numbered, and through the semantic segmentation of
each tooth, instance segmentation was performed. Assuming the image height at 100 mm,
the tooth length was converted and then calculated as shown in Figure 8.
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Using the YOLOv5 algorithm, a model was built for the identification of the tooth
number and tooth length for the AIHub data. For the detection of the PBL and CEJ on the
CBNUH data through U-Net, the semantic segmentation to define the category of each
pixel was performed. After integrating the models, the stage of each tooth was classified
based on the lengths of the PBL and CEJ and tooth length.

3.4. Determination of Tooth Stage through U-Net and YOLOv5 Integration
Classification of the PBL by Percentage Rate Analysis

To detect the PBL and CEJ boundaries, a model of U-Net was developed, and to detect
the individual tooth number, a model of YOLOv5 was used; then, an integrated model was
built. To classify the periodontitis stage, the PBL and CEJ boundaries were detected via
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U-Net, and the two intersections were used to calculate the lengths of the PBL and CEJ and
intersections for the tooth (Figures 9 and 10). The ratio of the RBL to the tooth was defined
as the ratio of the PBL and CEJ intersection lengths. Based on the criteria of the 2017 World
Workshop, the level of alveolar bone loss was automatically classified such that the stage
of periodontitis could be identified. For periodontitis staging, an RBL of <15% indicates
S1, an RBL of 15%~33% indicates S2, and an RBL of ≥33% indicates S3; S4 corresponds to
cases where the sum of tooth loss and implant is ≥4 in identical conditions as S3. Using
these criteria, the stage of each tooth was detected, and the result is shown in Figure 11.
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The performance of the integrated deep learning model was evaluated upon compar-
ison with the results of dental specialists. The comparative analysis applied the data of
stage classification by specialists as 10 test datasets to the integrated model developed in
this study based on U-Net and YOLOv5 for the identification of the stage of periodontitis.
From these 10 panoramic radiographs, dental specialists extracted 140 tooth objects and
evaluated them one by one before comparing them with the predictions of our framework.
The distribution of the test dataset is mostly on the maxillary molar side in stage 2, and
stage 1 shows the highest frequency in the rest of the test dataset. Specifically, if you look at
the distribution of 140 objects in the test dataset, it is as follows. Stage 1 shows 97 objects;
stage 2 has 34; stage 3 has 8; stage 4 has 1; so, the data imbalance is very severe. These
issues should be addressed through additional data collection in the future. The test dataset
was used to evaluate the proposed framework, and the results are presented in Table 2.

Table 2. Summary of test dataset and framework prediction results.

Stage Stage Count of Test Dataset Stage Count of Prediction

1 97 101

2 34 31

3 8 4

4 1 4

The accuracy of the integrated model was 0.928; the recall, precision, and F1-score are
presented in Table 3. The result showed that the mean recall, precision, and F1-score were
the highest for S1, while the higher values of precision and F1-score indicated the lower
stages. In addition, the recall indicated a high level of accuracy for S1 and S4.



Appl. Sci. 2022, 12, 8500 11 of 13

Table 3. Evaluation of the proposed framework for classifying periodontitis stages for each tooth.

Stage Recall (95% CI) Precision (95% CI) F1-Score (95% CI)

1 1.000 (1.000–1.000) 0.962 (0.948–0.975) 0.979 (0.97–0.989)

2 0.857 (0.85–0.862) 0.941 (0.924–0.957) 0.897 (0.886–0.907)

3 0.374 (0.364–0.384) 0.772 (0.753–0.79) 0.504 (0.483–0.525)

4 1.000 (1.000–1.000) 0.253 (0.241–0.265) 0.404 (0.388–0.419)

Mean 0.805 (0.799–0.811) 0.732 (0.716–0.745) 0.696 (0.681–0.709)

4. Discussion

Since the initial treatment of periodontitis is different from the treatment after it
has progressed, it is important to accurately understand the progress of periodontitis.
Stages can determine the progression of different periodontitis for each tooth in the same
patient. Bone loss on radiographs is also fundamental in explaining the exacerbation of the
disease [23]. In a recent study, periodontitis was classified based on the criteria proposed
by the Periodontal Society. Manually measuring the RBL of all teeth for stage classification
of periodontitis is time consuming and reduces the accuracy of the diagnosis. Therefore,
an automatic method to evaluate the RBL more quickly and accurately in the panoramic
image is an important part in the diagnosis of periodontitis stage. In this study, an overall
framework for automatically classifying periodontitis stages in a dental panoramic image
was developed according to the criteria proposed by the 2017 World Workshop. Deep
learning was used to detect the PBL, CEL, and teeth in panoramic images and classify
periodontitis stages. Because the PBL and CEJ are macroscopically different in the study,
the degree of progression can be recognized quickly and accurately. Since it is possible to
identify each tooth, it is possible to macroscopically check periodontitis that has intensified
for each tooth even in the same patient. However, there is a difficulty in preprocessing the
raw data. In this work, a person trained by a dentist marked the PBL and CEJ, verified
it with a dentist, and used it as target data. The task of displaying the PBL and CEJ
data collected through the IRB is difficult and takes much time. To solve this problem,
we increased the data through data augmentation, integrated the data using the AIHub
dataset, and analyzed it using deep learning technology. Automating data preprocessing
tasks will be carried out through future research. In addition, it will help diagnose and
treat periodontitis in the future by developing a generalized model for analyzing image
data related to periodontitis and making the stage classification of periodontitis easy to use
in all dental hospitals through app development.

5. Conclusions

In this study, an integrated model of the deep learning algorithms U-Net and YOLOv5
was developed for the classification of the stage of periodontitis using panoramic dental
radiographs. The model was used to identify the stage of periodontitis as the PBL and
CEJ boundaries were detected through the U-Net deep learning algorithm and as the
tooth number and length were identified through the YOLOv5 algorithm. The model in
this study was developed based on the IRB-approved data of patients with periodontitis
at CBNUH and the data of an open database, AIHub. The model’s performance was
evaluated, and for this, a comparative analysis was performed using the data of assessment
by dental specialists. The result indicated that the integrated model had an accuracy
of 0.929, suggesting a high level of performance. Based on this, the model is expected
to contribute to reducing the assessment errors from dental specialists using the dental
radiographs of patients with periodontitis. It is also likely that the model will allow an
objective assessment of alveolar bone loss, as well as treatment and prevention based on
early diagnosis and the determination of the rate of disease progression. In the future, a
more systematic comparison will be performed against a greater variety of models, while
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a system will be established for an easy and simple application to allow common use, to
assist healthcare staff and patients in real clinical settings.
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