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ABSTRACT Open RAN is an emerging vision and an advancement of the Radio Access Network (RAN).
Its purpose is to implement a vendor and network-generation agnostic RAN, provide networking solutions
across all service requests, and implement artificial intelligence solutions in different stages of an end-to-end
communication path. The 5thGeneration (5G) and beyond the 5thGeneration (B5G) of networking introduce
and support new use cases, such as tactile internet and autonomous driving. The complexity and innovative
nature of these use cases require continuous innovation at a high pace in the RAN. The traditional approach of
building end-to-end RAN solutions by only one vendor hampers the speed of innovation—furthermore, the
lack of a standard approach to implementing artificial intelligence complicates the compatibility of products
with the RAN ecosystem. O-RAN Alliance, a community of industry and academic experts in RAN, works
on writing Open RAN specifications on top of the 3rd Generation Partnership Project (3GPP) standards.
Founded on these specifications, the aim of this paper is to introduce open research topics in Open RAN
that overlap the interests of both AI and telecommunication researchers. The paper provides an overview
of the architecture and components of Open RAN, then explores AI use cases in Open RAN. Also, this
survey includes some plausible AI deployment scenarios that the specifications have not covered. Open RAN
in future cities creates opportunities for various use cases across different sectors, including engineering,
operations, and research that this paper addresses.

INDEX TERMS 5G, B5G, artificial intelligence, intelligent systems, machine learning, open RAN, radio
access networks.

I. INTRODUCTION
Telecommunication Radio Access Network (RAN) forms a
significant part of wireless communication and has evolved
considerably in the past two decades. This paper explores
a new architecture of RAN named Open RAN and its
role in the era of intelligent telecommunication. The RAN
defines the logical group of components between the receiver
and the core network in end-to-end telecommunication sys-
tems. These components communicate via interfaces. Each
network generation has introduced new capabilities and
possibilities to the public. As a result, the RAN evolved as
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a response to new requirements. Currently, the 5th Genera-
tion (5G) and Beyond 5th Generation (B5G) are in imple-
mentation and study. 5G and B5G have a much higher
frequency than the previous generations. Therefore they are
capable of transporting more data than the previous gen-
erations. However, high frequency limits signal attenuation
through obstacles reducing non-line of sight coverage.
5G and B5G can enable more low-latency mission-
critical and high data rate use cases despite challenges in
coverage.

To achieve these requirements, the new RAN architec-
ture should encourage a fast-paced and innovative approach
in telecommunication. Considering the complexity and
the latency of decision-making tasks in 5G and B5G,
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Artificial Intelligence (AI) will play a vital role in developing
a new RAN architecture called ‘‘Open RAN’’. Consequently,
AI is increasingly becoming relevant for 5G and B5G net-
work deployment. Open RAN defines open interfaces to
encourage a multi-vendor system. This intention is to intro-
duce flexibility and boost innovation in a competitive mar-
ket. Also, Open RAN has dedicated logical components for
enabling intelligent applications that control RAN communi-
cations. This approach creates a global standard and frame-
work for all 5G and B5G vendors and operators to implement
AI solutions. Nevertheless, there are challenges to
implementing this architecture in practice. For example, the
number of components in the Open RAN and security or
compatibility risks raised by this multi-vendor architecture
has created research and engineering projects across different
industries such as hardware, software, machine learning, and
security. As a result, Open RAN has been the subject of
significant research and standardization efforts over the last
few years. To the best of our knowledge, there are some topics
that other published works have not covered, and this paper
addresses them. These topics are a comprehensive survey of
Open RAN focused on AI applications within Open RAN,
the use of AI within Open RAN, deployment scenarios in
artificial intelligence, and future opportunities in this area.
Themotivation for this work stems from the growing research
interests in Open RAN and the impact it is expected to make
for future wireless networks. Furthermore, the interaction
of ML/AI with Open RAN introduces a tremendous oppor-
tunity to further enhance and optimise the performance of
future wireless networks, in particular it opens up a path-
way towards developing fully autonomous or self-driving
networks. Hence, this survey paper comprehensively surveys
the current research and build a pathway for future search
directions over Open RAN. The specific contributions are as
follows:

1) A holistic study of AI in telecommunication solutions,
classified based on the Open RAN controllers classifi-
cation is presented.

2) ML deployment scenarios that are not covered in the
standards are discussed.

3) Future opportunities and challenges that the combina-
tion of AI and Open RAN in 5G and B5G can provide
are presented.

The organization of this paper is as follows. Section II pro-
vides a brief history of the RAN, while Section III intro-
duces Open RAN. Section IV explores the proposed Open
RAN architecture that is standardized. Section V explores the
use of AI to solve problems within Open RAN in telecom-
munications. Section VI focuses on categorizing the Open
RAN architecture components for running near real-time
or non-real-time intelligent applications and explores some
of these AI applications. Section VII addresses an essential
branch of machine learning: the deployment of machine
learning pipelines in production, known as MLOps. Finally,
Section VII explores opportunities and challenges for future
research.

II. HISTORY OF RAN
The end goal of any network infrastructure design is to pro-
vide seamless and secure communication between devices.
Radio Access Network (RAN) is one of the critical concepts
in telecommunication that facilitates this goal. Conceptually,
RAN resides between a device such as a mobile phone,
a computer, or any remotely controlled machine and the core
network (CN) [1].

A. NETWORKING GENERATIONS
In [2] Henrik A. et al. describe the evolution of telecommu-
nications networking known as ‘‘Networking Generations.’’
The public started using the first generation of mobile phones
(1G) in the early 1980s. Although in the early 1990s, the
2G Global System for Mobiles (GSM) telecommunication
system created a pivot point in telecommunication, its func-
tional architecture was static. Further, network functionalities
were geographically localized, and all radio-related function-
alities operated within the base station.

The next generation, 3G UMTS (Universal Mobile
Telecommunication System) terrestrial RAN, split radio
functionalities into two parts. One part was for function-
alities such as transmission and reception, which were the
responsibility of NodeB (a radio base station receiver in 3G).
The other part included radio resource management and
higher-layer RAN user processing in 3G running on RNC
(RadioNetwork Controller). Splitting functionalities and run-
ning them on two separate parts created latency due to control
processes between NodeB and RNC. But because RNC could
execute resource allocation tasks faster than the previous
generation, the overall latency in 3G became less than 2G.

Upgrading 3G to an LTE-advanced (Long-Term-Evolution-
advanced) version led to 4G. 4G changed expectations on
data transfer rate and security management. However, new
use cases demand more and faster data transportation in
wireless communication that exceeds the capacity of 4G.
5G and beyond 5G (B5G) are designed to meet these capacity
requirements for future capacity. The following section dis-
cusses the evolution of RAN from D-RAN to v-RAN, which
led to the foundation of Open RAN.

B. D-RAN
Early generations of wireless networks had a Baseband
Unit (BBU) and a Remote Radio Head (RRH) component,
both physically located in Base Stations (BS). BBU and RRH
were connected to the Radio Frequency (RF) antenna at the
top of the tower through electrical cables. This design experi-
enced RF signal loss. As a result, telecommunication experts
designed Distributed RAN (D-RAN), in which BBU and
RRH are separated. As Fig. 1 shows, in D-RAN, each Base
Station(BS) includes a BBU and an RRH (Radio Remote
Head), also called Remote Radio Unit (RRU). BBU connects
to RRH through a Common Public Radio Interface (CPRI).
BBU is responsible for baseband processing which includes
processing calls and forwarding traffic. RRH is responsible
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FIGURE 1. D-RAN.

for transmitting, receiving, and converting signals. Base sta-
tions are connected to the core network individually through a
separated backhaul. One of the main limitations of this archi-
tecture is that the result of BBU processing can be shared only
with the coupled RRH. The increase in demand for services
disclosed other limitations of this architecture, such as low
spectral efficiency, high cost of scaling this architecture, and
inefficient use of resources.

C. C-RAN
C-RAN (Cloud-RAN or Centralized Access Network) is a
response to the limitations of D-RAN. It decouples RRUs
and their corresponding BBUs. RRUs stay at the cell site
in this architecture and connect to a centralized but shared
and virtualized group of BBUs. Every RRU connects to a
BBU pool via a fronthaul link. Each BBU pool can serve
more than one RRU unit and connects to the Core network
through a backhaul link. As shown in Fig. 2, C-RAN comes in
two types: ‘‘Fully centralized’’ and ‘‘Partial centralized’’. The
main difference between these two types is the functionalities
related to layer one, such as sampling, modulation, resource
block mapping, antenna mapping, and quantization. These
functionalities happen in BBU pools in the fully centralized
type, but they run on the RRU unit in the partially centralized
type.

D. vRAN
Virtualized RAN (vRAN) is a revolutionary improvement
in networking. vRAN is a disaggregated RAN architecture.
In vRAN, the software is separated from the underlying
hardware instead of running software on expensive propri-
etary hardware units. This modification makes it possible
to run networking functionalities dynamically and flexibly.
It also reduces the cost of maintenance and operation because
a modification of network functionalities does not require
hardware-related amendments. Also, functions can run on

FIGURE 2. C-RAN. A: Fully centralized, B: Partial centralized.

common-off-the-shelf (COTS) hardware. Operators can use
monitoring applications and manage load balancing and
performance-related functionalities. Moreover, it creates an
agile and scalable environment for Open RAN to achieve its
goals.

III. INTRODUCTION OF OPEN-RAN
In this section, we introduce Open RAN. We have divided
this section into two parts. In the first part, we talk about the
research history of Open RAN and examples of some pub-
lished works on this topic. In the second part, we introduce
communities and organizations in the industry that implement
Open RAN for 5G and B5G telecommunication systems.

A. OPEN RAN IN RESEARCH
The idea of having a RAN with open interfaces is not very
recent. In 2002, the Mobile Wireless Internet Forum IP
in the RAN working group developed a version of Open
RAN, in collaboration with researchers from Cisco Systems
and DoCoMo Communication Lab. This collaborative team
published a paper describing the need and requirements of
Open RAN [3]. In that paper, the authors addressed the chal-
lenges of RAN architectures in scalability and reliability. For
instance, the expansion of RAN is costly. Furthermore, the
centralized control system becomes the single point of failure.
The paper proposed an Open RAN architecture that included
separate mobile node control functions; and supported mul-
tiple radio technologies, including 2G, 3G, Wireless LAN
(Local Area Network), and any upcoming technologies in this
area. The proposed architecture also supported the operation
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and administration of multi-vendor solutions, hence having
open interfaces. In [3], the authors described the obstacles of
implementing an Open RAN architecture, such as managing
and orchestrating an Open RAN architecture. Existing RANs
are not globally standardized, and different operators might
have different administration procedures. As a result, making
components from different vendors compatible with each
other and the ecosystem might become an obstacle during
the installation of a system. In addition, decommissioning a
network generation and replacing it with a new one is costly
and requires a significant amount of time. Operators need to
upgrade their networking generation alongside the running
legacy network generations to avoid any negative impact on
QoE for customers. A modular, multi-vendor architecture
such as Open RAN should ensure that it can provide services
to all current and future network generations such as 4G, 5G,
and B5G.

Following on from [43], there has been a significant
number of Open RAN-related publications. Virtualized Net-
work (vRAN) created an environment to implement Open
RAN architectures. In [4], the authors address the role of
virtualized RAN by discussing the role of SDN/NFV (Soft-
ware Defined Network/Network Function Visualization) in
Open RAN. [5] explored a networking ecosystem that is
multi-vendor and uses open-source software products to run
an Open RAN architecture. [6] discusses the scalability and
reliability of xApps in production. In [4] authors explored
the role of AI in IoT (Internet of Things) and 5G within the
context of Open RAN.

In [7], the authors have studied an Open RAN system
and assumed that the core network and RAN in Open RAN
are installed in the same data center. The authors performed
a theoretical study implementing a mathematical model to
solve minimum delay problems efficiently. In [8], the authors
worked explicitly on integrating the blockchain technology
and network sharing in Open RAN. The paper uses simu-
lations to show that its blockchain-based Open RAN archi-
tecture addresses trust and scalability issues. In [9], authors
focus on using Open RAN architecture to create high data
rate cellular links for drone applications. The idea is to stream
applications from drones and use Open RAN controllers
to manage the end-to-end communication of their solution.
In [10] authors studied the role and implementation of deep
learning in Open RAN, and addressed concerns such as
energy efficiency, security and scalability of Open RAN.

In [11], the authors present an overview of Open RAN
and its capabilities to solve potential networking problems.
In [12], the author discusses the estimated cost of $1 Trillion
for implementing new generations of networking, specifi-
cally 5G. The article argues that opening RAN interfaces
and deploying components from multiple vendors will cre-
ate a competitive culture resulting in a lower product price.
Implementing new network generations can take a few years
to move from prototyping to a fully implemented solution
in cities. There are standards such as 3GPP on networking
for vendors and operators to facilitate this task. But these

standards have many gaps. As a result, vendors have their
internal specifications for implementations of networking
architecture and design. For example, they use parameters
from their internal specifications for connections to base
stations. The goal of Open RAN should be standardizing
interfaces to ensure compatibility among products made by
different vendors. In addition, Open RAN implementations
should be compatible with already implemented networks
in any area. For instance, 5G or B5G RAN infrastructure
should operate alongside the previous generations. The main
reason is that replacing the entire networking infrastructure is
costly and demands years of work. Also, not all user devices
work with new network generations, so operators may need to
provide backward compatibility with older devices (e.g., 4G)
in addition to supporting newer networks (e.g., 5G or B5G).
This approach has another benefit. It can let users switch
between networks if any of them faces temporary problems.

As part of the Open RAN concept, operators should be able
to mix components of different vendors. As a result, operators
are not obliged to accept all the components from one vendor
and can use and mix the best products from different vendors.
Hardware disaggregation and virtualization in vRAN will
help Open RAN to provide flexible environments that can
welcome a multi-vendor architecture.

Open RAN’s benefits of commercializing domains with
multi-vendor inter-operable products will accelerate innova-
tion. In this exciting innovation journey for telecommunica-
tion, AI applications play vital roles.

In [13], authors refer to a use case to discuss the role of
AI in RAN disaggregation and virtualization. They consider
components of CU (Control Unit), DU (Distributed Unit),
and RU (Radio Unit) as multi actors or agents that can use
intelligent programs to exchange information and collectively
make a decision. The authors study challenges that imple-
menting a multi-agent solution on Open RAN can introduce,
such as information sharing and assigning the correct number
of agents to a problem. [14] has an overview of RIC in Open
RAN, its intelligent controller, and the overall architecture of
RIC. In [15] researchers present an open source Open RAN
solution which is a closed-loop control of RAN slicing for
Open RAN. The solution is top-to-bottom in the POWDER
(the Platform for Open Wireless Data-driven Experimental
Research [16]) mobile and wireless research platform.

B. OPEN RAN IN ACTION
As mentioned previously, Open RAN has several benefits,
such as unlocking operators from single-only vendor options,
decreasing cost, and increasing opportunities for innovation.
However, these benefits come with some problems, such
as end-to-end management of RAN. In a single-only ven-
dor solution, that single vendor is responsible for main-
taining and managing the whole system, which is not the
case in Open RAN. Open RAN supports the multi-vendor
implementation of RAN and requires compatibility between
components built by different vendors. Interoperability and
reliability in Open RAN demand a global standard that
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all vendors and operators can use. In 2016 a foundation
named XRAN was formed by AT&T, Deutsche Telekom,
SK Telecom, Intel Corporation, Texas Instruments, Radisys,
Altran, and Stanford University. The XRAN Foundation
aimed to create a software-based, modularised architecture
for RAN. XRAN was created to standardize user plane sil-
icon and software with open interfaces and logically cen-
tralize network intelligence and state. 3GPP has also created
many networking standards that vendors and operators refer.
Nevertheless, there are still gaps to address, especially regard-
ing Open RAN requirements. That is why a team of mem-
bers from the six operators, AT&T, China Mobile, Deutsche
Telekom, NTT Docomo, and Orange, joined together to work
on global specifications and fill the gaps in 3GPP standards.
The collaboration is called O-RAN Alliance and started
in 2018. The O-RAN Alliance has grown and added more
active members from industry and academy involved in its
projects.

The O-RAN Alliance group [17] creates standards for
Open RAN based on 3GPP and in cooperation with ETSI.
It also has partners who help them with implementing solu-
tions. One of the most important partners is O-RAN Software
Community [18], an Open Source Software community that
works on building Open RAN components and creates frame-
works for different use cases.

Other teams that work on solutions for Open RAN are TIP
OpenRAN which works on disaggregated and interoperable
2G/3G/4G/5G NR Radio Access Network (RAN) solutions
for Open RAN, and ONF (Open Network Foundation) that
has created SD-RAN to implement near-real-time controller
solutions for Open RAN. SD-RAN is a project under the
Open Network Foundation (ONF) consortium hosted by
Deutsche Telekom (DT) in Berlin. In [19] authors present
a software development kit (SDK) that enables building
specialized service-oriented controllers. The SDK has a
modular architecture which makes an efficient product
for SD-RAN. More and more consultants and software com-
panies are getting involved in this technology as it becomes
more evident that Open RAN is the future architecture of
telecommunication.

C. ARCHITECTURAL FEATURES
The key factors in the architecture of Open RAN are [20]:
• Disaggregation of RAN Hardware & Software on ven-
dor neutral, 3GPP-based platforms.

• Open interfaces between components (e.g., RU/CU/DU/
RIC) following universal specifications.

• Flexibility in separation or aggregation of components
(DU, CU, RU, RIC, etc.) during implementation and
installation.

• Adoption of new technologies such as Machine Learn-
ing and Artificial Intelligence (ML/AI) and Continuous
Integration and Deployment (CICD).

• Multi-vendor approach for supplying components.
Open RANhas inheritedmany of its advantages fromC-RAN
and vRAN that are enablers of Open RAN.

IV. OPEN RAN ARCHITECTURE AND COMPONENTS
One of the main goals of Open RAN is enabling Operators
to run multi-generation networking systems. Therefore, the
Open RAN architecture should support both legacy genera-
tions and the new ones simultaneously. That is why observing
LTE and 5G terminologies on the same Open RAN archi-
tectural diagrams. This section discusses terms and com-
ponents specific to Open RAN in addition to LTE and 5G
components and terminology. O-RAN Alliance has prepared
and continues to issue specifications for different aspects of
Open RAN. The architectural content of this paper is based
upon O-RAN Alliance specifications defined in [21]. The
overall architecture of the Open RAN and its components are
shown in Fig. 3. This section describes these components in
the architectural point of view.

A. NON OPEN RAN SPECIFIC COMPONENTS
We start with components that Open RAN has in common
with other networking architectures. Some terms are ini-
tially from 3GGP TR 21.905 but overwritten by the O-RAN
Alliance.

1) NMS (NETWORK MANAGEMENT SYSTEM)
A Network Management System for the O-RU to support
legacy Open Fronthaul M-Plane deployments.

2) O-eNB
It is the hardware aspect of a 4G RAN that communicates
with Near_RT RIC over E2.

3) gNB
The gNB (Next Generation NodeB) is introduced in 5G and
is the succeeding Node of NodeB in 3G and eNB in 4G. The
New Radio (NR) RAN has designed two diverse types of
gNB, including en-gNB (the 4G Evolved Packet Core (EPC)
as the core connected to the 4G LTE base station which is
connected to a 5G NR base station) and ng-eNB (the 5G NG
core is deployed with connection to the 4G LTE base station)
to make NR and LTE compatible with each other [22]. In 5G,
gNB includes CU (Central Unit) and DU (Distributed Unit).

4) O-CU, O-DU
In 5G, BBU is split into two functional units, centralized Unit
(CU), and Distributed Unit (DU). DU is responsible for real-
time L1 and L2 scheduling functions. CU is responsible for
non-real-time higher L2 and L3 functions.

5) O-DU (O-RAN DISTRIBUTED UNIT)
A logical node hosting RLC/MAC/High-PHY (Radio Link
Control/Media Access Control/High Physical layer) layers
based on a lower layer functional split.

6) O-RU (O-RAN RADIO UNIT)
A logical node hosting Low-PHY layer and RF (Radio
Frequency) processing based on a lower layer functional

VOLUME 10, 2022 67751



A. Arnaz et al.: Toward Integrating Intelligence and Programmability in Open Radio Access Networks: A Comprehensive Survey

FIGURE 3. Overall architecture of Open RAN.
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split. This is similar to 3GPP’s ‘‘TRP’’ (Total Radiated
Power) or ‘‘RRH’’ (Remote Radio Head) but more spe-
cific in including the Low-PHY layer (FFT/iFFT (Fast
Fourier Transform/Inverse Fast Fourier Transform), Physical
Random-Access Channel extraction).

7) O-CU (O-RAN CENTRALIZED UNIT)
Same as CU is a part of gNB in 5G, and it is responsible for
functionalities such as Transferring User Data, Mobility Con-
trol, RAN sharing, Positioning, and Session management.
CU communicates with DU over the F1 interface. In 3GPP,
CU is split into CU-CP and CU-UP.

• O-CU-CP (O-RAN Central Unit-Control Plane): a
logical node hosting the Radio Resource Control (RRC)
and the control plane part of the Packet Data Conver-
gence Protocol (PDCP) protocol.

• O-CU-UP (O-RAN Central Unit-User Plane): a logi-
cal node hosting the user plane part of the PDCP proto-
col and the SDAP (Service Data Application Protocol)
protocol.

B. OPEN RAN SPECIFIC COMPONENTS
This section reviews the architecture with components and
terminologies exclusive to Open RAN. The Open RAN archi-
tecture comprises two groups of components that are exclu-
sive to Open RAN. The first group is those components that
Open RAN originated. The second group is Open RAN com-
ponents inherited from other network designs but modified to
suit its needs.

5G andB5Gnetworking generations promise use cases that
require intelligent networking system to proactively manage
networking tasks. As a result, the Open RAN includes intel-
ligent and proactive management elements as part of its base
framework. The Open RAN specification [23] categorizes
applications that facilitate this purpose into three groups,
based on their expected latency. The first category is those
real-time controlling applications that run on the DUs. The
latency for these controllers is Time To Interact (TTI) and is
expected to be less than 10ms. The second controller category
is near-real-time applications with a latency of less than 1s.
The third category is non-real-time intelligent controllers
with more than 1s latency.

Given the above expected latencies, the next question will
be where is the best place within the Open RAN architecture
to execute these applications.

RAN architectures currently include RU and DU to
run real-time intelligent applications. The Open RAN
specification has added two logical components to the RAN:
Near-Real-Time Intelligent Controller (Near-RT RIC) and
Non-Real-Time Intelligent Controller (Non-RT-RIC). These
components are the primary hosts of near-real-time and non-
real-time intelligent applications.

FIGURE 4. Non-RT RIC.

1) NON-RT RIC
Non-Real Time RAN Intelligent Controller, or Non-RT RIC,
is a logical function made of many software products within
SMO (Service Management and Orchestration). It drives
the contents carried across the A1 interface and comprises
Non-RT RIC frameworks and Non-RT RIC applications
(rApps). Non-RT RIC is responsible for operating ‘‘content
transfer’’ via interfaces to Near-RT RIC. Non-RT RIC influ-
ences content for the O1 interface and generates enrichment
information for Non-RT applications. For model monitoring,
the ML developer will provide metrics of the model in the
form of a contract so Non-RT RIC can log and present those
metrics.

2) NON-RT RIC APPS (rApps)
rApps are modular functions that leverage the functionality
exposed via the R1 interface. They provide services relative
to RAN, such as driving the A1 interface, recommending
values and actions applied over O1/O2 interfaces. The rApps
functionalities enable non-real-time control and optimization
of RAN elements and resources and policy-based guidance to
the applications on Near-RT RIC.

3) NON-RT RIC FRAMEWORK
This framework addresses the functionality internal to the
SMO. The framework logically terminates in the A1 interface
with the Near-RT RIC and is connected to rApps via its
R1 interface. The Non-RT RIC Framework functionality
within the Non-RT RIC provides ML/AI workflow, including
model training, inference, and required updates for rApps.
As shown in Fig. 4 Non-RTRIC is responsible for the security
and data management of its functionalities.
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FIGURE 5. Near-RT RIC platform.

4) NEAR-RT RIC
Near Real-Time RAN Intelligent Controller or Near-RT RIC
is one of the logical functionalities to control and opti-
mize RAN elements and resources. The control happens via
fine-grained data collection and actions over the E2 interface.
This component may include AI and ML pipelines, including
training, inference, and updates.

Near-RT RIC is primarily responsible for control activities
with less than 1s latency. These use cases do not necessarily
include real-time use cases. However, to run intelligent appli-
cations, Near-RT RIC facilitates many functionalities that are
presented in Fig. 5, and some of them are described below:
• Database: The database collects data fromUEs and other
components of RAN. It will be used as an input for
Near-RT applications to decide and take action. Appli-
cations also can update or put data into that database if
they need to store information.

• Management components: These components are for
application management tasks such as onboarding, data
sharing, and response collection.

• Messaging and notification component: This component
is responsible for alerting or informing operators and
vendors on the status of applications and/or platform.

• Logging and monitoring facilities for applications.
• Interfacemanagement: This component is added toman-
age and communicate with interfaces.

5) xApp
xApp is an application designed to run on the near-RT RIC.
This application consists of containers with input and out-
puts. xApps can be provided by an approved vendor. The
E2 enables a direct association between the xApp and RAN
functionalities.

C. OPEN RAN INTERFACES
Three major groups of interfaces are SMO interfaces, Near-
RT RIC interfaces and Nodes interfaces. Table 1 summarises
these interfaces with their functionalities and their origin.

TABLE 1. List of interfaces in Open RAN.

SMO communicates with other components of the Open
RAN via O1. SMO uses O2 to communicate with the cloud
and support the execution of functionalities that run on the
cloud. However, Non-RTRICwhich is a part of SMOuses A1
to send information regarding use cases and EI (Enrichment
Information) Jobs to Near-RT RIC.

Near-RT RIC in addition to A1 and O1 for interaction
with SMO, uses E2 to communicate with managed elements
such as O-CU, O-DU, and O-eNB. Other components that
are inherited from previous generations of RAN use the
same interfaces as the other RAN architectures. For example,
E1 between O-CU-UP and O-CU-CP, or F1 between C-CU
and O-DU. Some interfaces such as front-haul between RU
and DU is also inherited from previous architecture designs
but is modified by being an open interface, now being called
open front-haul.

Because Open RAN is a multi generation framework, both
4G and 5G can run on this design. As a result 5G inter-
faces that help with this multi-generation architecture are also
adopted in the Open RAN architecture. For example, X2, and
Xn help with interoperability of nodes from both networking
generations and NG connects 5G nodes to the core network
in a standalone operation.

D. COMMUNICATION DETAILS IN A1
A1 plays a crucial role in Open RAN and communication
between Near-RT RIC and Non-RT RIC. Therefore, we ded-
icate a section to this interface and the life cycle of data
transfer via A1.

1) ENRICHMENT INFORMATION
SMO collects information from internal and external
resources. This informationwhich is called Enrichment Infor-
mation (EI), is being used by both SMO functionalities
including Non-RT RIC and Near-RT RIC.

2) A1 POLICY
Non-RT RIC uses a declarative policy to lead Near-RT RIC
functionalities via A1. In a declarative policy, statements
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express the goals of the policy but not how to accomplish
those goals. This policy is called the A1 policy and is non-
persistent. In other words, it cannot survive if Near-RT RIC
restarts. Non-RT RIC provides Enrichment Information (EI)
to Near-RT RIC via A1, using A1 policy.
A1 Enrichment Information is a phrase to address the

information which is collected or derived at SMO and
Non-RT RIC. Sources of EI can be external or internal Open
RAN resources. EI is either not directly available to Near-RT
RIC or cannot be derived inside Near-RT RIC from net-
work data due to processing or storage constraints. Near-RT
RIC requests for delivering this information by using formal
statements, called EI jobs created, modified, and deleted
by Non-RT RIC.

3) ENRICHMENT INFORMATION FUNCTIONS
Enrichment Information (EI) functions are functions that gen-
erate and manage the delivery of the A1 EI. This function
is also responsible for publishing Ids for different types of
EI as EiTypeIds. Fig. 6 presents the lifecycle of EI jobs.
It starts with Registrationwhen Non-RT RIC generates a new
EiJob from collected input information by SMO. Then in the
stage of Discovery Near-RT RIC discovers new EI jobs and
requests the detailed description of the EI. Near-RT RIC can
send a request for EI to Non-RT RIC. Non-RT RIC in this
stage, the stage of Request generates an EI Job and an Id
named EiJobId that will be assigned to the corresponding the
EI Job. In the last stage, the stage of Delivery, Non-RT RIC
sets up the connection and delivers the EI job via A1 on a
push delivery basis.

a: SMO
SMO stands for Service Management and Orchestration
Framework. It is not specific to Open RAN, but its role is
customized in Open RAN.

The 3GPP standard number TS 28.533 has covered many
aspects of management and orchestration in networking.
It covers components such as operation and notification,
entity-specific information management, performance man-
agement, and any combination of these components. In Open
RAN, SMO includes Non-RT RIC, which we discussed
before. In addition, SMO is responsible for any operation
and management tasks related to O1, A1, R1, O2, and any
communication with external resources. SMO also offers
APIs (Application Programming Interfaces) for DU, CU, RU,
and RIC configurations. The interaction between SMO and
O-Cloud, which hosts RAN functionalities such as RU, DU,
and CU, will continuously manage and support the ongoing
activities of Open RAN. In the design and implementation,
the large capacity for collecting, storing, and processing a
large amount of data on SMO is a primary requirement.

SMO in Open RAN can reduce security risks and improve
the management of applications and their versions by being
the source of truth for both rApps and xApps. It can be
responsible for onboarding applications and keeping a catalog
of deployed applications and their status. In this way, if any

FIGURE 6. EI job lifecycle.

unknown or less known application is running on Near-RT
RIC, it can send an alarm to operators. Nevertheless, imple-
menting this logic needs enough maturity and capacity in
SMO and a tendency from Operators to create the catalog
of ML/AI applications in SMO. Otherwise, Near-RT RIC
should maintain a trustworthy catalog of xApps. In any case,
the overall system should be consistent on where to save the
details of already evaluated applications that run on Near-RT
RIC hosts.

b: O-CLOUD
O-Cloud is a cloud computing platform that is inherited from
the concept of virtualization and cloud-native RAN.

O-Cloud is a collection of physical infrastructure nodes
that host the O-RAN functionalities (such as Near-RT RIC,
O-CU-CP, O-CU-UP, and O-DU), the management and
orchestration related functions, and the underlying software
components (such as Operating System, Virtual Machine
Monitor, and Container Runtime). O-Cloud architecture and
deployment architecture are affected by the use case, loca-
tion, and the operators’ preference. The current specification
of O-Cloud approves both containerization and NFV (Net-
work functions virtualization), but operators might decide to
accept only one of the approaches from vendors in the future,
to reduce the complexity of management and operational
tasks.
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FIGURE 7. Deployment scenarios of O-Cloud.

Networking use cases definewhich combination of compo-
nents should run on the same cloud platform. Fig. 7 presents
different combinations of deploying Open RAN components.
The figure shows all the different combinations of deploying
RAN components on cloud environments.

V. ARTIFICIAL INTELLIGENCE AND OPEN RAN
In this section, we focus on how intelligent applications
can improve the efficiency of RAN, specifically with the
architecture of Open RAN. This section starts with a brief
review of previous implementations of AI algorithms in
telecommunication. The, following the O-RAN Alliance
specifications [23], we categorize intelligent applications that
will control RAN in Open RAN into three categories based
on their expected latency. These categories are real-time
controllers that run on DU, near-real-time applications, and
non-real-time applications. [24] has reviewed the employ-
ment of AI in Open RAN based on different network lev-
els. In this paper, we look at applications of AI in terms
of latency requirements with more details about their back-
ground, implementation in production, and challenges.

A. AI IN TELECOMMUNICATION
ML/AI algorithms, in general, are being categorized into
supervised, unsupervised, and reinforcement learning. Fig. 8
has summarised common telecommunication problems and
ML/AI algorithms in each category that researchers have used
to solve those problems.

1) SUPERVISED LEARNING
Supervised learning algorithms are AI algorithms that take
labeled data as input for training. In this learning method,
humans control what the algorithm learns. Nevertheless,
this learning method needs a large amount of correctly
labeled data which leads to the human capital cost and any
potential human error in labeling. Nevertheless, some com-
mon supervised algorithms have been used in telecommu-
nication extensively. In telecommunication, Support Vector
Machine (SVM) is used in security and time-series forecast-
ing, and Naive Bayes for intrusion detection, TCP (Trans-
mission Control Protocol) enhancement, DDOS (Distributed
Denial Of Service) attack, and localization. Algorithms such
as Logistic regression, Random Forest, and decision trees
have been used to solve security, intrusion, and DDOS attacks
problems.

2) UNSUPERVISED LEARNING
Unsupervised learning is a learning method that does not
require labeled input data. As a result, it reduces the cost
of pre-processing steps in machine learning. However, the
range of problems that this learning method can solve is
minimal compared to the supervised learning method. Some
of the unsupervised learning methods that have been used
in telecommunication are clustering algorithms for sensor
networks and locating controllers in Software Defined Net-
work (SDN) systems or data mining algorithms to ensure
the reliability and accuracy of solutions. Singular Value
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FIGURE 8. AI in telecommunication.

Decomposition (SVD) and Principal Component Analy-
sis (PCA) that are common algorithms in data processing and
run as a step in different machine learning pipelines belong
to this category.

3) REINFORCEMENT LEARNING
Reinforcement learning (RL) is a method that an agent learns
patterns and decision-making strategies by interacting with
its environment. It does not need labeled data like supervised
learning. But it requires accurate environment modeling and
sometimes more iteration than supervised learning to achieve
the required accuracy. RL has been used in telecommunica-
tion for many use cases such as packet routing, beamforming,
Hand Over-optimization, and other use cases.

Neural Network (NN) algorithms have advanced these
three learning methods. In telecommunication, any of these
learning methods or a combination of them can be used
to solve problems or improve the efficiency of tasks.

TABLE 2. ML/AI in telecommunication.

Table 2 has summarised learning methods with some of the
research papers on each topic.

B. RUNNING ML/AI ON OpenRAN
ML/AI algorithms can solve many problems in a telecom-
munication system, including the RAN. Fig. 10 shows some
telecommunication problems that AI algorithms can solve.
Intelligent functionalities that control RAN can be classified
based on their learning approach, such as supervised or unsu-
pervised learning. They can also be categorized as real-time
applications with latency less than 10ms, Near-Real-Time
(Near-RT) intelligent applications that should respond in less
than 1s, and Non-Real-Time (Non-RT) intelligent applica-
tions that can have a latency of more than 1s. Real-time
MAC and PHY layer intelligent applications run on DU,
so we call them DU applications. Fig. 9 presents these three
intelligent controllers. Following Open RAN specifications,
we call Near-RT and Non-RT intelligent applications Near-
RT RIC and Non-RT RIC, respectively.

One of the most important parts of any intelligent system
is its data pipeline. Collecting, processing, and passing data
to applications in a secure, robust, reliable, and efficient is
critical. The quality of output from machine learning models
and analysis programs is highly dependent on the quality of
data pipelines. Therefore, we review data-related applications
as part of intelligent controllers. In the following paragraphs,
we start with real-time applications and move to the other
two groups of RAN Intelligent Controllers (RIC). It is worth
mentioning that solving many problems needs collaboration
among applications from different families. Also, Non-RT
RIC and SMOmight include applications that respond in less
than 1s, or training algorithms can happen on a Near-RT RIC
host to meet some KPIs, although they usually take more
than 1s to complete.

C. DU REAL-TIME INTELLIGENT CONTROLLERS
Running intelligent applications close to UEs and on DU has
started before Open RAN. Light ML algorithms and small
size but powerful processors have shifted the expectation for
ML/AI applications. When an application latency is defined
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FIGURE 9. Three intelligent controllers in Open RAN design.

as real-time, the program should run on components as close
as possible to users. DU is one of the hosts for real-time
applications in wireless networks. DU is responsible for PHY
and MAC layer scheduling functions.

1) MAC LAYER FUNCTIONS
LTE introduced MAC schedulers and transferred them to the
next generation, 5G. The MAC Scheduler assigns resources
to user devices and ensures QoS requirements aremet.ML/AI
has already started to help with MAC scheduler tasks such
as Link Adaptation, Massive MIMO, and multi-user MIMO.
An industrial project [56] focused on building a cognitive
MAC layer to predict UE’s mobility patterns. After running
experiments, they reported that MAC layer general tasks
and model predictions compete for resources. As a conse-
quence, meeting the 10ms time limit in response becomes
challenging.

In [57] a real-time application focused on predicting
encrypted packets in video streaming use cases. They com-
bined an unsupervised clustering model with an adaptive
classification approach to classify frames and used a time
series forecasting algorithm to predict the streaming frames.

In general, considering the MAC scheduler’s tasks and the
number of ML/AI research works on those topics, DU will
play an indispensable role in running intelligent applications
on Open RAN.

2) URLLC APPLICATIONS
Ultra-Reliable Low Latency Communication applications
(URLLC), have just started their momentum and will play
a key role in our near future cities. This category includes use
cases such as V2X (Vehicle to Everything), mission-critical
applications, smart grid, and tactile internet. DU is essential

FIGURE 10. ML/AI in Open RAN.

for URLLC applications by running real-time networking
functions on MAC and PHY layers. However, Near-RT RIC
might also help for the management and implementation of
collective wisdom solutions such as federated learning.

D. NEAR-RT RIC
This logical component is added to the RAN and is respon-
sible for controller activities that need to respond in less
than 1s. Near RT RIC is connected to Non-RT RIC to access
data collected from internal and external resources. It is also
connected to CU and DU that are closer to UEs.

One of the considerable benefits of Near-RTRIC is helping
engineers and researchers have a universally agreed platform
for running many edge applications or federated learning
programs.

1) DYNAMIC HO MANAGEMENT
To optimize the handover (HO) process and perform near-
real-time optimization, we need ML models which run on
Near-RT RIC. In this solution, the xAPP, an AI model, will
monitor the device-specific mobility, predict or detect unex-
pected HO events, and generate HO sequences to prevent
anomalies. One of them is Vehicle to Everything, known
as V2X. It is about communication between a vehicle and
surrounding items that can receive or send any informa-
tion from or to the vehicle. The main goal of this topic
is to improve road safety and traffic efficiency and reduce
energy consumption. The 3GPP standards include standards
regarding V2X and V2V (Vehicle to Vehicle). Also, IEEE
802.11 has an amendment, IEEE 802.11p, for wireless access
in vehicular environments. Using Open RAN on top of these
standards makes some of the goals for V2X communica-
tion achievable. The IEEE standard of 802.11p supports
direct communication between vehicles and their environ-
ment. On the other hand, 3GPP covers cellular V2X (C-V2X)
in communication, specifically for 5G. C-V2X includes
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FIGURE 11. Overall ML/AI workflow.

VOLUME 10, 2022 67759



A. Arnaz et al.: Toward Integrating Intelligence and Programmability in Open Radio Access Networks: A Comprehensive Survey

both Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I), as well as Vehicle-to-Network (V2N) [58]. In V2X,
the communication happens between the V2X application
server (V2X AS) and the V2X device attached to the vehicle.
The V2X AS handles services such as data delivery data
V2X devices. The application also provisions the 5G core
and the V2X device with parameters. At the sub-optimal HO,
some anomalies might happen, such as short stay, ping-pong,
and the remote cell. An xAPP should update the database
maintained by V2X AS to improve the V2X user experience.
This use case can run on Near-RT RIC as an xAPP. Non-RT
RIC can also support this use case which we will address later
in V-E4.

2) TRAFFIC STEERING
Near-RT RIC can constantly monitor users and ensure KPIs
of QoE are met. Running traffic steering relies on the histor-
ical data of available cells and networks. Near-RT RIC can
access this information from SMO and Non-RT RIC or if the
resources are not limited, use the same host to collect and
use this data. BY using this information, it can optimize UEs
Received Signal Strength(RSS) and energy consumption of
batteries.

In some papers such as [59]–[62], the researchers sug-
gested a reinforcement learning algorithm that runs on UEs
and, by learning from the past experiences of the device in an
environment, improves its QoS and reduces its energy con-
summations. This approach that suggests running the model
on UEs has some problems. Firstly, it threatens the network
system’s security or is unavailable to all users. Secondly, the
underlying system and the networking system can change
dynamically. Updating the model running on user devices is
not always possible. A solution can be running a model as a
xApp on the Near RT RIC platform, using AI algorithms to
improve UEs QoS and QoE. It can also be used as part of a
federated learning solution among UEs so they continuously
will be updated on the current status of their environment or
the latest version of the model.

E. SMO AND NON-REAL-TIME CONTROLLER
This section explores applications that do not necessarily
need a near real-time or real-time response. However, in some
scenarios, these applications collaborate with Near RTRIC or
support it to solve some problems.

1) DATA GOVERNANCE AND ANALYSIS
Data Governance and analysis are crucial tasks for mak-
ing intelligent decisions in any business. We discuss these
applications in the category of Non-RT controllers because
SMO is where data from all external and internal resources
are collected. Therefore, SMO and Non-RT RIC platforms
can implement all sorts of data-related logics and tasks,
regardless of latency constraints. Nevertheless, the other two
categories of ran intelligent controllers also can include such
applications.

To improve QoE, operators need to understand and mon-
itor their users in the most intelligent way. Data analysis
and visualization are systematic approaches for this purpose.
Engineers and scientists collect, store and process data to
prepare it for analysis or ML/AI applications. Handling data
pipelines securely and efficiently while complying with data
governance rules and standards is crucial in Non-RT RIC
and SMO.

Without a reliable data pipeline achieving a reliable, scal-
able, and intelligent networking system is impossible.

2) MANAGEMENT AND ORCHESTRATION
SMO is responsible for the management and orchestration of
the Open RAN environment. However, managing and orches-
trating an environment such as Open RAN, with different
stakeholders, various components, multi-vendor solutions,
a large number of parameters, and many different data flows
to or from components, is complicated and challenging. Com-
munications between elements of Open RAN are potential
targets of malicious actors. Data collection and processing
from internal and external sources require continuous quality
and safety policies. Incident prevention and quick response to
alerts without ML/AI solutions are almost impossible. End-
to-end network slicing and resource allocation, especially in
dense urban areas, are complex challenges for operators to
overcome. These problems are not new to researchers.

[63] used SDN principles to orchestrate and coordinate
resources in a 5G RAN infrastructure. Another published
work [64] proposed a functional split orchestration scheme
for running 5G on Cloud-RAN. The authors evaluated the
results from running the proposed design on a 5G experi-
mental prototype and claimed the suggested design reduces
energy consumption and the deployment cost.

3) NETWORK STORM PROTECTION
Storm protection and control prevent LAN interfaces from
interruptions caused by a broadcast storm. A broadcast storm
happens when network packets flood the subnet, creating
excessive traffic and degrading network performance [65].
This action degrades the network performance and interrupts
crucial communications such as health-related applications.
As technology advances, more mission-critical use cases
use wireless networking, and any interruption can threaten
someone’s life. Storms can be a consequence of errors in
network design or installation. However, there can be some
intentional attacks causing this disturbance. In these scenar-
ios, an attacker usually finds vulnerable devices connected
to the internet and manipulates them by aggressively sending
many packets to create a storm and cause an outage of an
extensive network. At themoment, themost common reaction
is rejecting both benign and malicious services. However,
intelligent algorithms can detect the compromised device,
preventing malicious actions while serving benign service
requests. A good solution should include both detection and
mitigation capabilities. Although detection and prevention of
the applications can run on Near-RT RIC, some solutions can
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better run on SMO and Non-RT RIC. Information such as
device type, InternationalMobile Equipment Identity (IMEI),
and Public Land Mobile Networks (PLMN) is available on
SMO. SMO also has the scheme of the attack. Non-RT RIC
can feed Near-RT with this data and help it detect and stop
the threat on edge. In this way, Non-RT RIC will do heavy
computation tasks and send input data to near-RT xApps and
help them make more intelligent and faster actions.

4) DYNAMIC HAND OVER (HO) MANAGEMENT
Efficient Handover management in networking has always
been a challenging task, but new use cases such as V2Xmake
this challenge an urgent research problem. In general, TheHO
sequences happen mainly based on Neighborhood Relation
Tables (NRTs), which are maintained by xNB, so devices
themselves do not have much information to optimize them.

ML/AI applications can optimize HO in different ways,
such as navigation and radio statistics history. In this solution,
data gets sent from devices through O1 to SMO, where the
Non-RT RIC applications run, and databases collect data.
An ML/AI application can find anomalies and suggest res-
olutions accordingly. NRTs are preferred to be UE-specific.
In this solution, This database will be an input for the AI
algorithm to learn and find anomalies. The V2X AS is
responsible for data maintenance and providing information
to AI algorithms. The algorithm’s output should be finding
the anomalies and the resolutions accordingly. [66] worked
on 3G/4G cellular networks to maintain QoE for a UE that
sends RSRP (Reference Signals Received Power) and RSRQ
(Reference Signal Received Quality) of its serving cell. If the
received power and quality are less than a defined threshold,
the serving eNB selects another target cell and triggers theHO
process by sending the message to MME (Mobile Manage-
ment Entity), and consequently, a message will be sent from
MME to NB if enough resources are available. If eNB gets
the message fromMME, it switches the target cell to the new
one, updates the table, and releases resources from the old
cell. The paper used regression and neural networks to pre-
dict handovers based on their data analytic results. Another
research [67] used ML/AI in SON to identify faulty cells to
improve faulty cells and reduce packet loss. They used the
KNN algorithm to detect abnormal access points (AP), clas-
sify access points, and find HO delay. They compared their
results with other algorithms such as SVM, Random forest,
and K-mean. Another research team used RNN (Recurrent
Neural Network) and LSTM (Long Short Term Memory)
to learn latency and cost associated with service requests.
They used a real dataset of real-world vehicle movements to
create a simulation environment for training their algorithm.
Their goal was optimizing vehicular fog computing by HO
optimization [68]. In another research [69], authors focused
on anomaly detection using a semi-supervised algorithm.
They used this method to detect two types of cells that
cause abnormal behavior in a system. The two types were
the sleeping cell caused by very low user requests and the
too busy cells caused by too many requests that cause more

demand for resource allocation. In [70], researchers proposed
a method that combines fuzzy logic and multiple attribute
decision algorithm (MADM) to use historical data and find
the optimum target. As a result, the generated model triggers
the HO at the right time rather than being late or dismissed.
In sum, using datasets from real-world scenarios, combined
with one of the supervised or unsupervised methods, can
help create an AI model that can detect abnormal cells or
anomalies in the system. This detection can trigger further
actions or be transferred to the Near-RT RIC platform to find
anomalies in near real-time.

5) UAV APPLICATIONS
An Uncrewed Aerial Vehicle (UAV) is a component of an
Uncrewed Aerial System (UAS) that can fly and move with-
out any human pilot on board. There are many benefits to
using UAS in telecommunication. RAN architectures can
benefit from UAS and UAV to overcome data traffics’ high
load and variability. Telecommunication systems can use
them as additional stations, acting either as a base (BS) or
relay stations (RS), especially in unexpected, natural disas-
ters, or special events. UAVs can operate as BS or RS to
increase the coverage area, balance traffic load, and enhance
network capacity. The benefits of using UAVs are not limited
to their mobility and flexibility in geolocation. The flexi-
bility in deploying various products and providing line-of-
site connectivity are other benefits of this technology for
telecommunication, specifically RAN. Although UAS indi-
vidually has had significant progress in providing services
to users, there are still many telecommunication challenges
to resolve that ML/AI can come to the rescue. One scenario
that needs HO is Radio Resource Allocation (RRA). Based
on parameters and features such as data traffic rate, latency
tolerance, and reliability that define user group, an ML/AI
program can find a pattern and efficiently provide the best
suggestion on resource allocation and other decision-making
tasks. The selection of ML/AI algorithms depends on the
nature of the business question. Predicting future behavior
is better executed by a supervised learning algorithm that
can learn very well from the past and make a model that
can more accurately predict the subsequent requests. At the
same time, an online decision in a dynamic environment
might suit a Reinforcement learning algorithm trained in
similar dynamic environments and can take quick actions
in response to changes, incoming requests, or events. When
it comes to UAVs, we cannot underestimate the impact of
weather conditions on their operation. ML/AI algorithms can
combine weather conditions and telecommunication param-
eters to generate models that can operate UAVs better than a
manual controller or a hardcoded program [71], [72].

6) TRAFFIC STEERING
The increasing number of telecommunication users and
imbalances in traffic caused by their UEs or various band-
widths available to users have challenged telecommunica-
tion operators. The 3GPP Self-Organizing Network (SON)
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function includes Mobility Load Balancing (MLB). MLB
balances the load by optimizing the handover triggers and
handover decisions using load information shared between
neighboring cells. However, it treats different user groups
equally. In addition, since 5G, the networking system can
support different combinations of access technologies such
as LTE (Licensed band), NR (licensed band), NR_U (unli-
censed band), and WI-FI (unlicensed band). As a result,
finding a solution to prioritize and provide services accord-
ing to the request type becomes inevitable. Traffic Steer-
ing addresses this challenge. Based on the traffic type
(e.g., HTTPS (Hypertext Transfer Protocol Secure) or
HTTP), user membership profile, or the priority level of the
service request, and many other factors, the request can be
served by different operational activities or a combination of
access technologies.

Traffic management policies with flexible configuration
can help proactively manage user traffic across different
technologies. SMO can collect information from UEs and,
in collaboration with Non-RT RIC, can monitor user expe-
rience by measuring the UE performance and resource uti-
lization on the cell level. Where the service requirements are
not acceptable, it can locate the target cell and implement
a solution such as switching cells for the affected user or
offloading that cell, or increasing bandwidth if it is possi-
ble. Moreover, in multi-access systems, traffic steering can
happen between different environments. Non-RT RIC can
create traffic management policies specific for any UE and
based on the priority of cells for each UE. Non-RT RIC sends
policies to the Near-RT RIC to enforce the radio resource
control. In addition, Non-RT RIC, by exploring the historical
data, can extract radio fingerprint enrichment information.
By monitoring the inter-frequency measurement and pass-
ing information to Near-RT RIC, the system can predict
the inter-frequency measurement. This prediction can reduce
the unnecessary inter-frequencies to boost traffic optimiza-
tion and network performance. There are many academic
works on MLB algorithms to improve QoE. Although those
works consider MLB as a solution, their logic and algorithms
belong to Non-RT RIC applications. The shortcomings of
this solution can be used as challenges for improving QoE.
For example, authors in a research [73], after studying the
previously suggested algorithms for MLB and addressing
the unfairness of those algorithms, provided a QoE-aware
algorithm for LTE systems. They use a fuzzy logic con-
troller to tune handover parameters to reduce QoE differ-
ences across cells and services. They argue that this method
will provide a fair service across all users. They validated
their algorithm in a dynamic system-level simulator of a
macro-cellular LTE scenario. In [34], authors exclusively
studied data analytics with Radio Access Technology (RAT)
selection scheme and discussed acquiring contextual infor-
mation and minimizing control signaling exchange. As we
mentioned in Near-RT RIC, monitoring users and check-
ing KPIs (Key Performance Indicator) can be executed by
Near-RT RIC.

7) OPTIMIZATION OF MASSIVE MIMO BEAM FORMING
Massive multiple-input multiple-output (MIMO) wireless
communications refers to the concept of implementing a
large number of antennas in a cellular base station [74]. [75]
describes the benefits of usingMIMO to increase the capacity
on the scale of ten times or more and improve the radiated
energy at the same time. MIMO increases energy efficiency
due to being able to focus with sharpness into small regions
in space and to reduce latency in communication with user
devices. As 5G and B5G are in the range of mmWave and
THz and are the critical path for improving networking com-
munications, the importance of MIMO becomes apparent.
One of many papers in this area is [76] which proposes
an ML/AI influenced design for Ultra Massive MIMO and
intelligent surfaces. Although many research works are on
MIMOand intelligent surfaces, designing an end-to-end solu-
tion from core networking to user devices is still a massive
challenge for researchers and operators to overcome. In this
use case, AI can help with the optimization of parameters and
locations.

8) NETWORK SLICING
Network slicing has been a topic of interest for improv-
ing communication performance for many years [77], [78].
Because of technology advancements and making concepts
such as NFV (Network Functions Virtualization) and SDN
(Software Defined Networking) applicable, network slicing
became a key role player for 5G and B5G.

‘‘Network slicing is a paradigm where logical net-
works/partitions are created, with appropriate isolation,
resources, and optimized topology to serve a purpose or
service category (e.g., use case/traffic category, or for MNO
internal reasons) or customers (a logical system created on-
demand)’’ [79]. A network slice is a virtual network with
a group of allocated services over a shared network infras-
tructure. 3GPP has standardized four different service types:
eMBB (enhanced Mobile Broadband), URLLC, mMTC,
and V2X [80].

However, network slicing is a challenging task. Services
which send requests to RAN for resources are dynamic and
various. They are different in terms of accepted latency,
required computation, time duration, and priority in terms of
emergency. A utility request related to autonomous vehicle
alarms can tolerate much less latency than a device report-
ing the customer traffic into a shopping center. Fortunately,
machine learning algorithms can be used practically in net-
work slicing and help manage the network’s life cycle.

The provisioning of network slicing includes the four
phases: preparation, commissioning, operation, and decom-
missioning. The NSI/NSSI (Network Slice Instance/Network
Slice Sub-net Instance) provisioning operations include:
Create an NSI/NSSI, Activate an NSI/NSSI, De-active an
NSI/NSSI, Modify an NSI/NSSI, Terminate an NSI/NSSI.
Some of important use cases of network Slicing are:

1) RAN Slice SLA (Service Level Agreement) Assur-
ance: In this use case, the flexibility of Open RAN
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combined with network slicing will allowmultiple ven-
dors to request resources from RAN and serve their
clients with different applications.

2) NSSI (Network Slice Subnet Instances) Resource Allo-
cation Optimization. ML/AI algorithms and methods
have been used for these scenarios and implemented in
Open RAN.

[81] presented a unified model which included the net-
work slices, data, and slice managers run by ML, commu-
nicating with SDN and the rest of the network over APIs.
In Open RAN, the data and slice manager applications can be
deployed as xApps on the Near RT RIC platform but can also
be deployed on Non-RT RIC. In another research, [82] the
authors discussed the challenges that network slicing faces,
such as Heterogeneous QoS (Quality of Service) require-
ments of various services, the fluctuating status of networks,
overhead costs caused by network slicing. The authors pro-
posed a network slicing framework and a neural network
algorithm to predict the resource allocation problem. The
authors of [82] suggested a multi-layer control level for net-
work slicing, such as gNodeB-level and package scheduling
level. However, as data is scarce, they suggest using transfer
learning to overcome this challenge and generate synthetic
data to train and build highly accurate models.

One of the crucial tasks in network slicing is to allo-
cate resources adequately based on the plausible usages in
the region. For example, IoT devices might need resources
during peak times or events, such as some sport matches
that increase the number of requests considerably in a short
period, demand for intelligent methods for prediction, and
allocation of required resources.

Open challenges in network slicing include NSSI resource
allocation, multi-vendor NS, indoor positioning, conges-
tion prediction and management, IIoT (Industrial Internet of
Things) optimization, and dynamic spectrum sharing.

Finding optimum solutions for each topic, especially for
running 5G and B5G applications on Open RAN, is a com-
plex but crucial task. Smart grids are also another new tech-
nology that can improve the RAN’s network slicing and
resource allocation policies. In [83] the authors describe the
use of smart grid technology in 5G and B5G. The integration
ofAI applicationwith IoT and smart grids in 5G andB5G, can
help with the resource allocation and network slicing as well.

Use cases that we discussed are not the only poten-
tial opportunities for AI application to the Open RAN and
telecommunication.

VI. MLOps IN OPEN RAN
The phrase MLOps stands for Machine Learning in Opera-
tions and refers to the efficient deployment and application of
machine learning solutions in production. A ML/AI pipeline
in production should be scalable, reproducible, and maintain-
able. Moreover, ML/AI pipeline should have a robust moni-
toring and versioning system for data, models, and features.
In MLOps, an artificial orchestrator automates and maintains
these principles. Engineers from open source communities

to major cloud providers have created some frameworks and
products to help data scientists run their ML/AI solutions
efficiently in production based on MLOps principles. Fig. 11
shows the main concept and workflow of ML applications in
production. However, these solutions are for general purpose
applications where ML/AI pipelines can run on a protected
data center at any location. Nevertheless, Open RAN is a
new world to explore. Near-real-time and real-time ML/AI
solutions are less likely to run on the currently available data
centers. Low latency applications that need to be close to user
devices cannot run on traditional cloud and data centers. They
need to run on edge devices close to base stations and UEs
(User Equipment) but have limited resources for computation
and data-related activities. Also, executing all the pipeline
steps on one platform might not be possible, and we might
need to split pipelines to run on Non-RT RIC and Near-RT
RIC platforms. Therefore, maintaining the performance of
ML/AI pipelines and maintaining security in communica-
tions become inevitable challenges to manage.

We continue this section by studying commonly used
ML/AI pipelines required in production which can be used in
Open RAN. This section does not include different scenarios
for data pipelines. Data pipelines which include data storage,
data processing, and data privacy procedures, might require
a large amount of memory or processing resources and can
affect the location and the strategy of data pipelines. They
can affect or be affected by the corresponding ML pipeline.
O-RAN Alliance has published a specification on AI/ML
workflow [23]. It includes multiple deployment scenarios.
However, this paper covers standard deployment practices in
addition to practical scenarios such as the need to runmultiple
versions of a model in Near-RT RIC that the specification
does not cover. Fig. 12, 13, 14, and 15 present some of com-
mon workflows in MLOps that are discussed in this section.

A. SINGLE DATA SINGLE MODEL
After selecting the algorithm and defining the data source in
this pipeline, the algorithm will be trained on the collected
and processed dataset. The first time training of the model is
usually on batch datasets, even if the inference and prediction
run on a data stream. For example, a defect detection model
can be trained on batches of defective items and then receive
a stream of scanned images for identifying the problem on a
real-time basis. There are exceptions for this practice, such
as reinforcement learning algorithms that run in a simulated
environment. The output of training algorithms is a generated
model. This model will be deployed to production, usually as
a container. The container accepts inputs based on the model
requirements. Therefore the production pipeline includes a
model with input data from stored data or as a stream from
an external source. The outputs and metrics are stored and
presented to the end-user via a monitoring system. Most of
the time, new types of data over time degrades the model
performance. In this case, the engineer or data scientist will
add new sample data to training datasets or change training
parameters to retrain the algorithm and redeploy the model.
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FIGURE 12. Single model ML pipeline.

FIGURE 13. Chain of models.

Fig. 12 presents this logic. Data from datasets flows to an
algorithm that is running offline. The output of this training
is a model that meets the required metrics and can be used
in production. The model gets deployed to production to
generate inferences for the production data. This pipeline can
run on any three controllers’ platforms, depending on the
data source and availability of computing resources for the
production model. Running training activities on Near-RT
RIC is possible if, firstly, the production model runs on
the RAN edge and enough hardware resources are available
for this purpose. Secondly, SMO and Non-RT RIC are not
responsible for maintaining a model repository for the Open
RAN ecosystem.

B. CHAIN OF MODELS
In this pipeline, the ML/AI solution is a combination of more
than one model, that run either pure sequentially or partly
asynchronous and partly sequentially. The chain of models
can be treated as one model and map the previous solution
to this one, with one input data source. However, there are
scenarios in which, one of the models is a multi-input model.
A multi-input model requires some considerations on provid-
ing the required input data. Fig. 13 shows a group of models
that either generate output for another model in the same
group, or use the output of one of models as input. A common
example of this case is using AI models for pre-processing or
post-processing of the main inference logic.

C. CHAMPION CHALLENGER AND ONLINE TRAINING
Champion challengers are trained models supposed to have
a higher performance than the model currently running in
the production. Online training refers to using the production

FIGURE 14. Online training with champion challenger.

stream of data to incrementally train the model and update the
model to improve its performance.

Fig. 14 shows a diagram of online training combined with
the concept of the champion challenger. Not all champion
challengers are built from online training, but an online
trained model is usually deployed as a champion challenger
not to cause trouble for QoE. The traffic is split between the
currently in production and the newly built models. After
monitoring metrics and the new model’s performance, the
traffic will be routed entirely to the new model. The previ-
ously running model will be stored in an archive for future
reference or any roll-back requirement.

D. A/B OR CANARY TESTING
In A/B or canary testing (Fig. 15) the goal is to compare
the performance of two versions of the same model. These
versions solve the same business problemwith the same KPIs
but are different, for instance in parameters, or the impact of
a feature in the performance. In A/B testing, the ML pipeline
splits the traffic between these two models (usually equally),
and compares their performance in production. Then the
traffic will be increased to 100% towards the superior one.
The champion challenger scenario also can be called a case
of A/B testing.

E. MLOPs AND ORAN
As we can see in each of the pipelines, the ML orchestration
system is responsible for maintaining an ongoing perfor-
mance of the ML/AI model and securing all communications
between the items in the process. Splitting a pipeline to run
on more than one platform will introduce security risks, but
running the whole pipeline on one platform requires enough
resources to store and process data besides running intelligent
applications.

The architecture of Open RAN, the life cycle of data in this
architecture, and the diversity of ML applications in telecom-
munication make MLOps solutions on Open RAN differ-
ent from other industries. Automation and deployment of
ML models require specific considerations, especially
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FIGURE 15. A/B and canary testing.

regarding security, availability, and reliability. This require-
ment emphasizes a new branch in the telecommunication
industry that focuses on MLOps.

VII. CHALLENGES AND OPPORTUNITIES
In this section we explore opportunities and challenges in
5G and B5G that using AI in an Open RAN architecture can
solve.

A. ARCHITECTURAL OPPORTUNITIES
We discussed the architecture of Open RAN and the variety
of use cases that it supports. Open RAN introduces new inter-
faces such as A1 and new components such as Near-RT RIC.
Moreover, combining virtualization and cloud-native archi-
tecture withOpenRAN components generatesmany different
scenarios to deploy discussed in Section IV-B. As a result,
there are many different architectural options to install an
end-to-end Open RAN scenario. With all the experience we
have from deploying cloud solutions, including regional and
edge, we cannot underestimate the challenges that O-Cloud
designers and operators face. One of the challenges is the
deployment of functions on the cloud platform. The cur-
rent specifications and standards allow virtual functions and
container deployment on cloud platforms. Although it might
add flexibility to specifications, it can reduce compatibility
between vendors’ components and operators’ available plat-
forms. The other challenge will be connecting components.
Wired or wireless, with interfaces or via API calls, compo-
nents communicate with each other and their environment.
Designing a robust, reliable, and scalable system requires
a detailed and thorough study of requirements. Especially
the requirements of different regions are not the same. For
instance, the countryside with camping facilities is quite
different from an urban region, considering these regions
also need to be connected. In a multi-vendor system such as
Open RAN, products made by different vendors have to be
deployed, maintained, and secured by operators. Although
standards work on Open RAN interfaces, each operator
can have different requirements and configurations, such as

namespaces for Kubernetes deployment. Vendors who build
components and products for one operator might face diffi-
culties in offering the same products to other operators.

B. NON-TERRESTRIAL USE CASES
Many use cases need very low latency or are in geographical
locations where a solid urban network system does not exist.
Utilizing mobile networking components such as aerial and
vehicle-based components can be helpful in these situations.

For example, in a use case where an accident has happened,
but paramedics cannot access the injured people, drones can
fly over and carry resources such as robotic hands and a
mobile cloud platform to run applications. Another oppor-
tunity to use a non-terrestrial implementation of Open RAN
is where operators temporarily face hot spots. They can use
UAS to ensure an acceptable level of QoS or QoE (Quality of
Experience) with a low cost.

The main controversial challenge for non-terrestrial solu-
tions might be providing them with enough power supply.
The current enhancement in solar panels on space platforms
such as satellites can enhance the efficiency of non-terrestrial
networks in terms of energy [84]. Vehicles also can play the
role of RAN components, and even base stations in the future
of cities [85].

C. SECURITY
In Open RAN, splitting RAN components and opening inter-
faces in addition to accepting multi-vendor solutions will
introduce vulnerabilities to the system [86]. Consequently,
security experts need to focus on three major areas.

The first is the general telecommunication security prob-
lems, regardless of the RAN implementation. This one is
a classic threat. In this security concern, network intrusion
happens between UEs and RAN components. The DDOS
attack, in which malicious actors target RAN and networking
infrastructure through UEs, is a well-known example.

Secondly, security attacks are caused by Open RAN
vulnerabilities. In Open RAN, many interfaces are open.
Therefore, components made by different vendors can com-
municate. This feature makes a malicious actor capable of
breaking into that communication if the interface is not man-
aged brutally.

Thirdly, contaminated applications or components or
faulty products can create intentional or unintentional threats
to the system. In Open RAN, unlike previous versions of
RAN, one vendor is not responsible for the end-to-end imple-
mentation andmaintenance of the installed RAN. All vendors
should follow the same security standards and tests before
submitting any product for operation. Before deployment,
operators can test products in a test environment to ensure
products meet safety and quality requirements. In particular,
implementing intelligent solutions that can identify anoma-
lies and unexpected activities in real-time is vital.

Especially for cross-component communications, there is
a need to create algorithms, write programs and generate
models which can monitor, identify and prevent malicious
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activities. This opportunity is open for researchers and secu-
rity engineers to find creative and efficient solutions and
methods. Using certified protocols can improve security but
can increase latency.

Networking operators also can cause shortcomings in the
system if they do not apply strict measures to Open RAN
implementation and engage vendors and third parties in
deploying their products. This problem is preventable by
adding processes to Open RAN installation specifications.

In sum, operators need a systematic and proactive approach
for security threats in Open RAN. Also, they need to engage
their vendors and monitor products actively.

D. IMPLEMENTING ORAN IN URBAN REGIONS
In combination with 5G and B5G, Open RAN will gener-
ate opportunities for serving diverse use cases, from mobile
broadband to URLLC, and it will profoundly impact the
future of technologies. However, more diversity in requests,
more complicated to manage communications. In particular,
autonomous vehicles and mission-critical applications are
inseparable parts of future cities. The biggest challenge of
these use cases is that they cannot tolerate interruption. Build-
ing a robust and reliable RAN creates unlimited project topics
for researchers and engineers. These projects should focus on
creating communications that follow the highest standard and
are secure and reliable with efficient resource management.

Moreover, any of those projects should be environmentally
friendly. Achieving these requirements without compromis-
ing latency and other QoS KPIs is another continuous chal-
lenge to explore.

Another crucial problem that Open RAN systems in urban
areas have to overcome is attenuation in 5G and B5G. In 5G
and B5G wireless generations, wireless communication will
be in the range of mmWave and THz. Many wave blockers
such as buildings, walls, and vehicles can create challenges
for designing and implementing a reliable system in an urban
environment. Weather conditions also act as blockers and
interrupt mmWave and THz communication, which add to
this complexity. These are topics of research that researchers
have been working on since the idea of 5G started. A sur-
vey [87] discussed how some weather conditions such as
heavy rain, temperature, and fog could affect the quality
of mmWave communications. [88] also has studied the
impact of rain on 5G communication. Considering that rain
is a common phenomenon in many places and some cities
even experience heavy rainfall for months, its severe impact
on millimeter-wave propagation and signal loss cannot be
overlooked.

Another atmospheric condition that can severely impact
a telecommunication system is a hurricane. In [89]
hurricanes and rain are mentioned as severe threats for
5G communication.

Future cities and people living in them require a wide range
of telecommunication use cases, and any interruption can
cause severe damages and huge costs, not only a financial
cost but also loss of lives. Therefore, building and optimizing

Open RAN in an urban area requires ongoing innovation and
optimization research and engineering works. The end goal is
to run a reliable, scalable, and secure telecommunication sys-
tem with robust contingency plans that can serve all requests
with a high level of QoS and QoE in any weather condition.

E. ZERO-TOUCH NETWORKS
New networking generations give rise to new use cases and
new expectations. 5G and B5G promise to have faster speed
and larger capacity while requiring very low latency and a
high level of security. These requirements make automation
and AI applications crucial parts of new telecommunication
systems. A zero-touch networking system tries to delegate
repetitive tasks to machines and let AI help with function-
alities that humans cannot operate as fast or as accurately.

1) AUTONOMOUS NETWORKING
Over the past decades, networking controllers have evolved
from hardware controllers to software-defined networks con-
trollers and will soon enter the era of AI-controlled networks.
The role of AI is expanding the flexibility that SDN pro-
vides and adds elasticity, self-maintenance, and higher perfor-
mance. Autonomous networking is a phrase that started with
the introduction of SDN as a means to use software products
to manage and orchestrate networking in a region or for a
use case. The other term common in mobile networking to
address a network system without predefined network infras-
tructure and parameters is Self-Organizing Network (SON),
widely used in mobile networking. 3GPP has explained SON
in detail, in TS 32.500 [90]. Autonomous Network and SON
are not new concepts. More than 20 years ago, we can find
research discussing these concepts in terms of design and
implementation. As a result of advancements in hardware and
ML/AI algorithms, both SON and Autonomous networking
are taking advantage of AI algorithms [91], [92].

The ETSI organization has published a white paper [93],
dedicated explicitly to end-to-end autonomous networks and
more interested in the operation and maintenance of telecom-
munication. It defines four levels for autonomous network-
ing. From level one to four, it gradually decreases the role
of humans in tasks and increases the role of artificial intelli-
gence. Artificial intelligence’s responsibilities in the system
grow at each level from being assistive tools and failure
recovery systems based on logs and alerts to failure diagnosis
applications. Eventually, in the fourth level, being intelli-
gent decision-makers and predictors. In the fourth level, the
system autonomously can take precautionary actions and be
in charge of failure and fault prediction. Using Open RAN
in operation, levels three and four will become more cru-
cial. In Open RAN, there will not be any specific vendor
responsible for the end-to-end implementation of RAN.
Therefore, it is vital to have a system that accurately diag-
noses the problem and maps it to the source. Also, incorpo-
rating an application that can predict faults and failures can
give potentially affected operators and vendors time to take
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action in a reasonable time. Once more, ML/AI applications
become inevitable tools of future networking systems.

F. MANAGEMENT
Each of the individual topics mentioned before is a manage-
ment challenge and opportunity. Operators and vendors can
solve many of these problems using products and research
results that researchers and engineers have created for other
RAN implementations. We also have talked about managing
configurations and the importance of preparing solid con-
tingency plans. Nevertheless, some problems are unique to
Open RAN. One of the unique problems is managing dif-
ferent vendors and their products. The multi-vendor concept
helps operators take advantage of the competitive market and
negotiate price and quality with their providers. However,
it introduces many challenges.

Firstly, ensuring that products meet the required qual-
ity, pass security measures, and are compatible with other
operators running products in their system. As we dis-
cussed, testbeds before deployment, universal specifications
and standards, and engaging stakeholders and vendors in
discussions can resolve or minimize this problem.

Secondly, open interfaces generate opportunities for mali-
cious actors, and operators maintain communications’ secu-
rity intact. In addition to in-depth investigation and test
on purchased components, they need to implement ML/AI
applications and other intelligent systems to predict and
detect flaws or malicious activities in real-time and react in
real-time.

Thirdly, a RAN system’s end-to-end maintenance and
responsibility is not the vendors’ responsibility anymore.
Operators should establish procedures covering all parame-
ters, communications, and activities for a test andmonitoring.
In addition, they need an intelligent application that can
quickly map any flaw or problem to its possible sources.
In this way, operators can quickly bring the related vendor
on board and resolve the issue.

Also, in Open RAN, three intelligent controllers generate
massive opportunities to optimize and innovate for telecom-
munication applications and use cases. Its orchestration has
many use cases for software engineers to implement the best
practices on deploying zero-touch data or ML pipelines and
set up the best practices for deployment, continuous delivery,
reliability, and scalability of software products in Open RAN.

Moreover, conflict resolution scenarios will become chal-
lenging as more applications for different telecommunication
use cases run on the RIC platforms. Applications can have
compatibility issues with the running infrastructure, or have
conflicts on optimization and adjustment of parameters in
their target network. If two AI applications directly or indi-
rectly try to change the same parameter or change QoE of the
same UE, there needs to be an intelligent system to prevent
or resolve this issue.

As we can see, managing an Open RAN system more
than other versions of RAN requires a strong collaboration
between many sectors in engineering and business. This

efficient collaboration becomes more crucial if we remind
that an operator might not be able to implement what they
build in one area to another because of many factors such
as populations, diversity of use cases, type of user requests,
different regulations, and different weather conditions.

G. DIGITAL TWIN FOR TEST AND IMPROVEMENT
We discussed the need for creating a test environment before
deploying components and applications into production.
Operators need to create a test environment to monitor the
quality and reliability of products before integrating them
into a running system. The current test environments are
based on historical data. The ideal test could be monitoring
the applications in the currently running environment while
not deploying them into the actual production environment.
A digital twin environment can assist with this problem.
Based on [94] ‘‘A digital twin is a virtual representation of
an object or system that spans its lifecycle, is updated from
real-time data, and uses simulation, machine learning, and
reasoning to help decision-making.’’. As a result, applications
can run in a digital twin environment and show how they
behave in different circumstances.

The other benefit of creating a digital twin will be trou-
bleshooting and fault finding in applications or components.
If the outcome of a running application is not as expected, the
digital twin environment can repeat the scenario, and opera-
tors can find the source of the issue or optimize parameters to
prevent the same poor outcomes.

Creating digital twins increases the required resources,
but by advancing hardware design and implementing data
lifecycle policies, the benefits of utilizing digital twins, such
as enhancing security and troubleshooting activities, can out-
weigh its cost for operators.

H. ENERGY CONSERVATION
In end-to-end telecommunication, the RAN consumes more
than 80% of the wireless network power [95]. As a result of
the growth in networking systems and their traffic which gen-
erate a large amount of data, energy consumption increases.
Therefore, reducing the energy consumption in the RAN is a
challenge in 5G and B5G that AI can address. For instance,
intelligently allocating tasks to servers can economize energy
consumption in the RAN. In [96] authors proposed an algo-
rithm to optimize the offloading selection, radio resource
allocation, and computational resource allocation in Mobile
Edge Computing (MEC). In [97] researchers designed an
autonomous control method to reduce the energy consump-
tion of networking systems. [98] proposes a green cellular
network by using Markov chain and modeling possible load
variation. This information is used to select the most efficient
base station. In sum, AI applications can help operators use
the available resources efficiently with total capacity. Also,
they can reduce redundancy in the system, which conse-
quently can contribute to creating a green wireless network-
ing system. Radio Frequency devices, the RAN components,
and AI algorithms can be improved to conserve energy.
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VIII. CONCLUSION
This paper started with an overall view of Open RAN and
its architecture. We discussed the benefits of Open RAN in
telecommunication.We argued that its multi-vendor and open
interfaces would boost innovation. In addition, Open RAN
helps operators to run multi-generation networking systems.
In this paper, we focused on the role of AI in 5G, and B5G and
how AI applications can run on an Open RAN architecture.
We explained three families of applications responsible for
the intelligent control of Open RAN. Telecommunication
use cases in 5G and B5G are complex in terms of latency
requirements, QoS KPIs, and the large number of parameters
that they use and manage. AI can make faster and more
accurate decisions than human-beings or static programs in
such complex and dynamic environments with strict KPIs.

The last section of the paper is dedicated to the challenges
and opportunities for implementing intelligent solutions in
5G and B5G telecommunication. This survey has discussed
a new area of research area on AI and wireless network.
The topics in this area can be topics of future research and
implementation for researchers and engineers in the telecom-
munication and computer science industries. The future of
telecommunication is painted by revolutionary communica-
tion methods that make implausible critical scenarios, pos-
sible. In addition to the advancements in AI algorithms and
hardware, the Open RAN architecture can play a vital role in
this significant technical evolution. The Open RAN architec-
ture reduces cost and encourages multi vendor solutions that
boosts the innovation rate, and the standard adaptability of
new systems.
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