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ABSTRACT This paper proposes joint mobile node participation and routing protocol for multi-hop device-
to-device (MD2D) networking in intelligent transportation systems, called fuzzy-based participation and
routing protocol for MD2D (FPRM). Our proposed protocol is designed to operate over future open-radio
access networks (O-RANs). We introduce a sub-layer at the network layer that can determine nodes with
the highest participation probability in routing using a fuzzy logic system, thus building a framework to
create more stable routes. To ensure the participating nodes are capable of handling the data traffic, two
constraints are proposed, mobility and coverage constraints. The former enables the creation of sustainable
communication links, and the latter enforces the communication service to the entire MD2D network.
Simulation results show that our approach can increase the network lifetime, decrease the end-to-end (E2E)
delay, and increase the packet delivery ratio (PDR) compared to the existing proactive routing protocol. Our
protocol outperforms the benchmarked MD2D protocols and other investigated ad hoc protocols.

INDEX TERMS MD2D communication, routing protocol, fuzzy logic system, network automation, O-RAN,
AODV, OLSR, HSAW.

I. INTRODUCTION
The widespread use of mobile devices, intelligent trans-
portation systems, Internet-of-things (IoT) networks, and
machine-type communication has led to substantial data traf-
fic growth. This trend will most likely continue as the need
for ubiquitous connectivity of people, devices, and machines
follow the same trajectory. In this trend, mobile devices
have significantly contributed due to advancements in new
applications and services for smartphones. These applica-
tions require high data rates and perfect quality of experi-
ence (QoE) for users. The need for a faster data rate was the
primary reason for wireless network evolution and the mani-
festation of fifth-generation (5G) cellular networks. However,
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with the emergence of smart applications [1], the Internet-of-
everything (IoE) [2], user demands [3], and the connection
of millions of people, machines, and vehicles [4], the current
network paradigm requires shifting from rate-centric to ultra-
reliable low latency communication. Therefore, creating an
unprecedented dispute for existing 5Gwireless networks. The
sixth-generation (6G) cellular network is expected to over-
come many associated issues in 5G by utilizing intelligence
and a new radio access network (RAN) [5]. Although one
can argue that available 5G systems in the market can handle
basic IoE and low latency services, it is disputable whether
they can deliver tomorrow’s heterogeneity of innovative city
applications.

Significant effort has been dedicated to enhancing the RAN
architecture [6]. The goal is to build an operator-defined RAN
on open hardware that enables intelligent radio control and
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FIGURE 1. Proposed framework for the designed routing protocol, where
fuzzy-logic system is adapted in O-RAN intelligent controller.

creates self-driving networks. In particular, the open-radio
access network (O-RAN) allows openness in the RAN by
merging the xRAN forum and centralized-RAN alliance.
O-RAN uses the concept of virtualization, cloud, and intel-
ligence to initiate agile service deliveries and enhance capa-
bilities to end users [7]. Incorporating intelligence is one
of the main reasons underlying the advantages of 6G over
5G. 6G establishes an automation and self-organization net-
work, where most network applications will be ruled by a
machine rather than human intervention. One of the main
building blocks in 6G is machine learning (ML) technol-
ogy [8]. ML has significantly contributed to wireless net-
work applications, such as quality-of-service (QoS), resource
management, spectrum allocation, and routing [9]–[12].
Moreover, software-defined networking (SDN) enables the
separation of control and data planes, allowing ML-based
algorithms to perform optimization and automation in a
centralized controller and provide intelligent decisions to
devices. SDN and network functions virtualization (NFV)
provide advanced features for the RAN intelligent con-
troller (RIC) to increase the performance of future wireless
networks. Furthermore, O-RAN has defined three control
loops, effectively enabling NFV applications to be deployed
at different locations of the cellular network architecture.
For example, at the core, where the non-real-time control
loop exists, non-real NFV applications could be deployed,
whereas, in the near-real-time control loop, NFVs aim to
perform operations at near-real-time [13], [14].

A. MOTIVATIONS
Multi-hop device-to-device (MD2D) communication is a
promising technology to offload base station (BS) traffic.

In MD2D frameworks, routing algorithms play an essential
role, and they must be designed to provide the highest per-
formance based on the criteria of the current and future net-
works. Therefore, anMD2D routing protocol must be capable
of adapting to any dynamic topology changes in the net-
work. Recent MD2D routing protocols mainly focus on opti-
mization algorithms to increase network performance. To the
best of our knowledge, no MD2D study has yet adapted a
fuzzy-based topology control routing mechanism to identify
the participant nodes and dynamically create efficient routes
for that specific network topology. One of the advantages
of our proposed framework is the intelligence of controller.
The controller can collect network telemetry and network
application requirements and use them to generate link-state
databases (LSDBs). Moreover, the topology control mech-
anism enables a fuzzy system to dynamically adapt to the
network changes and identify the participating nodes. Our
routing protocol can create network knowledge and prescribe
optimal routes using the information obtained from the topol-
ogy control and acquired data from the network.

B. CONTRIBUTIONS
This paper proposes an intelligent joint topology control and
multi-hop routing called fuzzy-based participation and rout-
ing protocol for MD2D (FPRM) to increase the network
lifetime and packet delivery ratio (PDR). In our approach,
a fuzzy-based participation mechanism controls and manip-
ulates the network’s topology. The fuzzy system is located
in the RIC controller. The controller collects all the nodes’
information and decides whether a node should participate in
MD2D routing based on the fuzzy rules. Therefore, different
network graphs can be obtained by manipulating which node
can participate in the network. Based on the topology graphs
and application requirements, network LSDBs are created.
Figure 1 represents the fuzzy-based participation and routing
framework under the management and control of the O-RAN
framework. In this framework, every small BS (SBS) (e.g.,
picocell networks) is connected to a RIC controller with a
unique ID, and every BS can communicate to other SBSs
through backhaul channels. Each SBS is responsible for pro-
viding service to every user equipment (UE) in their coverage
area. The edge network is connected to the core network for
Internet access and other advance processing functionalities.
RIC creates a centralized fuzzy-based unit to process and
store information to instruct the SBSs. The embedded fuzzy
system obtains the participating nodes and creates different
network LSDBs based on the network topology and applica-
tion requirements. Later the LSDB is shared with participat-
ing nodes to perform MD2D routing.

The contributions of this paper are summarized as follows:

• Proposing joint topology control and MD2D routing
using an adaptive fuzzy-based learning system.

• Presenting a new MD2D knowledge-based routing
framework that adapts based on the user requirements
and fuzzy system to identify participating nodes and
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disregard nodes that can cause potential damage to net-
work performance.

• Utilizing an intelligent O-RAN controller to collect net-
work information and build various LSDBs for different
network topologies.

• Introducing a three-step routing constraint to ensure the
proposed MD2D routing can provide a reliable commu-
nication link to the maximum number of users over a
long time.

• A comprehensive analysis of the proposed routing pro-
tocol with a semi-centralized routing protocol, namely
hybrid SDN architecture for wireless distributed net-
works (HSAW) [15], and traditional distributed routing
protocols, including ad hoc on-demand distance vec-
tor (AODV) and optimized link state routing (OLSR),
is presented. The results show more than a 30% increase
in average throughput, more than 30% reduction in end-
to-end (E2E) delay, almost 8% increase in PDR, and
almost 2% decrease in energy consumption compared
to one of the leading MD2D routing protocols, HSAW.

The rest of this paper is organized as follows. Section II
provides a literature review of the current MD2D routing pro-
tocols. Section III briefly explains the routing framework and
system model. Section IV describes the route discovery and
maintenance strategy over an intelligent fuzzy-based routing
protocol. Section V provides a complete explanation of the
fuzzy logic algorithm used for node participation. Section VI
introduces the constraint used after the fuzzy logic process
to improve the scalability of the routing protocol. Section VII
evaluates the performance of the proposed routing framework
using the NS-3 simulator. Finally, our conclusion and future
research directions are explained in Section VIII.

II. RELATED WORKS
The O-RAN provides the opportunity to create a new gen-
eration of intelligent semi-centralized routing protocols [16],
[17]. This opportunity has opened the door toward developing
a new set of MD2D routing protocols for future intelligent
transportation systems. In MD2D routing, a controller can
instruct the devices in the network and install or remove rout-
ing entries within the device’s routing tables. For instance,
the authors in [18] proposed a routing protocol using the SDN
framework in the wireless multi-hop paradigm to increase the
life span of the network. In their framework, nodes transmit
their local information to the controller to generate a global
network view. The SDN controller can then provide a route to
a destination upon request from a source node. This is gener-
ally achieved by computing the shortest route via the shortest
path first (SPF) algorithm. The SDN controller applies energy
constraints and hops count limits to find the best path for each
source node. The simulation results show that the network
lifetime is extended compared to OLSR and AODV routing
protocols. Authors of [19] proposed an MD2D routing proto-
col for SDN-based cellular networks. The proposed method
builds the LSDB of the network at the controller, and once a

node requests a route, the controller uses the Dijkstra algo-
rithm to find the shortest path to the destination. The pro-
posed protocol provides scalability and reliability in mobile
ad hoc networks (MANETs). Furthermore, in vehicular ad
hoc networks (VANETs), the authors of [20] proposed a low
delay and low routing overhead framework to propagate mes-
sages. Their protocol finds multiple paths using multiple net-
work attributes, such as link stability and shortest travel time.
Simulation results show that the proposed protocol signifi-
cantly outperforms the conventional routing protocols regard-
ing E2E delay and routing overhead. SDN-based routing
frameworks provide scalable routing procedures among var-
ious wireless networks. However, the above strategies have
not considered the dynamic changes of the network causing
deterioration of network performance. One of the promising
solutions to address this problem is using O-RAN near-real-
time controller to make routing decisions. Fuzzy-based rout-
ing protocols have shown promising solutions for optimiza-
tion of routing parameters in a self-organizing manner based
on the network dynamics [21].

Recently, knowledge-based algorithms have gained
widespread attention. The optimized data acquired from
SDN-enabledML-based controller can create knowledge that
enables networks to adjust their parameters when neces-
sary [22]–[24]. For instance, the authors of [25] used rein-
forcement learning (RL) in routing problems to maximize
the throughput and minimize the communication delay for
each source node. Their algorithm continuously predicts the
network’s future behavior and evaluates the most efficient
path to the destination. An SDN controller is utilized to
collect network information and train an RL agent to manage
the data traffic among devices in the network. Simulation
results illustrate that the proposed routing protocol deliv-
ers large files faster than open shortest path first (OSPF)
and least loaded (LL) routing algorithms over different net-
work scenarios. Moreover, the authors of [26] proposed an
intelligent-based fuzzy routing protocol to decrease power
consumption. Specifically, they solved the unbalanced dis-
tribution of cluster heads by the fuzzy c-means clustering
algorithm, which categorized nodes into balanced clusters.
Then the cluster heads are assigned using the Mamdani
fuzzy interference system to route packets between the con-
troller and other nodes. Obtained simulation results show
an increase in network lifetime and superiority over exist-
ing clustering-based protocols. Other studies, such as [27],
used fuzzy logic to improve the stability of the AODV rout-
ing protocol in MANETs. The most trusted relay nodes are
selected in their framework for route generation between the
source and destination nodes. The fuzzy logic method takes
the node energy, mobility, and hop counts to determine the
node trust level. The simulation results illustrate the proposed
framework’s advantages against AODV in terms of control
overhead, network throughput, packet delivery ratio, and E2E
delay. In vehicular networks, fuzzy learning has provided
unprecedented benefits. The authors of [28] introduced an
intelligent fuzzy-based routing scheme for software-defined
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vehicular networks (SDVNs) in urban areas. In this technique,
a centralized controller maintains the routing table. These
routing tables are initially constructed based on the priorities
of packets using fuzzy logic and later updated based on the
network changes. Then, a greedy strategy is used to obtain
routing pathswith the highest link stability. Simulation results
demonstrate significant performance improvement in dense
urban areas compared to the existing routing frameworks.
As can be seen from the literature review, the ability to learn
and adjust the network parameters to increase the network
performance is a promising solution for future MD2D het-
erogeneous networks [29]–[31].

III. SYSTEM MODEL
FPRM is a proactive routing protocol where a controller col-
lects the network information and broadcasts the required
routing information for participant nodes to perform MD2D
communication. In general, the controller is responsible for
separating the control and data planes such that the distributed
devices only transmit the data messages, not the control mes-
sages. When the controller is adapted in the network, devices
are relieved from flooding algorithms to find a route to the
destination. The controller is responsible for creating paths
separately and only providing devices with routing entries.
Proactive routing protocols use the capability of a centralized
controller to build LSDBs. However, the generated LSDB
is shared with the entire network without knowing whether
devices are participating in the MD2D routing or not. This
can cause cellular channel overhead and reduction in the
MD2D network lifetime. To mitigate problems associated
with proactive routing approaches and increase the network’s
lifetime, we are introducing a sub-layer, which can determine
nodes with the highest participation probability in routing and
thus build a framework to create more stable routes.

As shown in Figure 2 the O-RAN-enabled BS collects
every node’s data, such as energy, number of neighboring
nodes, and mobility rate, to obtain the most reliable nodes.
The fuzzy system processes the information and defines the
participating nodes. Furthermore, the controller creates an
LSDB and broadcasts it to the participating nodes, where
nodes will distributively calculate a path using the LSDB.
Once a node requires to transmit a packet, it will evaluate
the path using Dijkstra’s algorithm and adds the route to its
routing table. If a link failure occurs while sending the packet,
the node can calculate a new route and delete the previous
route from the routing table. Additionally, the link failure is
shared with the controller, where the controller updates the
fuzzy system and broadcasts the new information to nodes to
update their LSDBs.

In our framework, every UE is equipped with at
least two communication interfaces: cellular/licensed and
WiFi/unlicensed frequencies for in-band and out-band com-
munication. The in-band communication consists of data
messages exchanged between UEs (MD2D communication)
and the acknowledgment messages. Out-band communica-
tion includes Internet connectivity, control messages, and

FIGURE 2. Proposed fuzzy framework, where nodes information
including remaining energy, mobility rate, and the number of neighboring
nodes are collected by the controller to apply fuzzy system and identify
the participating nodes.

connection to other networks. At the initial stage of the
network, each UE transmits a Hello message to its neigh-
boring nodes (where neighboring nodes are nodes within
each UEs communication range) via the WiFi channel. Then,
UEs transmit their link-state information to the sub-controller
via the cellular channel. Based on the received data, the
sub-controller processes the information and generates an
LSDB. Then, fuzzy logic is applied to find the participation
policy in the network. The sub-controller uses defined fuzzy
rules to calculate each node’s eligibility index (EI). The low-
est values of the EI correspond to nodes that might fail to
transmit a packet or have low energy levels. These nodes
are excluded from participation in routing. Moreover, once
the eligible node is determined, the next step is applying the
following constraints: coverage and mobility. The introduced
constraints in our proposed routing framework ensure that
the eligible/active nodes can support the entire network with
the least interruption. It is noteworthy that The LSDB is only
transmitted to active nodes in the network.

IV. ROUTING PROCEDURE IN FUZZY-BASED MD2D
COMMUNICATION FRAMEWORK
At the initial stage of our framework, nodes transmit their
information, such as remaining energy, list of neighboring
nodes, mobility rate, and throughout. Once the BS receives
all this information, it will run them through the fuzzy logic
system to obtain nodes with the least EI. These nodes are in
critical conditions, and using them in the routing process may
cause packet loss leading to an unstable network. After select-
ing eligible nodes, the next step is to compute each node’s
activation time duration. Then, we apply mobility and cov-
erage constraints to enforce two rules: first, least interrupted
connectivity, and second, providing service to the entire net-
work. Then, the active nodes will receive the computed LSDB
from the BS.

A. LSDB CALCULATION
The controller provides the entire network with link-state
information, calculated in a centralized manner using the
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weight given to each node. The link-state information con-
tains the reported data of nodes, including a list of neighbor-
ing nodes, the traffic arrival rate, the queue length of each
node, and the channel condition between the node and the
one-hop neighboring nodes. To compute the LSDB, once a
node joins a BS after the authentication process by the sub-
controller, it will be allowed for advance routing services.
Then, each node will broadcast its existence through Hello
messages to its neighboring nodes via a WiFi channel. After
the adjacent nodes are identified and the link between them
is established, each node will send its link-state information
via the cellular channel to the sub-controller. This informa-
tion consists of one-hop neighboring nodes associated with
link-state, location, battery level, and throughput and sent to
the BS using a topology control (TC) message. The LSDB
generated at the sub-controller is also shared with the nearby
sub-controllers and the main controller. Therefore, each BS
has a global network view, helping them with handover
decisions, traffic management, user allocation, and content
caching.

B. LSDB UPDATE
Each sub-controller must update the generated LSDB after
any changes to the network. If any changes occur to the
link-state information, a TC message will be sent to the
sub-controller to inform the status changes of the node. Based
on the TC message, the sub-controller decides whether to
change the LSDB. The new information received at the BS
is processed to update the main LSDB and broadcast any
link state changes. Moreover, if any node observes sudden
changes and failure to the link, the BS is notified, and new
LSDB entries are generated based on the information. The
proposed algorithm only updates specific entries of the node’s
LSDB. However, the entire LSDB is usually updated at a
constant rate.

C. ROUTE DISCOVERY
Our fuzzy-based routing framework is a hop-by-hop rout-
ing protocol, meaning that the data packets only carry the
node destination ID. Each intermediate node or active node
between the source and destination is the relay node. The
relay nodes are the forwarding devices that check the destina-
tion field ID and then apply Dijkstra’s algorithm to discover
the next forwarding node. Each forwarding device has the
entire network LSDB enabling them to find the least-cost
path to the destination. After receiving LSDB, an active node
performs distributed route discovery using Dijkstra’s algo-
rithm [32]. In particular, each node generates a routing table
that specifies a path to any other node in the network with
minimum total cost. In this stage, no further assistance is
required from the controller. Nodes are now able to per-
form route discovery purely in a distributed manner. Multiple
routes can be established between any two nodes as primary
and backup routes based on the lowest cost in case of any
link breakage. If both paths are independent, the data traffic
can be split between the two routes to deliver the packet in

FIGURE 3. Flowchart of the proposed fuzzy-based routing protocol.

parallel. In the case of heavily congested networks with a high
number of nodes, route discovery is more challenging, and
split multipath routing helps distribute the load. On the other
hand, if multiple paths are stored in each node for any pairs
of nodes, then node storage and network scalability will be
another challenge. To further accomplish scalability, we can
deploy sub-controllers and divide the network into small cells
similar to the idea in [33] and [34]. Hence, each node only
needs to maintain the routing table of its own cluster. How-
ever, this is the point of our future study to monitor the effect
of split routing in congested networks.

D. ROUTE MAINTENANCE
Each relay node is responsible for forwarding packets to the
next least-cost hop. After any reception, relay nodes must
acknowledge the packet delivery. If a node detects a failure or
error during transmission, it will initiate a flow error (FERR)
message to the sub-controller containing the error type. If the
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FIGURE 4. The proposed fuzzy system.

error type has the link broken message, the sub-controller
broadcast a FERR to notify other nodes about the broken link.
Once nodes receive a FERR from the BS, any transmission
to that particular node will be canceled, and the node ID is
removed from the LSDB after the flow error waiting time
(FERR-WT) period. FERR-WT is the associated time for
deleting any entry and updating the LSDB. This time duration
is required if the node is only deactivated for a short period
due to bad reception. After this time is passed and nodes have
not yet received an active route entry, a new route will be
obtained, and the routing table will be updated. At the same
time, the previous node of the forwarding path uses the LSDB
and applies Dijkstra’s algorithm to find the alternative path
and transmit the rest of the data packet using the new route.
During the route failure, nodes can find a new path due to the
availability of the LSDB. However, if a new path can not be
found, then there are two possibilities:
• Destination is unreachable: If the node can not find a
destination, the sub-controller will receive a destination
ID with the data packet.

• Low channel quality: In this case, the sender transmits
a quality check message to the receiver to check the
possibility of transmission. If not, a new route will be
established.

1) OVERVIEW
In parallel to LSDB computation, the BS is also responsi-
ble for obtaining the eligible nodes through a fuzzy system.
Figure 3 shows the overall process of the proposed protocol
and all the required steps to compute the participating nodes
and the routes. A fuzzy system is equipped with rules and can
evaluate the eligible nodes. After the fuzzy system is applied,
the three-step constraint is performed to ensure the eligible
nodes computed by the fuzzy system are satisfactory if any
specific condition occurs. Then, LSDB is shared among the
eligible nodes, and the MD2D communication is established

between the active flows. The following section explains how
nodes are segregated into two groups: active and deactivated
nodes—followed by applying constraints for the final eligi-
bility check.

V. NODE PARTICIPATION MECHANISM USING
FUZZY-BASED ALGORITHM
The main idea of fuzzy logic is to manage a system with
pre-defined rules. The results of fuzzy logic consist of values
ranging from 0 to 1. There are four main procedures in fuzzy
logic: fuzzification, fuzzy rules, fuzzy inference system, and
defuzzification. The fuzzy logic in our study aims to construct
the initial stage for the participation of nodes. The fuzzy
system captures network information in our framework and
computes each node’s EI. This index will identify the proba-
bility of a node being able to participate in a route.

A. FUZZIFICATION
The fuzzification processmeasures the node cost (NC) to esti-
mate the node’s EI. The cost is calculated using three decision
parameters: remaining energy, mobility rate, and the number
of neighbors. These parameters are transformed into triangu-
lar fuzzy membership functions, where each input value to
the system is mapped to the associated membership function
to reveal the fuzzy degree. Figure 4 presents the fuzzy logic
flowchart.

Figure 5 illustrates the membership diagrams for obtaining
the fuzzy value of remaining energy, mobility rate, and the
number of neighboring nodes, respectively. The first input
parameter to the fuzzy system is the remaining energy of a
node. As shown in Figure 5a the membership function con-
sists of five levels, including very low, low, medium, high,
and very high. We assume that the energy of nodes is ran-
domly distributed with a maximum value of 300 Joules. The
high remaining energy value represents a high-value node,
which means that the node with higher remaining energy has
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TABLE 1. The proposed fuzzy rules.

a low risk of packet transmission failure. The amount of the
remaining energy is converted to linguistic values in one or
two possible levels.

As shown in Figure 5b the second input parameter is the
mobility rate of the nodes. The higher the nodes’ mobility, the
larger the probability of packet failure is due to link failure
or signal fluctuations. Therefore, when the mobility rate of
nodes is low, the node’s reliability is high, which means there
is a better chance of relaying packets to the destination with
minimum interruption and packet loss.

Finally, the third input parameter to the fuzzy system is the
number of neighbors, as shown in Figure 5c. A node with a
higher number of neighbors has a higher connectivity degree
and a higher chance of participating in the routing.

B. FUZZY RULES
Fuzzy rules are obtained using the degree of importance
and representation of a value into a meaningful explanation.
As previously mentioned, the highest node energy is assumed
to be 300 Joules, and if, for instance, a node reports an energy
level of 270 Joules, the node is still at a very high energy
level. As a result, we can assign each input parameter to
the fuzzy system to the corresponding linguistic values in a
reasonable belief. As illustrated in Figure 5 each parameter,
remaining energy, mobility rate, and the number of neigh-
bors are divided into five levels. Therefore, we have three
fuzzy parameters leading to 53 states. However, there are
only 27 rules counted in our system to distinguish the least
qualified nodes and eligible nodes for participating in the

routing. These 27 rules are demonstrated in Table 1, where
each rule is associated with a cost. The associated cost values
will be explained later in this section.

C. FUZZY INFERENCE ENGINE
After the fuzzification process and converting input values
to linguistic values, the values are sent to the inference
engine. Together with the rules and the input data, the infer-
ence engine forms inferences and draws conclusions. The
fuzzy inference system considers all the possible states of
the applied rules to evaluate the fuzzy inference output. The
Mamdani fuzzy inference system [35] is used in this step to
find the fuzzy matching rules and calculate the fuzzy infer-
ence output. The system’s output is sent to the defuzzification
module for final processing.

D. DEFUZZIFICATION
In the defuzzification process, the output values of the fuzzy
inference engine are used to calculate the crisp value of the EI
as a final crisp value of the fuzzy learning system. EI is calcu-
lated using (1), where Rulei is computed via the correspond-
ing values of the x-axis into the y-axis. Rule cost, also known
as the cost function, is represented by a triangular function.
The numerical representation of rule cost C is obtained using
Figure 6.

EI (n) =

∑n
i=1 RuleiCi∑n
i=1 Rulei

(1)

85234 VOLUME 10, 2022



S. Ashtari et al.: Joint Mobile Node Participation and Multihop Routing

FIGURE 5. Proposed fuzzy diagrams for evaluating the potential
candidate for participation.

Note that to calculate the y-values from the fuzzy functions,
some values of the x-axis might cross two points in the y-axis.
For instance, for the mobility value of 15m/s, the correspond-
ing y-value is 0.5. On the other hand, for the mobility rate of
17m/s, the y-values intersect at two points; the low-line at
0.4 and the medium-line at 0.6. This process increases the
number of states while calculating the EI.

Let us consider an example for node A reporting the
remaining energy of 125 Joules, mobility rate as 27m/s, and
4 neighboring nodes. Using fuzzy functions these values cor-
respond to: RE(low) = 0.3, RE(medium) = 0.7, MR(medium) =

0.4, MR(high) = 0.6, NN (verylow) = 0.1, and NN (low) = 0.9.
Each parameter corresponds to two values, meaning there
are 23 − 1 states to calculate rules. Table 2 illustrates the
numerical values of rules for each of the states. All three
parameters of input (Remaining energy, mobility rate, and the
number of neighbors) are now multiplied together. Finally,
to compute whether node A can participate, EI is calculated
as follows:

EIA =

∑n
i=1 RuleiCi∑n
i=1 Rulei

=
Rule13C13 + Rule14C14 + Rule16C16

Rule13 + Rule14 + Rule16

FIGURE 6. Fuzzy diagram for calculating the rule cost of each combined
rules from Table 1.

TABLE 2. Numerical representation of rules for provided example to
calculate EI.

+
Rule17C17 + Rule25C25 + Rule26C26

Rule17 + Rule25 + Rule26

+
Rule22C22 + Rule23C23

Rule22 + Rule23
(2)

where logistic values shown in Table 2 represent the rules in
Table 1. For instance, the first row in Table 2 corresponds
to rule 13 in Table 1. After substituting the values, the EI is
0.26. Similarly, the network’s EI is evaluated, and the lowest
values will represent the nodes with the lowest probability
of participating in a route. In contrast, the highest values of
EI represent nodes with a higher probability of participation.
Network constraints will further process the eligible or active
nodes to ensure the network’s coverage area is not disturbed
and find how long an eligible node can stay active.

VI. APPLIED CONSTRAINTS FOR THE PROPOSED
FUZZY-BASED ROUTING FRAMEWORK
In this section, the energy model is first presented, followed
by the evaluated active time for the eligible nodes. To ensure
all active nodes are capable of providing service to the entire
network, a coverage constraint is adopted in our system.
Finally, the mobility constraint maximizes the active time and
guarantees no transmission failure during activation. After
applying the regulations, the final decision on the eligible
nodes for participation is made.

A. PROPOSED TIME FRAME FOR NODE PARTICIPATION
In our system, we assume a simple energy dissipation model
of radio hardware [36], where the transmitter dissipates
energy to send k-bits of packets through a power amplifier
and radio electronics, and the receiver dissipates energy to
run the received k-bits of a data packet. Then, the energy to
transmit the k-bits message is ETX , and ERX is the consumed
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FIGURE 7. Energy consumption model.

energy to capture the message at the receiver. As shown in
Figure 7 the energy expenditure to transmit k-bits packet over
a distance d is obtained as follows:

ETXk =

{
Eek + Eampkd4, if d > d0;
Eek + Efskd2, if d < d0;

(3)

ERXK = kEe (4)

where d0 is the threshold distance computed by the√
Efs/Eamp, Ee is the power consumed by the electronic

devices, Eamp and Efs are the amounts of energy per bit dissi-
pated in the RF amplifier.

Based on (3) and (4), we can approximate that the energy
consumed to transmit a packet is almost three times higher
than receiving a packet. Considering this fact, let us only con-
sider the highest energy consumption a node can have every
second. Assuming that the largest packet size is equivalent to
the data rate (R) and distance is less than the threshold, then
the maximum consumed energy in every second is equal to:

Emax = EeR+ EfsRd2 (5)

Moreover, the total energy consumption ET of the network
is evaluated using the number of the packets K sent in every
flow F ∈ {1, . . . , fn} as follows:

ET =
K∑
k=1

F∑
i=1

ETXk,i + E
RX
k,i (6)

Having themaximum amount of energy a nodemight dissi-
pate, we can calculate the maximum time tmax a node can stay
active. Once the participating nodes are discovered, the next
step is to evaluate the time they can remain active. We assume
that the activation time duration must not exceed more than
the α% threshold of the initial energy of a node. Based on this
assumption, the maximum time a node can stay active can be
calculated as follows:

tmax =
ERMα
Emax

(7)

where ERM is the remaining energy of the node. For instance,
if we assume the remaining energy of a node is 200j, the data
rate of a link is 10Mbps, α is 25%, and assuming the worst
case scenario maximum range d = 100 (Constants: Ee =
50nj/bit , Efs = 10pj/bit/m2, and Eamp = 0.0013pj/bit/m4),
the maximum time the node can stay active is tmax = 33.33s.

B. MOBILITY CONSTRAINT
Once the node’s maximum activation time tmax is calculated,
it is a question of whether the node can remain active with

minimum transmission failure considering the neighboring
nodes and its own mobility rate. Knowing how fast a node is
moving and whether movement might impact the initial cov-
erage area and the number of neighbors is crucial for selecting
the best performing node tomaximize coverage, capacity, and
stability. Therefore, it is essential to declare constraints to
determine whether a node can still support its neighbors after
a particular movement.

This paper considers a 2-D system with N number of
heterogeneous nodes located randomly at positions [xi, yi]T ,
and i, j ∈ N . The distance between each node is defined
by their Euclidian distance: dij =

√
(xi − xj)2 + (yi − yj)2.

Each node’smaximum transmission area is considered a fixed
disk with a given range. All the nodes should be divided into
two groups; the first group contains the active nodes, and
the second group keeps the temporarily deactivated nodes.
Let K = {(K1,wk1 ), . . . , (Km,wkm )} be the set of deacti-
vated nodes, where Km represents the node ID and wkm is
the corresponding weight to the closest active node. Now let
A = {(A1, ta1 ), . . . , (An, tan )} be a set of active nodes with the
corresponding active time frame. Consequently, based on the
maximum activation time, we can derive the final activation
time as follows:

L∑
l=1

dAl ,Al+L < max(WAl
KAl

) (8)

where L is the number of steps a node will take during the
activation time, andWAl

KAl
is the weight of a set of deactivated

KAl nodes allocated to active node Al . Constraint (8) ensures
that the active node is capable of supporting its neighboring
nodes or the deactivated nodes in its neighbor (Km) during the
activation time while it is moving.

Along with checking whether the active node movement
does not interrupt the communication with neighbors, the
movement ofKm must also be monitored for any possible link
failures. Zk is responsible for the movement of Km, whether
the deactivated neighboring node is moving towards or away
from the active node Al .

Z ik =
dAi,Nj
Range

i ∈ n, j ∈ m (9)

The movement of nodes directly depends on the mobility
rate (v). As shown in Figure 8 once nodes start to depart from
the initial position, they will move to different indicated areas
(shown as rings). Each marked circular ring represents a 20%
gap to the initial place, and different transmission ranges rep-
resent a different radius. In our study, the transmission range
of nodes is limited to 100m. Hence every 20% gap represents
a 20m deviation from the initial position. To avoid link failure
between neighboring nodes due to movement, the following
constraints are established:

0 < max(Z ik ) < 1,Ai : tactive = tmax −
tk
h
, i ∈ n

(10)

max(Z ik ) ≥ 1,Ai : tactive = 0, i ∈ n (11)
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FIGURE 8. Five movement events based on the distance a node can travel
over the activation period.

tk = max(Z ik )100v
K
avg i ∈ n (12)

h =

vmax(
vmax
100

)v for 15 < v ≤ 30

−
vmax
2

v2 + v2 +
vmax
2

for 0 ≤ v ≤ 15;

(13)

To obtain the activation time (10) is used, where h is eval-
uated from (13) and vmax equals to the maximum mobility
rate, assumed to be 30m/s. As shown in Figure 9 if the aver-
age node mobility rate is between 0-15m/s, the probability
of a node staying active is higher. Therefore, as the aver-
age velocity of neighboring nodes (Km) decreases h-index
increases faster to maximize the activation time. However,
if the average mobility rate of Km is greater than 15m/s,
the activation time of an active node will decrease dramat-
ically. That means the Km has a higher chance of leaving
the active node’s coverage area. Hence, the activation time
will be minimized to ensure packet loss is minimized during
any transmission. tk ensures the active time duration provides
the lowest communication link breakages by considering the
weight of the furthest Km and the average node velocity. (11)
limits the activation time to ensure deactivated nodes from set
K are not out of the transmission range ofA. This procedure is
conducted at the RIC before finalizing the list of active nodes
and allocating the corresponding activation time.

C. COVERAGE CONSTRAINT
Another essential constraint applied in our routing protocol
is the coverage constraint to guarantee the initial network
coverage by nodes remains almost the same after identifying
the active nodes. After active nodes are separated from deac-
tivated nodes, deactivated nodes will not receive the whole
LSDB. We can imply that the deactivated nodes are shut
down. Hence, the network’s coverage area by all the nodes
might be affected when the deactivated nodes are shut down.
We introduce a coverage area constraint to solve this problem
to keep the final coverage area almost identical to the initial
coverage area. In order to formulate the coverage constraint
problem a weight (q) is assigned to each node in the net-
work N = {(ni, qi), . . . , (ni, qi)}. This weight represents the

strength of the link between two nodes, which means how
much overlapping coverage area two nodes might have. The
weight of each node is taken as the ratio of the coverage area,
a number between 0 and 1.

qij =
A(Ni ∩ Nj)
A(Ni)

(14)

If we assume the coverage area of each node follows a disk
model with a fixed radius, A(Ni ∩ Nj) is the intersection area
between the coverage areas of node i and j, where the inter-
section is computed as follows:

A(Ni ∩ Nj)

=
1
2
r2i

[
2 cos−1

(
θi
)
− sin

(
2 cos−1

(
θi
))]

+
1
2
r2j

[
2 cos−1

(
θj
)
− sin

(
2 cos−1

(
θj
))]

(15)

where θi and θj are defined as follows:

θi =
d2i,j + r

2
j − r

2
i

2di,jri
(16)

θj =
d2i,j + r

2
j − r

2
i

2di,jrj
(17)

ri and rj are the transmission range of node i and j, respec-
tively. In our simulation, di,j is the distance between Ni and
Nj defined by Euclidean distance. Finally, A(BSi) = πr2i is
the coverage are of Ni.
Figure 10 provides an example to illustrate the described

algorithm. This example presents an area of 10m× 10m with
14 randomly scattered nodes. To calculate the weight of the
graph, the weights for all nodes qi are added.

Qi =
∑
j∈N

qi,j (18)

Based on the weights, nodes are separated into two groups,
A′ and K ′, where A′ is the set of nodes that must stay active,
and K ′ is the set of nodes with high Q. That means the
list of active nodes found in the previous section must now
match with set K ′. Then, the list of deactivated nodes must
match with online nodes A′ to check whether any deactivated
node must remain online due to the coverage area restriction.
In both cases, the node’s action will be reversed if there is
any mismatch. This technique enforces the selected nodes
during the fuzzy learning process to be able to provide service
to the entire network. In Figure 10 after the weights are all
computed, N2 will have the maximum weight and will be
selected as the potential node in set K . If this node is also
listed in the fuzzy system deactivated nodes, this node will
be selected in the final list of deactivated nodes. Moreover,
as observed from Figure 10 the overlapping coverage area
of N1,N3 and N7 supports the fact that these nodes are the
substitutes in that region, and by coverage constraint, N2 is
part of K ′. Similarly, this technique is applied to the entire
network to ensure full connectivity.
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FIGURE 9. h-index for computing the activation time of a node.

FIGURE 10. A simple illustration of the coverage area of fourteen nodes
with their intersections.

VII. SIMULATION RESULTS
This section presents our proposed routing protocol’s simu-
lation setup and performance evaluation. First, the simula-
tion environment with the parameters and assumptions are

TABLE 3. Simulation parameters.

explained. Second, the performance of the proposed routing
protocol is thoroughly examined and compared with other
routing protocols.

A. SIMULATION SETUP
The proposed FPRM protocol is implemented using the
Network Simulator-3 (NS-3). NS-3 simulator supports both
IP-based and non-IP-based networks, but we are adapt-
ing the IP-based network in our simulation. IP-based sim-
ulation in NS-3 involves models for long-term evolution
(LTE)/5G, WiFi, worldwide interoperability for microwave
access (WiMAX), etc., for layers 1 and 2. This simulator
provides different testbeds and protocols for users to run and
test their proposed frameworks. For instance, routing prob-
lems in MANETs can use protocols such as AODV, OLSR,
and dynamic source routing (DSR). NS-3 supports several
random mobility generators and also SDN-based networks.

Figure 11 illustrates our simulation environment expand-
ing over a 500m × 500m area. The BS is located in the
center of the network. For simplicity, only one network cell
is considered with randomly generated nodes between 50 and
250, with 50 nodes increment in every simulation run. Het-
erogeneous nodes are considered in this simulation, including
mobile nodes, IoT devices, and vehicles. However, all the
nodes are specified as UE with different mobility rates. Two
separate IP-based networks are set for cellular communica-
tion and WiFi communication. The cellular communication
band is set to apply the LTE/5G specifications using the
NS-3 modules. At the same time, the WiFi band is IP-based
with IEEE standards. Simulation parameters are shown in
Table 3. The simulation results were run for 3000s, and each
simulation was averaged over multiple simulations running.
We use the Monte Carlo simulation technique under 50 runs
to validate our results, and the final results are averaged and
plotted with 95% confidence intervals.

B. SIMULATION ANALYSIS
This section provides the simulation results of the proposed
fuzzy-based node participation routing using the NS-3 sim-
ulator. Three types of nodes with different mobility rates
and power are considered to evaluate our proposed rout-
ing protocol. First, we assumed that 40% of the network
is filled with mobile nodes, 40% with IoT devices, and
20% vehicles. Nodes’ power is randomly distributed between
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FIGURE 11. Simulation terrain setup.

0-300 joules (the value of power can be changed based on
the standards; however, we chose this value to see the impact
of depleted nodes). Nodes’ velocities are randomly selected
between 1-30 m/s. Two channels are considered for data com-
munication, cellular and WiFi. For WiFi or MD2D commu-
nication, IEEE802.11n-5GHz is used, and LTE/5G broadcast
control channel (BCH) is utilized for cellular communication.
We assume that the link quality between nodes is updated
every 1 second. In every scenario, the number of active nodes
is increased to analyze the performance of the proposed
routing protocol. MD2D routing has an average length of
4 hops between any source and destination. We compared our
proposed routing framework with our previously proposed
routing protocol, HSAW, and two conventionalMANET rout-
ing protocols: AODV and OLSR. The signal propagation
model is Friis free space model [37]. The simulation analysis
generates random source and destination nodes. Finally, the
assumptions taken during the simulation scenarios are intro-
duced as follows:
• Assuming a random velocity rate from 1-30 m/s second
is allocated to each node.

• The network consists of 40% pedestrian, 40% inner-city
mobile nodes, and 20% outer-city mobile nodes.

• We consider a simple energy model for our system, ran-
domly distributed among nodes between 0-300 joules
per UE. This value is assigned to calculate the amount
of consumed energy during the packet transmission pro-
cess and realize the effect of energy consumption.

This study’s main objective is to introduce a new
fuzzy-based routing participation protocol to increase the
network lifetime, PDR, and throughput. The aim is to use
fuzzy logic to identify nodes with the least capabilities to
stay deactivated for a specific time. Network constraints are
used to check the participant nodes regarding activation time,
network coverage, and mobility patterns.

FIGURE 12. Number of depleted nodes.

FIGURE 13. Nodes energy consumption.

FIGURE 14. End-to-end delay.

Figures 12 and 13 illustrate the number of depleted nodes
and the energy consumption, respectively. FPRM shows
small improvement over HSAW in network lifetime. There
are two reasons why FPRM has a longer lifetime than
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FIGURE 15. Average network throughput.

HSAW and two other conventional routing protocols. First,
in HSAW, the entire nodes in the network receive the LSDB,
which causes significant energy consumption compared to
FPRM. Second, FPRM keeps track of nodes and their energy
consumption, and if the energy of nodes passes a certain
threshold, the controller stops the node from participating
in the routing. FPRM prevents unintentional and unneces-
sary energy consumption. Therefore, in long-term scenarios,
more nodes will be active in the network than in the HSAW.
Furthermore, compared to the conventional ad hoc routing
protocols, such as AODV and OLSR, FPRM performs much
better.

Figure 14 shows the E2E delay of FPRM, HSAW, AODV,
and OLSR. FPRM and HSAW perform similarly at low net-
work density, but FPRM accomplishes a better E2E delay
once node density increases. In FPRM, nodes have more
reliable links because of the active nodes in the network.
As described in previous sections, active nodes have maxi-
mum energy, lowest mobility rate, and maximum throughput.
Therefore, packets are transmitted over more reliable links
faster than HSAW. Compared to traditional ad hoc protocols,
namely AODV and OLSR, both HSAW and FPRM archive
better results. However, FPRM has superior performance
overall.

Figure 15 represents the average total throughput of the
entire network, including the cellular and MD2D communi-
cation channels. Our proposed routing protocol performs sig-
nificantly better than the three other routing protocols. This is
because not all the nodes are active in the network, making the
controller use the maximum available throughput. Therefore,
the average network throughput increase compared to HSAW,
AODV, and OLSR.

Figure 16 shows the PDR of the network, where FPRM
achieves significantly higher PDR compared to HSAW,
OLSR, and AODV. FPRM has slightly better PDR perfor-
mance than OLSR and AODV in low-density networks but
considerably higher in more congested networks. FPRM
has the lowest packet failure due to the fuzzy participation

FIGURE 16. Packet delivery ratio.

algorithm. In the participation technique, active nodes are
selected based on their performance. Active nodes are respon-
sible for routing the packets, and as long as their performance
stays high, the packet dropped will be minimum.

VIII. CONCLUSION
This paper proposed a new joint participation and routing pro-
tocol using a fuzzy-based routing framework called FPRM
with mobility, energy, and coverage constraints. A new topol-
ogy control mechanism was presented using the fuzzy-logic-
based approach to identify participating nodes and create
different network graphs. In our routing protocol, the infor-
mation collected from the network and application layers are
utilized as knowledge in the form of LSDB. In our approach,
an O-RAN intelligent controller separates the control plane
decision from the data plane. The controller was responsible
for creating various LSDBs based on the network informa-
tion and application requirements. The data plane was only
responsible for relaying the data from one end to another. The
controller only shares the LSDB with the participating nodes
for MD2D routing to reduce cellular channel overhead and
energy consumption. Any node with information to transmit
is capable of processing the LSDB and obtaining the most
efficient route to the destination. The simulation results show
that the FPRM protocol is superior in network lifetime, E2E
delay, PDR, and throughput than HSAW. Moreover, our pro-
tocol significantly improved performance compared to the
purely distributed benchmark routing protocols, AODV and
OLSR.

This study’s future direction is to explore the timing mech-
anism of how often the topology control update is required
to trigger and optimize this time. Moreover, LSDBs can be
optimized by machine learning algorithms to contain only a
specific form of knowledge based on the topology graphs.
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