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Abstract: Wireless sensor networks (WSNs) comprise several cooperating sensor nodes capable of
sensing, computing, and transmitting sensed signals to a central server. This research proposes a
sensor system-based network with low power communication using swarm intelligence integrated
with multi-hop communication (SIMHC). This routing protocol selects the optimal route based on
link distance, transmission power, and residual energy to optimize the network lifetime and node
energy efficiency. Moreover, adaptive clustering-based locative data transmission (ACLDT) is applied
for optimizing data transmission. The proposed approach combines clustering with data transfer via
location-based routing and low-power communication in two phases to calculate the ideal cluster
heads (CHs). First, a CH seeks the next hop from the nearest CH. Then, a path to the base station is
formed by developing CH chains. The results reveal that the proposed sensor system based on data
transmission and low-power consumption achieved a network lifetime of 96%, an average delay of
53 ms, a coverage rate (CR) of 83%, a throughput of 97%, and energy efficiency of 95%.

Keywords: WSNs; low power consumption; data transmission; clustering; swarm intelligence
multi-hop communication; adaptive clustering-based locative data transmission

1. Introduction

A wireless sensor network (WSN) comprises densely spaced and connected by self-
organized wireless communication networks. Sensing, embedded computing, signal pro-
cessing, and wireless networking components are all included in sensor node topologies.
Every node is provided with several application-certain sensors and on-node signal pro-
cessing methods [1]. For example, environmental event detection could benefit from
cooperative signal processing among surrounding nodes, increasing detection sensitivity
and specificity. Users can receive locally processed information via energy significant
wireless transmission. Low power consumption is critical for a WSN to have a long operat-
ing lifetime. Multi-hop networking among SN is presented to lower the communication
connection range for every node in SN [2], which is aided by low duty cycle process and
local signal processing. Because communication channel loss scales as a power law with
the link range, reducing the link range results in enormous savings. Initially, WSNs were
utilized for military purposes, such as battlefield monitoring, but are now employed for
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various applications. Depending on the application, the WSN might have hundreds to
thousands of nodes, all of which may be connected in a network. Each node comprises a
radio transceiver with an internal or external antenna, microprocessor, electronic circuit
for sensor interface, and power source, such as batteries [3]. The nodes utilized in a WSN
are typically small and powered by batteries or solar panels [4]. There are network life-
time extensions and energy-efficient data transmission. In most applications, batteries are
powered by batteries, which utilize little energy due to their limited energy supply [5].

The aims of this work are described as follows:

1. Design a sensor system and network based on low power communication with
data transmission.

2. Integrate multi-hop communication with swarm intelligence to achieve low-pow-
er communication.

3. Cluster the nodes and calculate optimal cluster heads with data transmission.
4. Apply the adaptive clustering-based locative data transmission algorithm for data

transmission, where the exact locations of the sink node and base station are known.

The rest of this research is organized as follows. Section 2 discusses existing WSN
techniques based on a sensor system with a network model. Section 3 explains the proposed
system method, including the energy model, clustering and cluster head selection evalua-
tion, data transmission model, and low power transmission model. Section 4 presents the
experimental results based on parametric data transmission analysis and low power con-
sumption evaluation. Finally, Section 5 concludes the research and describes the direction
of future work.

2. Related Works

Many routing protocols, such as hierarchical, flat and location types, are designed to
fit WSN features, in which energy is a critical problem. Other available routing protocols
include data-centric routing protocols, such as SPIN and directed diffusion, and those for
low-power and lossy networks. Signal strengths anticipate the distance between nodes,
so the nodes are aware of their locations [6]. Geographical and energy-aware routing
(GEAR) [7] is a technique for routing packets to a destination region that incorporates
energy-aware neighbor selection. Cluster-based routing was created with scalability and
communication in mind, and the formation of clusters as well as selection of CHs can extend
a network’s lifespan [8]. Because the energy capacity is limited [9], conserving energy is
significant in determining the sensor network’s lifespan. Many strategies for extending the
life of a network have been presented, such as the LEACH [10] technique, in which SNs
send data to a CH rather than to the base station (BS) directly. The LEACH approach has
been modified numerous times and has become a core method among hierarchical routing
systems. For instance, the LEACH protocol, a variation of the LEACH technique that
incorporates location and residual energy characteristics, was created to address the issue
of load balancing with low degrees [11]. The TL-LEACH protocol is another method for
resolving the distance problem between CHs and BSs [12]. The LEACH methodology is also
used for CH data gathering and fusion, although one CH uses another CH closer to BS. The
power-efficient gathering in sensor information system (PEGASIS) [13] is another protocol
in which nodes only communicate with their nearest neighbors. To ensure all nodes have
the BS, sensing node systems use a greedy algorithm to establish transmission chains.
V-LEACH [14], a highly energy-efficient variation of LEACH, is another option. In the CH
selection step, the distributed EEUC method [15] considers node energy usage and distance
between source and sink nodes to equalize the network’s energy consumption by marking
all nodes. The CUCA algorithm [16] selects the cluster head, considering the distance
factor, network coverage, and node residual energy. CH in the ERA method [17] creates
multi-path data transmission based on residual energy; however, inducing the energy
hole to appear prematurely is trivial. Regiment Al [18] suggested a distributed fuzzy
logic method based on energy perception as well as CR with non-uniform cluster heads.
Yet, the non-uniformity of CHs cannot match the network’s reduced energy consumption
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and maximum CR standards. Subsequently, a distributed multi-layer DFCR clustering
technique [19] with improved big data transmission performance was suggested in 2018.
The DFCR algorithm considers the nodes’ degree, residual energy, distance, centrality, and
other characteristics before constructing a multi-objective optimization method to address
the uneven energy consumption of nodes. The target tracking issue over a filtering network
with dynamic cluster and data fusion is the subject of this research [20]. The clustering
technique has been further enhanced for specific real applications over the last two years
and has obtained good results [21,22].

3. System Model

This section discusses the designed sensor system and network based on low-power
communication with data transmission. Here, the proposed model is classified into two
modules. The first module includes node clustering and selection of the cluster with data
transmission by adaptive clustering-based locative data transmission (ACLDT). The second
module involves low-power communication using swarm intelligence integrated with
multi-hop communication (SIMHC). The proposed model is represented in Figure 1.

Figure 1. Overall proposed architecture.

3.1. Energy Model

The following equation is used to calculate the transmitting, receiving and aggregating
data of energy consumption:

Etr(l) =
{

Eelec + l·ε f s·d2 d ≤ d0,
Eelec + l·εmp·d4 d > d0,

Erx(l) = lEelec . (1)

Eag(l) = lEda

where d is the distance from the source node to Sink; d0 =
√

ε f s
εmp

; Etx(l), Erx(l), Eag(l) for
aggregating 1 bit of data; Eda reflects the energy use; ε f s and εmp represent the signal ampli-
fier power magnifications in free-space and multi-channel attenuation models, respectively;
and Emelec denotes the energy usage of a wireless transceiver circuit in transmitting and
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receiving data. If d ≤ d0, the network’s communication model is a free-space method;
otherwise, it is a multi-channel attenuation method modeled by Equation (2):

∑N
i=1 Ei = ∑K

i=1

[
Em

(
∑K+1

j=1 Iij −∑K
j=1 Iji

)
+ ∑K+1

j=1 Eij + ∑K
j=1 Em Iji

]
= Esm ∑K

i=1 IiK+1 + ∑K
i=1 ∑K+1

j=1 Eij + En ∑K
i=1 ∑K

j=1 Iij

= ∑K
i=1(Esm IiK+1 + EiK+1)

+∑K
i=1 ∑K

j=1
(
Erc Iij + Eij

)
m

K
∑

i=1
(Esm IiK+1 + EiK+1)

+
K
∑

i=1

K
∑

j=1

(
En Iij + Eij

)
(2)

such that,
K+1

∑
j=1

Iij −
K

∑
j=1

Iji ≥ 0

for i = 1 : K and from Equation (3)

K+1

∑
j=1

Il j −
K

∑
j=1

Ijj ≤ M
K

∑
j=1

IjK+1 (3)

for i = 1 : K, Equation (4) is
K

∑
j=1

IjK+1 ≥ Imin (4)

which becomes Equation (5)

Iij ≤ log

(
1 +

Eijd−2
ij

ζ

)
(5)

for i = 1 : K, j = 1 : K + 1, which is rewritten as Equation (6):

Iij ≥ 0; Eij ≥ 0 (6)

for i = 1 : K, j = 1 : K + 1.
Equations (5) and (6) are used to compute the maximum energy bounds ranging

from ESP 1/4 1 Joule to ESP 1/4 15 Joules and fewer data bounds ranging from Imin 1/4

0 to Imin 1/4 170 bits, respectively. The network is randomly distributed with 100 nodes
with Erc 1/4 500 µJ, Esm 1/4 1 mJ, and M 1/4 20 bits based on the relationship between
Equations (5) and (6). The problem with the minimum data bound in Equation (6) is that it
converges faster than the issue with high energy bound in Equation (5).

3.2. Clustering and Selection of Cluster Heads

First, we determine the expected distances between CHs and SINK using an integral,
then the expected distances between CHs and nodes inside its cluster. Then, the entire
predicted energy consumption value is calculated to obtain the ideal number of cluster
heads. The node density denotes the tightness of the relationships between the activity
nodes and displays the difference between a complete graph and a distribution graph. In
the following method, we choose the best CHs by considering node energy consumption,
degrees, and distances, as shown in Algorithm 1. Assume that the network contains k
clusters and N nodes. Under the free-space model, network’s energy consumption is given
by Equation (7):

ECH =

(∣∣∣∣N
k

∣∣∣∣−1
)
·l·Elec +

N
k
·l·Eda + l·Elec + l·ε f s·DCH − Sin (7)



Electronics 2022, 11, 1541 5 of 12

where d2
CH−Sink is the estimated distance between CH and Sink,

∣∣∣N
k

∣∣∣; (∣∣∣N
k

∣∣∣−1
)

is the
average number of nodes in each cluster, and Elec denotes the amount of energy used by
CH to receive

(∣∣∣N
k

∣∣∣−1
)

bits of data. The energy usage for CH to transmit l bit of data is

represented as l·Elec + l·ε f sd2
CH−Sink. In a free-space model, the best CH location is (x, y),

while the Sink’s coordinate is (x, y) (a, b). As a result, the following equation is the expected
squared distance between the CH and Sink:

E
[
d2

CH−Sink

]
=

s (
(a− x)2 + (b− y)2

)
dCH(x, y)dxdy =

s (a−x)2+(b−y)2

S dxdy (8)

The (x, y) is the distance between source node and CH, and S is the square area of the
node distribution. Consider that each cluster contains l bit of data to be conveyed. Then,
Equation (9) is used to determine the energy usage of one cluster in one round:

ECH−members = l·Eelec + l·ε f s
2
DCH−members (9)

Within a cluster, the expected squared distance from CH to the source node is given
by Equation (10):

E
[
d2

CH−members

]
=

x (
x2 + y2

)
d(x, y)dxdy =

L2

2πk
(10)

To begin, determine whether node vi is a cluster head by calculating the following:

CHCandidate−i = α·
(

ERemain−i

EInitial

)
+ β·

(
Deg max

Degi

)
+ γ·

(
Disi−Sink

Dismax − Sink

)
(11)

where α, β, and γ are parameters that satisfy 0 < α, β, γ < 1, α + β + γ = 1; ERemain−i
represents the remaining energy of node vi; initial is the initial energy of all nodes; Degi
is the degree of node vi; Deg max denotes the maximum degree of all nodes; Disi−Sink
refers to the distance between node vi and Sink; and Dismax − Sink is the greatest distance
between the source node and Sink. Candidate set CHCandidate−i is created by sorting
the candidate values from high to low using the aforementioned algorithm. When the
network’s minimal CR is equal to or greater than 90%, the best CH is chosen from the
candidate sets.

Algorithm 1: Clustering and CH Selection

Need:
N denotes number of alive nodes
V(I, j), I, j = 1, 2 . . . ..N
S(a,b)
Neighbor vi{}
r denotes node transmission range
Confirm:
List CH{i\i = 1, . . . ,Not-CH
1. State List CH {} = NULL
2. Evaluate candidate value of node vi as a CH
3. For I = 1 to N do
4. N = +1
5. If n is not equal to Not-CH, then
6. For j = i + 1 to N, do
7. If CR < 90%, then
8. Choose next node vj
9. End if
10. End for
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3.3. Adaptive Clustering-Based Locative Data Transmission (ACLDT)

To characterize data evolution in ACLDT, the data transmission method trusts on
building an initial identical predictive method at theCH and SN. It is worth mentioning that
each CH or BS should perform ACLDT for each node to which it is connected. The query
made by a user is analyzed and replied to, using the created predictive methods at the CH
connecting with SN, which satisfies the quality based on a given boundary. Furthermore, a
direct connection between SN and CH is required to update models at CH if the method is
not accurate enough. The actual sensor values must be received in this situation, and the
prediction model must be updated at both the CH and SN. It is pertinent to mention that
an identical scenario is used to communicate between the CH and BS. When using a power
line connection, all nodes are energy balanced. Each node can consider the overall energy
optimization when choosing a data transmission channel, as shown in Algorithm 2. The
data from a node that is further away from the BS are present in numerous hops to the BS.
A node that is d meters away from BS emits 1 bit of data, which is routed through n hops
to the base station, where Ebit(d, n) is the entire amount of energy used in this process, as
shown in Equation (12):

Ebit(d, n) = n× ET + (n− 1)× (ER + EDA) =



n×
(

Eelec + εfs ×
(

d
n

)2
)
+

(n− 1)× (Eelec + Eda), d
n < d0

n×
(

Eelec + εamp ×
(

d
n

)4
)
+

(n− 1)× (Eelec + Eda), d
n ≥ d0

(12)

Algorithm 2: ACLDT

Input:
Input sensor readings x
Initialization: start = 1,
While t < T do, λ = 0, ws, wf, α, emax

ŷ f ← 1
w f

t−1
∑

i=t−w f+1

xe(i);

ŷs ← 1
ws

t−1
∑

i=start
xe(i);

ŷ(t)← λ(t)ŷ f + [1− λ(t)]ŷs;
e(t)← xe(t)− ŷ(t);
w← ŷ f − ŷs;

If |e(t)| < emax, for ws consecutive steps and no ACK is neededthen
xe(t) = ŷ(t);
λ(t + 1)← λ(t);

else
xe(t) = x(t);
λ(t + 1)← λ(t) + αe(t)w;
start ← t;

T = t + 1

3.4. Low-Power Communication Using Swarm Intelligence Integrated with Multi-Hop
Communication (SIMHC)

In general, the overall power consumption in the WSN is divided into two parts, PPA
and Pc, as shown in Equations (13) and (14):

PPA(d) = (1 + α)Pout(d) (13)
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where α is the drain efficiency.

Pout (d) =
↼
EbRb

(4π)2dβ MlN f

GtGrλ2 (14)

where Rb denotes bit rate; Gt stands for the transmitter antenna gain; and Gr represents the
reception antenna gain; d is the transmission distances; Ml indicates the link margin; β is
the path-loss exponent; and N f denotes the power spectral density. Energy per bit for a
particular BER, Eb, is evaluated using the following equation:

↼
Pb = 4

b

(
1− 1

2b/2

)
1

2NT NR

(
1− 1√

1+2No/Eb

)NT NR

×∑NT NR−1
k=0

1
2β

(
NTNR − 1 + β

β

)
×
(

1 + 1√
1+2No/Eb

)β (15)

where Pb stands for the BER, which is the number of SNs; NR denotes number of receiver
nodes; and b is size of the constellation, which is calculated using Equation (16).

PC = NT(Pmix + PDAC + Pfilt ) + 2Psynth + NR(Pmix + PLNA + PIFA + Pfilr + PADC) (16)

where PDAC and PADC are the power consumed by digital-to-analogue and analogue-
to-digital converters, respectively; Pfilt and Pfilr indicate transmitter and receiver end
filters; Pmix refers to the power consumed by the mixer; Psynth is the power consumed by
the frequency synthesizer; PLNA denotes the power consumed by the low noise amplifier;
and PIFA is the power consumed intermediate frequency of SN. Then, the overall energy
consumption per bit becomes

Epb =
PPA + Pc

Rb
(17)

Rb can be altered by setting Reff
b = Rb

(F − pNT)
F , where pNT training models are

inserted in each block. Specifically, TC refers to the fading coherence time, and RS is the
symbol rate. For the greatest Doppler shift, TC = 3/4 fm

√
π is coherence time T (FM) = v/λ,

where v signifies the velocity. When pNT training symbols are presented in each block, the
overall energy usage per bit is as given by Equation (18):

Epbt =
F

(F− pNT)

[
PPA + Pc

Rb

]
(18)

The letter p denotes the overhead training factor. A 2 × two virtual MIMO link
connects all CGs to the next master CG. As a result, the per-bit energy usage is given by
Equation (19):

EDSC−MIMO
pbt (d) =

F
(F− pNT)

[
Epb(d)

∣∣∣
NT=2,NR=2

]
RX1 (19)

Particles in a swarm-based algorithm update their position about a group’s position
and velocity. The i-th particle Pi of n D-dimensional population is represented as

Pi = [Xi,1, Xi,2, Xi,3 . . . , Xi,D] (20)

The position of each particle is assessed by utilizing a fitness function that assesses the
quality of the answer it provides in that iteration. For each particle’s velocity and location,
the Vi and Xi can be updated by Equation (21):

Vnew ,i = w ∗Vi + c1 ∗ r1 ∗ ( Xpbest i − Xi) + c2 ∗ r2 ∗
(

Xgbest − Xi

)
(21)



Electronics 2022, 11, 1541 8 of 12

where w stands for the inertia weight; c1 and c2 are acceleration factors; and r1 and r2 are
random values in the range [0, 1].

w = winitial −
Max. Iteration − Current Iteration

Total Number of Iterations
(22)

Newi, j = Xold,i + Vnew,i

To produce the optimal number of CHs, a swarm-based approach is used. The value of
the inertia weight is evaluated in the proposed PSO method, utilizing Equation (22), which
is a time-varying operation that yields distinct values for every iteration. Furthermore, if an
SN is within its communication range, it can be used as a CH. The core knowledge concept
is similar to traditional algorithms, such as LEACH. Every node delivers data to the CH
at the start of each new iteration. Facts are aggregated, redundant data are deleted, and
remaining data are passed onto the next hop, CH or BS, as shown in Algorithm 3.

Reff b and Rb are related by Equations (23) and (24):

Epbt =
F

(F−pNT)

[
PPA+Pc

Rb

]
Epbt =

3λRS
(3λRS−4vpNT

√
π)

[
PPA+Pc

Rb

]
Reff

b = F−pNT
F Rb = TcRs−pNT

TcRs
=

3
4 fm
√

π
Rs−pNT

3
4 fm
√

π
Rs

Rb
3λ

4v
√

π
Rs − pNT

(23)

Velocity (v) = 3λ
4v
√

π
Rsor Reff

b
Rb

= 1− pNb
3λ

4v
√

π
Rs

3pNT
√

π
2

(
1− Reff

b
Rb

)
.

(24)

When pNT training models are introduced in each block, the overall energy usage per
bit is given by Equations (25) and (26):

Epbt =
F

(F− pNT)

[
PPA + Pc

Rb

]
(25)

Epbt =
3λRS(

3λRS − 4vpNT
√

π
)[PPA + Pc

Rb

]
(26)

For a given carrier frequency, block size (F) will remain constant if the velocity is
constant. As a result, the value of p at the boundary is determined by F-pNT, and the
boundary condition is p F/NT. Because the value of p does not satisfy the boundary
condition, the overall energy usage becomes unfavorable.

Algorithm 3: SIMHC

Step 1: initializing the network by putting n node in p zone randomly
Step 2: select a cluster head for each of the zones randomly
while (finish energy of nodes or finish number of rounds)in each of zones
Step 3: compare fitness for all of the nodes
while (find the best fitness)
{ if (fitness (node (i)) > fitness (CH))
change the CH
}else{ remove nodes inside event radiusadd new nodes and put randomly
}
Step 4: new placement of nodes based on CH
} Step 5: send data from sensor node to CH
Due to the (energy and buffer size of a node) send data based on nearest neighbour node
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Algorithm 3: Cont.

Step 6: send data from CH node to sink
1 Set Set w, c1, c2 and c3 parameters
2 Initialize particles Pi, i, j, 1 ≤ i ≤ NP, 1 ≤ j ≤ D = m
3 Evaluate fitness (Pi) of every particle and determine the best position of the particle as
well as set it to pbest i
4 Evaluate global best position of the particle.

Gbest = { Pbest k | Fitness ( Pbest k) = m( Fitness ( Pbest i |), i, 1 ≤ i ≤ NP)}
5 Update velocity and position of Pi and evaluate Fitness (Pi)
6 If Fitness (Pi) < Fitness (P best i) then P besti = Pi
7 If Fitness (Pi) < Fitness (Gbest) then Gbest = Pi
8 Repeat steps 3–7 until stopping criteria are not met.

4. Performance Analysis

R2016b MATLAB software was used to mimic the features, settings, and data. The
following characteristics were used in this study: Intel Core i7 3.2 GHz processor, 16 GB
RAM and Windows 10. MATLAB software provides various mathematical advantages
over other applications, including the ability to share source codes across users, and thus
was chosen to simulate the proposed method—the simulation parameters are represented
in Table 1.

Table 1. Simulation parameters.

Parameter Value
Field size 100 × 100 m2

Number of sensor nodes 100
Energy of sensor nodes 80% have 2J; 20% have 5J
Base Station location (0,0)
Number of clusters 9
Size of message 4000 bits

Table 2 presents the comparative analysis of the proposed SIMHC_ACLDT with
existing techniques, namely LEACH and PEGASIS, based on the network lifetime, average
delay, coverage rate, throughput, and energy efficiency.

Table 2. Comparative analysis of proposed sensor system and network based on low-power commu-
nication and existing techniques.

Parameters LEACH PEGASIS SIMHC_ACLDT

Network Lifetime (%) 94 95 96

Average Delay (ms) 60 55 53

Coverage Rate (%) 75 78 83

Throughput (%) 93 94 97

Energy Efficiency (%) 94 94.6 95

Figures 2–6 present the comparative analysis results of the proposed SIMHC_ACLDT
and existing LEACH and PEGASIS techniques. SIMHC_ACLDT obtained optimal results
for clustering-based data transmission and low power consumption in the network. Specif-
ically, the proposed method achieved a network lifetime of up to 96%, average delay of
53 ms, coverage rate of 83%, data transmission of 97%, and energy efficiency of 95%.
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Figure 2. Comparative analysis of network lifetime.

Figure 3. Comparative analysis of average delay.

Figure 4. Comparative analysis of coverage rate.
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Figure 5. Comparative analysis of throughput.

Figure 6. Comparative analysis of energy efficiency.

5. Conclusions

This work proposes a novel sensor-system-based network by integrating multi-hop
communication with swarm intelligence to achieve low-power communication and data
transmission. In this technique, clustering is combined with data transfer via location-based
routing and low-power communication in two phases to calculate the ideal cluster heads
(CHs). Initially, the nodes are clustered and calculated to determine the optimal CHs.
Then, the data transmission is performed using the adaptive clustering-based locative
data transmission (ACLDT) algorithm, where the sink node and base station locations are
precisely known. A CH will seek the nearest CH and utilize it as the next hop, and then a
path to the base station is formed through the development of CH chains. The experimental
results show that this technique can attain a network lifetime of 96%, average delay of
53 ms, coverage rate (CR) of 83%, throughput of 97%, and an energy efficiency of 95%.
In future works, this low power consumption model with efficient data transmission can
be implemented and simulated in real-time applications, such as VANET integrated with
cloud architecture to enhance network security.
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