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ABSTRACT Optimization is a process of decision-making in which some iterative procedures are conducted
to maximize or minimize a predefined objective function representing the overall behavior of a considered
system problem. Most of the time, one specific function cannot represent the overall behavior of a system
with particular levels of complexity, so themultiple objective functions should be determined for this purpose
which requires an algorithm with adaptability to this situation. Multi-objective optimization is a process
of decision making in which maximization or minimization of multiple objective functions is considered
for reaching the acceptable levels of performance for the considered system problem. In this paper, the
multi-objective version of the Material Generation Algorithm (MGA) is proposed as MOMGA, one of
the recently developed metaheuristic algorithms for single-objective optimization. To evaluate the overall
performance of the MOMGA, the benchmark multi-objective optimization problems of the Competitions
on Evolutionary Computation (CEC) are considered alongside the real-world engineering problems. Based
on the results, the MOMGA is capable of providing very acceptable results in dealing with multi-objective
optimization problems.

INDEX TERMS Material generation algorithm, multi-objective optimization, real-world engineering prob-
lems, competitions on evolutionary computation.

I. INTRODUCTION
Optimization is the process of minimizing or maximizing
a function that measures the performance of a considered
system problem. This procedure ultimately improves the sys-
tem’s overall performance by trying multiple choices for the
decision variables, which are utilized for the definition of
the considered system problem. The development of compu-
tational tools such as gradient-based methods over the past
few decades has made it possible for designers to perform
designs more quickly through multiple numerical simula-
tions. However, these methods also involve a process of trial
and error and, in many cases does not lead to an optimal
configuration for the considered system. Hence, the meta-
heuristic algorithms have been proposed for optimization
purposes in recent decades for performance improvement in
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optimization procedures in which the more optimal solu-
tions can be achieved for the considered system. Metaheuris-
tic algorithms are some sort of searching tools for finding
the best optimal solutions in dealing with complex prob-
lems in which upper-level techniques are utilized. Accord-
ing to Alatas and Bingöl [1], there are different classes for
metaheuristic algorithms containing: Bilogy-based (such as
Genetic Algorithm (GA) [2]), Math-based (such as Chaos
Game Optimization (CGO) [3]), Swarm-based (such as Parti-
cle SwarmOptimizer (PSO) [3] and Ant colony Optimization
(ACO) [5]), Music or art-based (such as Stochastic Paint
Optimizer (SPO) [6]), Chimistery-based (such as Atomic
Orbital Search (AOS) [7] andMaterial Generation Algorithm
(MGA) [8], Optics Inspired Optimization (OIO) [9]), Water-
based (such as Flow Direction Algorithm (FDA) [10] and
Dynamic Water Strider Algorithm (DWSA) [11]), Social-
based (such as Social Network Search (SNS) [12], War
Strategy Optimization (WSO) [13]), Physics-based (such as
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Special Relativity Search(SRS) [14], Fusion–Fission Opti-
mization (FuFiO) [15]) and Plant-based (Plant Intelli-
gence Optimization (PIO) [16]). Besides, some improved
and hybridized metaheuristics have also been proposed
for different applications including the Investigating the
optimum design of smart micro-grid problems with meta-
heuristic algorithms [17], hybrid metaheuristic algorithms
for optimum design of constrained optimization prob-
lem [18], [19], development of Bluetooth-based indoor
localization mechanisms with metaheuristic algorithms [20],
metaheuristic optimization algorithms enhanced with levy
flight for engineering optimization [21], [22], optimiza-
tion of civil engineering problems with metaheuristic algo-
rithms [23], combination of metaheuristic and machine
learning approaches for slope stability prediction [24],
solar energy forecasting by hybridizing neural network and
improved metaheuristic algorithms [25], enhanced wind-
driven flower pollination for engineering optimization [26],
improved butterfly optimization algorithm for engineer-
ing design problems [27], dynamic differential annealed
optimization for engineering applications [28] and some
other [29], [30], [31], [32], [33], [34], [35]. Optimization
problems can be divided into two types regarding the number
of objective functions and optimization criteria: (1) single-
objective optimization and (2) multi-objective optimization.
In single-objective optimization problems, the problem is
solved by improving a single Performance Index whose
minimum or maximum value fully reflects the quality of
the response obtained, but in some cases, it is not possi-
ble to simply rely on an index in dealing with a complex
optimization problem. In this type of problem, we have
to define several objective functions or performance indi-
cators and optimize the value of all of them simultane-
ously. Multi-objective optimization is one of the most active
and widely used research fields among optimization topics.
Multi-objective optimization is often known as multi-criteria
optimization or vector optimization. Many methods have
been proposed to solve these problems in recent decades. The
Non-Dominated Sorting Genetic Algorithm (NSGA) [36]
as the multi-objective version of the GA and the enhanced
version of this algorithm (i.e. NSGA-II [37]), are the first
multi-objective algorithms in this area. Besides, Coello and
Lechuga [38] proposed the multiple objective version of PSO
as MOPSO. Zhang and Li [39] developed Multi-Objective
Evolutionary Algorithm (MOEA). Alaya et al. [40] presented
Multi-Objective ACO as MOACO. To solve multi-objective
optimization issues, an art-inspired metaheuristic approach
is proposed by Khodadadi et al.[41] as well. Besides, some
other challenges in recent years can be found in the literature
such as Multi-Objective Ant Lion Optimizer (MOALO) [42],
Multi-Objective Multi-Verse Optimizer (MOMVO) [43],
Multi-objective Slap Swarm Algorithm (MSSA) [44], Multi-
Objective Crystal Structure Algorithm (MOCryStAl) [45]
and some other approaches [46], [47], [48], [49].

The Material Generation Algorithm (MGA) [8] algorithm
is a straightforward and effective method of solving opti-
mization problems. Consequently, many different types of

FIGURE 1. Schematic presentation of ionic (a) covalent (b) compounds.

optimization problems can benefit significantly from MGA.
However, the MGA cannot be used directly to resolve
multi-objective problems because it was developed to address
single-objective optimization problems. Therefore, the main
contribution of this paper is to present a multi-objectiveMGA
approach (MOMGA) for the first time. Although there are
different multi-objective algorithms that can be applied to
multi-objective problems, since there is currently no algo-
rithm or method that can handle all problems with perfect
accuracy, most academics are continually searching for new
approaches and techniques with enhanced capabilities. In the
other words, the No Free Lunch (NFL) theorem states that no
algorithm is capable of solving all problems. As a result, new
algorithms can be proposed, or existing ones can be improved
using NFL theory. These and other characteristics make it dif-
ficult to find a solution to dynamic optimization challenges.
Besides, the mechanisms employed may somehow be similar
to those employed by MOGWO [50] but the exploration and
exploitation phases of MOMGA inherit from the MGA algo-
rithm and are completely different. In this algorithm, the gen-
eral aspects of the material generation process in chemistry,
including the chemical compounds and chemical reactions,
are in perspective. For evaluation of the overall performance
of theMOMGA, the benchmark multi-objective optimization
problems of the Competitions on Evolutionary Computation
(CEC) are considered alongside the real-world engineering
problems.

II. MULTI-OBJECTIVE MATERIAL GENERATION
ALGORITHM
A. MATERIAL GENERATION ALGORITHM
Material is anything made of matter (physics) or a combi-
nation of one or more chemicals. Wood, cement, hydrogen,
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air, water, and any other ones are all examples of materials.
Sometimes the term materials refer more to compounds with
the same physical properties as what they make. By this
definition, materials are essential components for building
other things from buildings to art, airplanes, and computers.
As mentioned, the proposed MGA [8] is one of the recently
developed metaheuristic algorithms that consider the general
aspects of material generation in nature along with the basic
and advanced principles of chemistry, including chemical
compounds and chemical reactions. In the first step of this
algorithm, an initialization process is conducted in which the
decision variables are determined as periodic table elements
(PTEs), which are utilized for generating materials in nature.
These aspects are presented as:

Mat =
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j
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)
where


i= 1, 2, . . . ,n.

j= 1, 2, . . . ,d .
. (2)

where n is the total number of materials representing solu-
tion candidates; d represents the dimension of the considered
problem;PTE ji(0) is the initial amount of the jth periodic table
element in the ith material; PTE ji,min and PTE

j
i,max represent

the maximum and minimum allowable amounts of the jth
decision variable in the ith solution candidate; andUnif (0, 1)
is a uniformly distributed random number.

In order to formulate the main loop of the MGA, the
concepts of chemical compounds and chemical reactions are
utilized for formulating a search algorithm. A chemical com-
pound is a specific chemical substance that is composed of
two or more different chemical elements. These elements are
bonded together by chemical bonding and can be converted to
simple materials by chemical reaction. Each different chem-
ical compound has a uniquely defined chemical structure.
In other words, each compound has the same atomic ratio, the
atoms of which are arranged in a specific spatial arrangement
by chemical bonding. Chemical compounds are categorized
into two particular types, ionic compounds and covalent com-
pounds. Ionic composition is a type of chemical compound
whose constituent particles are positive and negative ions.
The common form of ionic compounds consists of a metal
as a cation and a nonmetal as an anion. A covalent com-
pound is a chemical bond in chemistry in which atoms can
fill their orbits by sharing electrons and achieving a stable
octave arrangement of noble gas after themselves. In Fig. 1,
the schematic presentation of ionic and covalent compounds
is illustrated.

Changes that occur in reaction to reactants are gener-
ally divided into two types: physical and chemical changes.
In physical changes, only the physical state ofmatter changes,
not the particle structure of matter; Therefore, changes in all
states of matter, such as melting, freezing, evaporation, con-
densation, sublimation, and density, as well as the dissolution
of salts and bases in water, are physical changes. In chemical
changes, the bonding of atoms to each other and their elec-
tronic arrangement in the reactants change. Of course, in a
chemical reaction, atoms do not form or disappear and only
combine, decompose or rearrange. A chemical reaction is the
expression of a chemical change that may be accompanied
by the release of energy in the form of heat, light, or sound,
resulting in gas production, scale formation, or discoloration.
In other words, a chemical reaction is a process by which the
structure of the particles that make up raw materials changes
while one or more chemicals are converted to one or more
other chemicals. In Fig. 2, the schematic presentation of a
chemical reaction is illustrated.

FIGURE 2. Schematic presentation of a chemical reaction.

In order to implement the concept of chemical compounds
into the mathematical model of the MGA, all of the PTEs
are supposed to be in their ground state in which they can be
excited easily by photons, magnetic fields, and colliding with
other particles. The tendency of PTEs in gaining or losing
electrons which represents the formulation of chemical com-
pounds is modeled through a continuous probability distribu-
tion which is presented in the following, while the schematic
presentation of generating a new material by these aspects is
illustrated in Fig. 3.

Matnew1

=
[
PTE1

newPTE
2
new· · ·PTE

k
new · · ·PTE

d
new

]
(3)

PTEknew = PTEr2r1±e
−, (4)

f
(
PTEknew |µ, σ

2
)
=

1
√
2πσ 2

.e
−(x−µ)2

2σ2

k = 1, 2, . . . , d (5)

where r1 and r2 are random integers distributed uniformly
in [1,n] and [1,d], respectively; PTEr2r1 is selected randomly
from the Mat; e− represents the probabilistic component for
determining the process of gaining, losing or even sharing
electrons; PTEknew is the new material; and Matnew1 is the
newly generated material.

In order to mathematically implement the chemical reac-
tion aspect of material into the MGA, some of the materials
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FIGURE 3. Schematic presentation of generating a new material by
chemical compounds.

FIGURE 4. Schematic presentation of generating a new material by
chemical reactions.

from the search space are selected randomly for this purpose.
These materials are combined by means of the following
equation, while the schematic presentation of generating a
new material by this aspect is illustrated in Fig. 4.

Matnew2 =

∑l
m=1 (pm.Matmj)∑l

m=1 (pmj)
, j = 1, 2, . . . , l (6)

where Matm represents the mth determined random material
from search space; pm denotes on a Gaussian normal distri-
bution; and Matnew2 represents the newly generated material
by means of the chemical reaction.

B. MULTI-OBJECTIVE MATERIAL GENERATION
ALGORITHM
TheMGA [8] was developed to address single-objective opti-
mization issues and cannot be used to solve multi-objective
problems directly. As a result, this paper presents a multi-
objective version of MGA for solving multi-criterion opti-
mization problems. MGA has three new mechanisms for
solving multi-objective optimization.

The first mechanism introduced into MGA is the archive,
which serves as a storage facility for storing or restoring
the derived Pareto optimal solutions. The archive has a
single controller that manages which solutions are added
to the archive and when the archive is full. There is a
limit to the number of solutions that can be stored in the

archive. The residents of the archive are compared to the
non-dominated solutions created. Three major scenarios are
possible:

I. If there is at least one member in the archive who dom-
inates the new solution, it is not allowed to enter the
archive.

II. The new solution may be added to the archive if it dom-
inates at least one solution in the archive by omitting the
one already in the archive.

III. If the new and archive solutions do not dominate each
other, the new solution is added to the archive.

The grid mechanism, which is included in MGA, is the sec-
ond effective technique for enhancing non-dominated solu-
tions in the archive. If the archive gets full, the grid technique
will be utilized to reorganize the object space’s segmentation
and find the most populated area in order to eliminate one of
the solutions. The additional member should then be included
in the least crowded segment to boost the variety of the final
approximated Pareto optimal front. As the number of possible
solutions in the hypercube expands, the possibility of deleting
a solution increases. If the archive is full, the most crowded
areas are chosen first, and a solution from one of them is
randomly deleted to make way for the new solution. When
a solution is placed outside the hypercubes, a special case
arises. All segments in this scenario have been expanded to
fit the most recent solutions. As a result, the segments of
alternative solutions can also be changed.

Due to the Pareto optimality, solutions in a multi-objective
search space cannot be compared, hence the Leader Selection
Mechanism is the last machine in MGA. As a result, MGA
includes a leader selection method to address this problem.
The search leaders guide the other search candidates to pos-
sible areas of the search space, with the objective of getting
a solution that is close to the global optimum. As previ-
ously stated, the archive contains just the best non-dominated
solutions. The leader selection mechanism chooses the least
crowded portions of the search space and presents the best
as non-dominated answers. The selection for each hypercube
is made using a roulette-wheel approach with the following
probability:

Pi =
C
Ni

(7)

where c is a constant number higher than one, as well as N
is the variety of acquired Pareto optimal answers in the ith
section.

From Eq. (7), less congested hypercubes have a higher
probability of suggesting new leaders. The chance of select-
ing a hypercube from which to select leaders increases as the
number of obtained solutions in the hypercube is lowered.

Less crowded hypercubes have a more significant proba-
bility of suggesting new leaders, as shown in Eq. (6). When
the number of obtained solutions in the hypercube is reduced,
the probability of selecting a hypercube to select leaders from
them increases. The flowchart of the MGA is illustrated in
Fig. 5.
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FIGURE 5. Flowchart of the MGA.

The MGA algorithm, of course, provides the MOMGA
algorithm with its convergence. If we choose one solution
from the archive, the MGA approach will most likely be
able to increase its already good consistency. On the other
hand, finding the Pareto optimal replies created with a large
diversity is challenging.

III. RESULTS AND DISCUSSION
The efficiency of the suggested approach in this part is evalu-
ated using performance measures and case studies, including
unconstrained and constrained bi- and tri-objective mathe-
matics (CEC-09) and real-world engineering design prob-
lems. The ability of multi-objective optimizers to handle
problemswith non-convexity and non-linearity is tested using
these problems and mathematical functions. The algorithms
are programmed by MATLAB R2021a. To have a fair com-
peration, we solved each problem 30 different runs for each
algorithm. The initial condition (initial populations) for all
algorithms is the same and they are generated randomly for
each run. Other condition such as the maximum number of
function evaluation is selected to be the same for all methods
as well.

A. PERFORMANCE METRICS
To evaluate the algorithms’ results, the following four metrics
are used:

1) GENERATIONAL DISTANCE (GD)
This index represents the overall sum of the adjacent dis-
tances of solution candidates regarding different achieved sets

TABLE 1. Parameters setting of all algorithms.

through multiple algorithms which are known as an intelli-
gent indicator for evaluating the convergence characteristics
of metaheuristic algorithms with multiple objectives [51]:

GD =

(
1
npf

npf∑
i=1

dis2i

) 1
2

(8)

2) SPACING (S)
This is an index for measuring the total distance between can-
didates regarding different achieved sets bymeans ofmultiple
algorithms [52]:

S =

(
1
npf

npf∑
i=1

(
di − d̄

)2) 1
2

Where d̄ =
1
npf

∑npf

i=1
di (9)

3) MAXIMUM SPREAD (MS)
This index represents the spread of candidates among other
achieved sets by considering the distinct optimal choices [53]:

MS =

 1
m

m∑
i=1

[
min

(
f maxi ,Fmaxi

)
−max(f mini ,Fmini )

Fmaxi − Fmini

]2 1
2

(10)

4) INVERTED GENERATIONAL DISTANCE (IGD)
This index is a precise measure for the performance estima-
tion of the Pareto front approximations bymeans of the results
of multiple many-objective optimization algorithms [54]:

IGD =

√∑n
i=1 d

2
i

n
(11)

5) HYPERVOLUME (HV)
[55]: HV is one of the most commonly used metrics for
evaluating the Pareto front (PF) approximations generated
by multi-objective evolutionary algorithms. Even so, HV is a
resultant of a complex interplay between the PF shape, num-
ber of objectives, and user-specified reference points. TheHV
metric is employed to concurrently examine the uniformity-
convergence-spread of the non-dominated set of solutions
procured from the computation experiments.
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TABLE 2. Bi-objective CEC-09 benchmark functions.

6) WILCOXON’s RANK-SUM TEST (WRT)
The Wilcoxon’s rank sum test at a 5% significance level
is a non-parametric statistical test that is used to determine
whether two or more datasets are from the same distributed
population. The Wilcoxon rank-sum test is used to evaluate
the algorithm’s performance in depth. The null hypothesis
states that the mean metrics obtained by the two compared
algorithms are the same, which suggests that the performance
of the algorithms is the same. The alternative hypothesis
states that the mean metrics obtained by the two compared
algorithms are not the same. Algorithms proposed in this
article are compared to other algorithms using the symbols
‘-’, ‘+’ and ‘=’ that means the algorithm performs poorly,
significantly better, and there is no noticeable difference,
respectively.

The IGD and GD performance measures quantify the con-
vergence, and the S and MS measure the coverage of Pareto
optimal solutions estimated by the algorithms. When evalu-
ating algorithm performance based on the mean value, the
Wilcoxon rank-sum test was used, which effectively demon-
strated the algorithm’s high level of competitiveness and
effectiveness.

B. EXPERIMENTAL SETUP
MOPSO, MOALO, NSGA-II, MSSA, MOGWO and
MOMVO were compared to MOMGA in order to identify
the best figure of a collection of Pareto optimal solutions. The
initial parameters of all described algorithms are summarized
in Table 1. In this table, Pw isMutation Probability,Np is Pop-
ulation Size, Nrep is the size of archive, Number of Adaptive
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TABLE 3. Tri-objective CEC-09 benchmark functions.

Grid is shown by NGrid . C1 and C2 are Personal and global
Learning Coefficient, respectively. Inertia weight is shown by
w and Crossover probability is as Pc. These parameters of the
algorithms were obtained from their main references.

It is worth mentioning that the number of function evalua-
tions is set to 100000 for all methods. Each problem is solved
separately 30 times. As illustrated in Tables 2 and 3 and
Appendix A, the proposed algorithm was tested in 18 vari-
ous case studies, including ten unconstrained and restricted
mathematical and eight real-world engineering design issues.
The authors established an environment that ensures fairness,
reliability, and justice among the methods. We compared to
avoid any accidental bias toward a better condition for any
algorithm. This condition is a constraint in experiments to
ensure that the superiorities are not due to the testing advan-
tages. A static penalty method is utilized to handle problem
specific constraints. This means that if a design is beyond the
limitation of constraint, the objective functions are penalized.
For bound constraint a simple fly to boundary method is
utilized, in which, the violated value is replaced by the nearest
limit.

It is worth noting that finding the exact values of the param-
eters for MOMGA is not necessary and the required values
are selected as the same as other methods.

C. RESULTS AND DISCUSSION OF THE MATHEMATICAL
PROBLEMS
In Table 4, the results of different multi-objective optimiza-
tion algorithms are presented by means of the IGD and
GD indices. It is evident that the MOMGA which is pro-
posed as a new algorithm in this paper can outrank the
other approaches in most cases. Considering the average
and standard divination of the results, almost the all exam-
ples, MOMGA finds the best results. Compared to MOMVO
which is the closest algorithm to the MOMGA, it can find
8 times better results. For the MOPSO and MOALO, the
proposed method can achieve decently better results for all
examples.

The results of the MS and S indices as two of the most
important ones in the multi-objective optimization field are
presented in Table 5. According to Wilcoxon’s rank sum test,
it is clear that the MOMGA is significantly superior to other
methods. From Table 5, it is clear that MOMGA can win at
least 9 out of 10 times against other methods considering the
MS index. When the S index is investigated, MOMGA is the
best one as well for at least 7 out of 10 examples.

In Figs. 6, the true and obtained Pareto front for CEC09
problems are demonstrated as those are obtained by the
MOMGA and other alternative algorithms in which the
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TABLE 4. The statistical results of mathematical problems for IGD and GD indices.

ability of MOMGA in producing better solutions with closer
distance to the Pareto front is in perspective.

D. DESCRIBING THE ENGINEERING PROBLEMS
For treating engineering design problems as a multi-objective
problem, it is required to define the objective and design con-
ditions. Traditionally, the cost is known as the main objective
and other conditions are considered as constraints; however,
as a good alternative it is possible to consider one or some of
conditions as the other objectives. It is important to note that
the new objective must be independent to the first objective
and somehow in the opposite direction of the first objec-
tive. This means that by increasing the amount of the vari-
ables, if the cost function increases, the other one decreases.
In this section, the capability of the proposed multi-objective

approach (MOMGA) is evaluated in dealing with real-world
engineering design problems, including the four-bar truss
design, welded beam design, disk brake design, and speed
reducer design problems.

1) THE FOUR-BAR TRUSS DESIGN PROBLEM
The 4-bar truss design is the first engineering problem [56]
as shown in Fig. 7. In this example, two objectives (struc-
tural volume (f1) and displacement (f2)) are considered to be
minimized. This problem has four design variables (x1 − x4)
according to the cross-sectional area of members 1, 2, 3,
and 4. The equations of this example are written below:

Minimize : f1 (x) = 200× (2× x (1)+ sqrt (2× x (2))

+sqrt (x (3))+ x (4)) (12)
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TABLE 5. The statistical results of mathematical problems for MS performance metrics.

Minimize : f2 (x) = 0.01×
2

x (1)
+

2× sqrt (2)
x (2)

−
2× sqrt (2)

x (3)
+

2
x (1)

(13)

1 ≤ x1 ≤ 3, 1.4142 ≤ x2 ≤ 3

1.4142 ≤ x3 ≤ 3, 1 ≤ x4 ≤ 3

2) THE WELDED BEAM DESIGN PROBLEM
The welded beam design problem is the second example of
this study for engineering problems. This example was tested
by Ray and Liew [57] with four constraints and two objec-
tives as the fabrication cost (f1) and beam deflection (f2) of

a welded beam. Fig. 8 shows the details of this example.
This problem has four design variables: the thickness of the
weld (x1), the length of the clamped bar (x2), the height of the
bar (x3) and the thickness of the bar (x4).

Minimize : f1 (x) = 1.10471× x(1)2 × x (2)

+0.04811× x(3)× x(4)× (14+ x (2))

(14)

Minimize : f2 (x) = 65856000/(30× 106 × x(4)

×x (3)3) (15)

where : g1 (x) = τ − 13600 (16)

g2(x) = σ − 30000 (17)
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FIGURE 6. True and obtained Pareto front for mathematical problems.
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FIGURE 6. (Continued.) True and obtained Pareto front for mathematical problems.
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TABLE 6. The statistical results of engineering problems for GD performance.

FIGURE 7. The schematic view of the four-bar truss.

g3 (x) = x (1)− x(4) (18)

FIGURE 8. The details of the welded beam.

g4 (x) = 6000− P (19)

0.125 ≤ x1 ≤ 5, 0.1 ≤ x2 ≤ 10

0.1 ≤ x3 ≤ 10, 0.125 ≤ x4 ≤ 5
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TABLE 7. The statistical results of engineering problems for IGD performance.

FIGURE 9. The schematic view of the disk brake.

where : q = 6000 ∗
(
14+

x (2)
2

)
; (20)

FIGURE 10. The schematic view of the Speed reducer.

D = sqrt
(
x(2)2

4
+

(x(1)+ x(3))2

4

)
J = 2 ∗ (x (1) ∗ x (2) ∗ sqrt (2)
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TABLE 8. The statistical results of engineering problems for MS performance.

∗

(
x(2)2

12
+

(x(1)+ x(3))2

4

))
(21)

α =
6000

sqrt(2) ∗ x(1) ∗ x(2)
(22)

β = Q ∗
D
J

(23)

3) DISK BRAKE DESIGN PROBLEM
Ray and Liew [57] proposed the disc brake design issue,
which has five constraints. Stopping time (f1) and brake mass
(f2) for a disc brake are the two objectives to be minimized.
The details of the disk brake are shown in Fig. 9. This problem
has five design variables: the inner radius of the disc (x1),
the outer radius of the disc (x2), the engaging force (x3), and
the number of friction surfaces (x4). The equations of this
example are written below:

Minimize : f1 (x) = 4.9× (10)(−5) × (x(2)(2)

−x (1)(2))× (x (4)− 1) (24)

Minimize : f2 (x) = (9.82× (10)(6)))× (x(2))(2)

−x (1)(2)))/((x(2))(3)

−x (1)(3))× x (4)× x (3)) (25)

g1 (x) = 20+ x (1)− x(2) (26)

g2 (x) = 2.5+ (x (4)+ 1)− 30 (27)

g3 (x) = (x (3))/(3.14

×

(
x (2)2 − x (1)2

)2
)− 0.4 (28)

g4 (x) = (2.22× (10)(−3) × x (3)

×

(
x (2)3 − x (1)3

)
)/(
(
x (2)2 − x (1)2

)
2)− 1 (29)

g5 (x) = 900− (2.66× (10)(−2) × x (3)

×x (4)

×

(
x (2)3 − x (1)3

)
)

/(
(
x (2)2 − x (1)2

)2
) (30)

55 ≤ x1 ≤ 80, 75 ≤ x2 ≤ 110

1000 ≤ x3 ≤ 3000, 2 ≤ x4 ≤ 20
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TABLE 9. The statistical results of engineering problems for S performance.

TABLE 10. The statistical results of engineering problems for the HV performance metric.
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FIGURE 11. True and obtained Pareto front for engineering design problems.
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FIGURE 11. (Continued.) True and obtained Pareto front for engineering design problems.
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4) SPEED REDUCER DESIGN PROBLEM
The speed reducer design is the last engineering problem in
the field of mechanical engineering [56], [58] (see Fig. 10).
In this example, two objectives (weight (f1) and stress (f2))
are considered to be minimized. There are seven design vari-
ables: gear face width (x1), teeth module (x2), a number of
teeth of a pinion (x3 integer variable) the distance between
bearings 1 (x4), the distance between bearings 2 (x5), the
diameter of shaft 1 (x6), and diameter of shaft 2 (x7) as well as
eleven constraints. The equations of this example are written
below:

Minimize : f 1 (x) = 0.7854× x (1)× x(2)2

×(3.3333× x
(
3)2 + 14.9334× x (3)

)
. . .− 43.0934)− 1.508

×.x(1)× (x(6)2 + x(7)2 (31)

Minimize :f 2(x) = ((sqrt(((745 ∗ x(4))/x(2) ∗ x(3)))2

+19.9e6)/(0.1 ∗ x(6)3)) (32)

where : g1 (x) = 27/(x (1)

×x
(
2)2 × x (3)

)
− 1 (33)

g2 (x) = 397.5/(x (1)

×x(2)2 × x
(
3)2
)
− 1 (34)

g3 (x) = (1.93× (x
(
4)3
)
/(x(2)

×x(3)× x
(
6)4
)
− 1 (35)

g4 (x) = (1.93× (x
(
5)3
)
/(x(2)× x(3)

×x
(
7)4
)
− 1 (36)

g5 (x) = ((sqrt((745× x (4))/x(2)

×x
(
3)))2 + 16.9e6

)
)/(110

×x
(
6)3
)
)− 1 (37)

g6 (x) = ((sqrt((745× x (4))/x(2)

×x
(
3)))2 + 157.5e6

)
)/

(85× x
(
7)3
)
)− 1 (38)

g7 (x) = ((x(2)× x(3))/40)1 (39)

τ = sqrt
(
α2 + 2× α × β ×

x(2)
2× D

+ β2
)

(40)

σ =
504000

x(4)× x(3)2
(41)

tmpf = 4.013×
30× 106

196
(42)

P = tmpf × sqrt
(
x(3)2 ×

x(4)6

36

)
×

(
1− x(3)×

sqrt( 3048 )

28

)
(43)

5) RESULTS OF THE ENGINEERING PROBLEMS
The potential of the suggested multi-objective method,
MOMGA, to deal with engineering problems is evaluated
in this section compared to MOPSO, MOALO, MOMVO,
NSGA-II, MSSA and MOGWO. In Table 6, the results of
the GD index for MOMGA and the other alternatives are
presented in which the proposed methods outrank the others
in most cases. At least in 7 out of 8 examples, the MOMGA
perform superior compared to other methods. In addition, the
results of the IGD index, which is presented in Table 7 are
very competitive for the MOMGA. Also, the results show
that MOMGA outperforms for at least 7 out of 8 problems.
It is interesting to point out that none of algorithms can win
MOMGA more than once for engineering problems consid-
ering Wilcoxon rank sum test.

Regarding the MS and S indices, results are presented in
Tables 8 and 9, respectively. MOMGA can provide outstand-
ing results in most cases. The other approach that has close
competition with MOMGA is NSGA-II which can overcome
MOMGA for 3 examples while for the rest 5 ones, MOMGA
is the winner. It is obvious, based on the results of the
Wilcoxon rank sum test presented in Tables 7 and 8, that the
MOMGA is much more effective than the other approaches.

Table 10 presents the statistical results of engineering prob-
lems for the HV performance index. According to the table,
the proposed algorithm can find better results for 10 (out of
total of 16 sets) for engineering problems considering HV
index.

The True and obtained Pareto front for the consid-
ered engineering design problems obtained by different
multi-objective algorithms is presented in Fig. 11 in which
the MOMGA represents more exact and closer results to the
parent front.

The superior results of the new method is because of
some reasons: firstly, the good balance between exploration
and exploitation plays a significant role in the good perfor-
mance of algorithms. Since here, the chemical compounds
and chemical reactions are considered as two main bases of
the algorithm, this matter is controlled carefully. Secondly,
a good distribution of pareto front is important for solving
multi-objective problems and here, we utilized the grid mech-
anism inMOMGA. In addition, this method applies the leader
selection mechanism in which directs the other search candi-
dates to possible areas of the search space to reach a global
solution. Finally, archive mechanism is utilized to save the
best results as pareto front.

IV. CONCLUSION AND FUTURE WORKS
In this paper, the multi-objective version of the Material Gen-
eration Algorithm (MGA) is proposed as MOMGA, which is
one of the recently developed metaheuristic algorithms for
single-objective optimization. For evaluation of the overall
performance of theMOMGA, the benchmark multi-objective
optimization problems of the Competitions on Evolutionary
Computation (CEC) are considered alongside the real-world
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engineering problems. Based on the results, the MOMGA
can provide very acceptable results in dealing with multi-
objective optimization problems. MOMGA is capable of
outranking the other multi-objective methods considering
different indices in the considered CEC-09 problems regard-
ing the fact that other algorithms also provide very com-
petitive results. Regarding engineering design problems, the
MOMGA can provide very acceptable results in dealing
with these complex problems. By considering the true and
obtained Pareto fronts, it is concluded that the proposed
MOMGA can create better solutions with a closer distance
from the Pareto front. Despite this encouraging performance,
there are some disadvantages for the MOMGA. This method
needs a suitable constraint handling method that for complex
problems, choosing a proper method that works well along-
side the MOMGA can be a challenging task. Also, for very
high dimensional problems, it seems that MOMGA should
be equipped with some special tools. Finally, in some cases,
the MOMGA cannot find the best result and it means that this
method can be improved.

Future works are advised to use MOMGA for various
other engineering design problems such as truss structures
and developing the structural health assessment. Also, since
the definition and application of multi-objective problems
are completely different from single-objective ones specially
for constrained large-scale examples, the newly proposed
method can be applied to solving such problems. Developing
a suitable constraint handlingmethod alongside theMOMGA
opens an interesting research area. Besides, theMOMGA can
be modified and adapted for problems with special properties
containing special strategies to be solved.

Code aviabliy: The matlab codes of this paper is avaible
in mathwork, as:

https://www.mathworks.com/matlabcentral/fileexchange/
118335-multi-objective-material-generation-algorithm-
momga

APPENDIX A: CONSTRAINED MULTI-OBJECTIVE TEST
PROBLEMS
CONSTR
There are two constraints and two design variables in this
problem, which have a convex Pareto front.

Minimize : f1 (x) = x1 (A.1)

Minimize : f2 (x) = (1+ x2)/x1 (A.2)

where : g1 (x) = 6− (x2 + 9x1) (A.3)

g2 (x) = 1+ (x2 − 9x1) (A.4)

0.1 lex1 ≤ 1, 0 ≤ x2 ≤ 5

SRN:
Srinivas and Deb [36] suggested a continuous Pareto optimal
front for the next problem as follows:

Minimize : f1(x) = +(x12)2 + (x21)2 (A.5)

Minimize : f2(x) = 9x1(x21)2 (A.6)

where : g1(x) = x21 + x
2
2 − 255 (A.7)

g2 (x) = x1 − 3x2 + 10

−20 ≤ x1 ≤ 20,−20 ≤ x2 ≤ 20 (A.8)

BNH
Binh and Korn [59] were the first to propose this problem as
follows:

Minimize : f1(x) = 4x21 + 4x22 (A.9)

Minimize : f2(x) = (x1 − 5)2 + (x2 − 5)2 (A.10)

where : g1(x) = (x1 − 5)2 + x22 − 25 (A.11)

g2(x) = 7.7− (x1 − 8)2 − (x2 + 3)2(A.12)

0 ≤ x1 ≤ 5, 0 ≤ x2 ≤ 3

OSY
Osyczka and Kundu [60] proposed five distinct regions for
the OSY test issue. There are also six constraints and six
design variables to consider as below:

Minimize : f1(x) = x21 + x
2
2 + x

2
3 + x

2
4 + x

2
5 + x

2
6 (A.13)

Minimize :f2(x) = [25(x1 − 2)2 + (x2 − 1)2

+(x3 − 1)+ (x4 − 4)2 + (x5 − 1)2]

(A.14)

Where : g1 (x) = 2− x1 − x2) (A.15)

g2(x) = −6+ x1 + x2 (A.16)

g3(x) = −2− x1 + x2 (A.17)

g4(x) = −2+ x1 − 3x2 (A.18)

g5(x) = −4+ x4 + (x3 − 3)2 (A.19)

g6(x) = 4− x6 − (x5 − 3)2 (A.20)

0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10, 1 ≤ x3 ≤ 5

(A.21)

0 ≤ x4 ≤ 6, 1 ≤ x5 ≤ 5, 0 ≤ x6 ≤ 10
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