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Proposing novel ensemble approach of particle swarm optimized and machine learning 1 

algorithms for drought vulnerability mapping in Jharkhand, India 2 

Abstract 3 

Drought, a natural and very complex climatic hazard, causes impacts on natural and socio-economic 4 

environments. This study aims to produce the drought vulnerability map (DVM) considering novel 5 

ensemble machine learning algorithms (MLAs) in Jharkhand, India. Forty, drought vulnerability 6 

determining factors under the categories of exposure, sensitivity, and adaptive capacity were used. 7 

Then, four machine learning and four novel ensemble approaches of particle swarm optimized (PSO) 8 

algorithms, named random forest (RF), PSO-RF, multi-layer perceptron (MLP), PSO-MLP, support 9 

vector regression (SVM), PSO-MLP, Bagging, and PSO-Bagging, were established for DVMs. The 10 

receiver operating characteristic curve (ROC), mean-absolute-error (MAE), root-mean-square-error 11 

(RMSE), precision, and K-index were utilized for judging the performance of novel ensemble MLAs. 12 

The obtained results show that the PSO-RF had the highest performance with an AUC of 0.874, 13 

followed by RF, PSO-MLP, PSO-Bagging, Bagging, MLP, PSO-SVM and SVM, respectively. 14 

Produced DVMs would be helpful for policy intervention to minimize drought vulnerability. 15 

Keywords: Drought vulnerability; particle swarm optimized; ensemble approaches; exposure index; 16 

GIS; adaptive capacity index. 17 

1. Introduction 18 

Drought is one of the most widespread natural climatic hazards and complex phenomena because this 19 

hazard affects half of the Earth’s surface (Hoque et al. 2020; 2021; Saha et al. 2021). Therefore, drought 20 

is a temporary but repetitive phenomenon that is common nowadays. Hence, this phenomenon's Spatio-21 

temporal monitoring and vulnerability assessment is a complex task (Diaz et al., 2020). Drought has 22 

been recurring intensely and primarily in all continents, affecting large areas in Africa, Central America, 23 

South America, North America, Europe, Oceania, and Asia (Dobrovolski, 2015). Generally, the 24 

variability and discontinuity in rainfall patterns aggravate the situations. The arid regions are the most 25 

common drought victims, although it can occur under any climate. Climate change and extremes, global 26 

warming, and overexploitation are the major causes behind drought and aridity. In simple words, 27 
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drought can be defined as a condition of dryness causing a shortage of water (Dracup et al., 1980). 28 

Drought vulnerability can measure with the help of exposure of the people to drought, sensitivity to 29 

drought conditions, and adaptive capacity of the people to recover from drought (Engstrom et al., 30 

2020). Drought is classified into four types: meteorological, hydrological, agricultural, and 31 

socioeconomic droughts. Meteorological drought is determined by dry weather conditions in a certain 32 

area; hydrological drought is related to lowering water supply; agricultural drought is a situation when 33 

the agricultural products are affected, and socioeconomic drought hit the people and their economies 34 

(Heim, 2002; Wilhite & Glantz, 1985).  35 

Even if all the drought types are interrelated, India being severely dependent on monsoonal 36 

rainfall for agricultural activities is mainly hit by meteorological drought. Drought is a severe topic 37 

having deadly impacts, needs concerns and studies. The Tropic of Cancer passes through Jharkhand, 38 

and it is landlocked on all sides. Severe droughts have affected the state of Jharkhand in India. 39 

According to the Disaster Management Department and Directorate of Statistics and Evaluation, 40 

Jharkhand, in the past few years, most of the districts of Jharkhand have been affected by frequent 41 

drought occurrences. Jharkhand faced severe droughts in years like 2002 and 2009, when the 42 

productivity of rice was decreased remarkably. In the year 2002, the production was 110653 metric 43 

tonnes; the yield was 1095 kg/hectare in an area of 136359 hectares and the year 2009, production was 44 

244011 metric tonnes, the yield was 1295 kg/hectare in an area of 188422 hectares which were 45 

comparatively very low in comparison to non-drought years. Since 71% of the population of Jharkhand 46 

is dependent on agriculture, vulnerability prediction will be an effective measure to combat drought. 47 

Drought vulnerability prediction using machine learning is relatively a new concept. No such previous 48 

literature was found on vulnerability prediction over Jharkhand using machine learning. 49 

In a study, Adede et al. (2019) used the bagging technique and ensemble with artificial neural 50 

network (ANN) and support vector regression (SVR) to evaluate drought severity and vegetation 51 

conditions in four northern Kenya counties. Artificial neural network models possess specific 52 

characteristics similar to that of neural networks of the human brain. In the Selangor River Basin of 53 

Malaysia, drought forecasting was done using drought indices and a multi-layer perception (MLP) 54 
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neural network (Hong et al., 2015). The models were validated using correlation coefficient, RMSE, 55 

and MAE (Hong et al., 2015). In another study by Zahraie et al., 2011, meteorological drought 56 

forecasting was done using SPI and Support Vector Machine (SVM) in four basins, including Latian, 57 

Karaj, Taleghan, and Mamloo of Iran. In 12 districts of western Korea, the severe drought-affected 58 

areas were predicted using Random Forest and land surface factors like vegetation, topography, thermal 59 

and water (Park et al., 2019). In an article by Nabipour et al. (2020), hydrological drought was 60 

forecasted in the Dez dam in Iran using ANN, biogeography-based optimization (BBO), salp swarm 61 

optimization (SSO) and grasshopper optimization algorithm. In New South Wales, Australia, Spatio-62 

temporal drought was forecasted using the random forest (RF) method by Dikshit et al. (2020), and the 63 

model was validated using the ROC and area under the curve (AUC). In their work, the RF model 64 

performed well in forecasting the Spatio-temporal drought scenario. In most recent papers, Dikshit et 65 

al. (2021a; 2021b) used the deep learning algorithms for forecasting the drought, and they pointed out 66 

better results of these algorithms than the previously used MLAs. Hoque et al. (2020) assessed the 67 

drought vulnerability in Bangladesh using an analytical hierarchical process (AHP). In another work, 68 

Hoque et al. (2021) used fuzzy logic for analysing the agriculture drought risk in Northern New South 69 

Wales, Australia. But still, no ensemble hybrid machine learning algorithms (MLAs) were used for 70 

modelling the drought vulnerability. 71 

Ensemble of PSO and MLAs has been used in different fields, including groundwater modelling 72 

(Mallick et al. 2021) and gully erosion modelling (Band et al. 2020), and they got better results of MLAs 73 

after ensembling with PSO. Such methods are not used in the field of drought vulnerability. In the 74 

present study, MLP, RF, SVM, and Bagging models were ensemble with the PSO for mapping the 75 

vulnerability of drought in India’s Jharkhand state, considering the three indices: including exposure, 76 

sensitivity, and adaptive capacity. The main focus of the previously published research works was 77 

forecasting and predicting of drought, but rarely emphasized drought vulnerability. In India, no works 78 

have been conducted for modelling the drought vulnerability using the ensemble MLAs considering 79 

relevant parameters. Very few pieces have been undertaken on drought vulnerability using AHP (Hoque 80 

et al. 2020) and fuzzy logic (Hoque et al. 2021). The use of hybrid machine learning models has yielded 81 
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positive results in mapping the susceptibility of various natural disasters such as landslides (Roy et al. 82 

2019), floods (Tehrany et al. 2014), and gully erosion (Gayen et al. 2019; Roy et al. 2021). This work 83 

tries to address the following research questions: (1) are individual and ensemble MLAs applicable to 84 

drought vulnerability analysis? and (ii) can these ensembles provide better results than the knowledge-85 

driven models? Therefore, there is a research gap in this regard, and there is no discussion about the 86 

differences among the individual machine learning models (MLP, RF, SVM and Bagging) and 87 

ensemble models (PSO-MLP, PSO-RF, PSO-SVM and PSO-Bagging) for the drought vulnerability 88 

mapping. The method adopted in the present study is still not used not only in India but also in other 89 

region for drought vulnerability. 90 

Forty variables were used in the current study, classified as to exposure, sensitivity, and 91 

adaptive capacity. Considering the aforesaid research gap this study, therefore, set out: (i) to find key 92 

features related to the drought vulnerability, (ii) to predict the spatial drought vulnerability, and (iii) to 93 

assess the performance of the Bagging, MLP, SVM, RF, PSO-Bagging, PSO-MLP, PSO-SVM, and 94 

PSO-RF in modelling the drought vulnerability using ROC, MAE, RMSE and K-index.  95 

2. Study area 96 

Most of the parts of the Jharkhand state of India are covered by the Chota Nagpur plateau (Khullar, 97 

1999). Tropic of Cancer passing across Kanke, several kilometres away from the capital of Jharkhand. 98 

Its coordinates are extended from 22028’N-25030’N latitude and 88022’E-87040’E longitude (Figure 1). 99 

Jharkhand covers a total geographical area of 79.70 lakh hectares. Rivers like Son, Kharkai, Ajay 100 

Mayurakshi, Damodar, North Koel, South Koel, Sankh, Brahmani, and Subarnarekha rivers pass 101 

through Jharkhand. Jharkhand experiences two types of climates: humid subtropical in the north to 102 

tropical wet and dry in the south-east. The state’s average annual rainfall is about 1255mm, and the 103 

average temperature is 330 C (Figure 2). The forest cover is about 29% of the total area of Jharkhand. 104 

The total cultivable area of Jharkhand contains 38 lakh hectares with a net sown area of 18.04 lakh 105 

hectares. The net irrigated area is 1.57 lakh hectares. Under the socioeconomic aspect, many tribal 106 

villages in the Jharkhand state have low agricultural productivity, low availability of agricultural 107 
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infrastructures, limited soil conservation techniques, and irregular water resources. The agricultural 108 

activity of the state heavily depends on monsoonal rainfall. However, drought is a recurrent 109 

phenomenon of the state which affects the livelihood of the inhabitants. According to the Drought Prone 110 

Areas Programme (DPAP), 12 out of 24 districts are very drought-prone districts. In these conditions, 111 

spatial mapping of drought sensitivity is crucial for minimizing the effects of drought and devising 112 

drought management strategies in the present research area.  113 

3. Materials and Methods 114 

For preparing the overall drought vulnerability using ensemble machine learning methods, this study 115 

took into consideration a total of 40 factors based on the previous literature (Hoque et al. 2020; 2021, 116 

Saha et al. 2021; 2021a) and the geo-environmental condition of the state, which were separated into 117 

three groups: exposure, sensitivity, and adaptive capability. The entire methodology has been illustrated 118 

in Figure 3. Data for this project was gathered from a variety of sources like rainfall and temperature 119 

for the period of 1901-2020 from the WRIS and the Indian Meteorological Department, population data 120 

from Census of India, agricultural worker, cultivable area, net sown area, an area under forest, net 121 

irrigated area and cropping intensity from the district statistical handbook, total water use, water 122 

requirement, net water availability from groundwater booklet, health, income, and educational index 123 

from Jharkhand economical journal and river data was extracted from DEM (Table 1). After collecting 124 

the data, thematic layers were prepared using the geospatial tool.  125 

3.1 Drought Inventory data 126 

Drought inventory data are essential for drought vulnerability analyses using various approaches 127 

(Hoque et al. 2020). A total of 200 sample villages as inventory datasets were randomly selected from 128 

the drought-prone district as mentioned by the Disaster Management Department of Jharkhand 129 

(http://disaster.jharkhand.gov.in). An equal number of non-drought sample locations were randomly 130 

selected in the research region. In the present study like drought samples after randomly selecting non-131 

drought samples were used for training and validating the drought vulnerability models. For the current 132 

investigation, a 70:30 ratio was used to classify sample drought and non-drought locations considering 133 

the previous literature (Hoque et al., 2020). 140 (70%) of the 200 drought sample sites and 140 (70%) 134 
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of 200 non-drought sites were utilized as training datasets for running the models, while 60 (30%) 135 

drought samples and 60 (30%) non-drought samples were used to verify the models. 136 

3.2 Drought vulnerability indicators 137 

Previous studies (Hoque et al. 2020; 2021; Saha et al., 2021; 2021a) have demonstrated that the drought 138 

vulnerability of an area is determined by various factors, including topography, climate, hydrology, 139 

economics, and so forth. Hence, reviewing previous literatures, considering the geo-environmental 140 

conditions, the usability and dependability of factors, and their suitability for drought vulnerability, 141 

twenty-one exposure, nine sensitivity and eight adaptive capacity indicator parameters were selected. 142 

The spatial layers were built for each parameter with a resolution of 30m by ArcGIS and can effectively 143 

reflect the spatial pattern of vulnerability.  144 

3.2.1 Indicators of drought exposure 145 

The dried-up conditions of the research region depend on drought exposure factors. A total of 21 146 

parameters were used as exposure, including extreme and severe drought, drought magnitude, mean 147 

intensity and severe and extreme drought return period of 3-month, 6-month and 12-month, rainfall 148 

threshold, rainfall trend, and average rainfall (Figure 4). Using the rainfall data from 1901 to 2020, the 149 

standardized precipitation index (SPI) was utilized to measure drought. SPI is a drought index with a 150 

multi-time scale that needs precipitation data (Wu et al. 2021). In the light of rainfall deviation from a 151 

cumulative probability distribution, the SPI shows wet and dry conditions with user-152 

provided precipitation data for a specified period of time (Zamani et al. 2020). The SPI was applied to 153 

calculate the rainfall deficit over various time steps of 3, 6, and 12 months (Ghosh 2019). The 3 and 6-154 

month SPIs help evaluate agricultural effect because it reflects short-term seasonal moisture conditions. 155 

The 6 and 12-month SPIs, respectively, represent moderate and long-term moisture conditions, and they 156 

would be used to assess the effects of drought (Table 2). Usually, SPI was measured for 3, 6, and 12-157 

month time phases in this study. SPI can be determined for any time scale dependent on the probability 158 

of distribution. SPI was computed as (McKee et al. 1993): 159 

i mP P
SPI

SD


                                                                                                                           (1) 160 
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where, precipitation is represented by Pi, average precipitation is represented by P and SD means 161 

standard deviation.           162 

Using equation 2, the frequency of severe and extreme droughts was estimated in percentages 163 

(Anderson 2018):  164 

,100 100
.

i
i

D
D

i t
                                                                                                                     (2) 165 

where, in a time scale of I in 100 years, the numbers of drought is represented by Di, 100, for a time scale 166 

of i in the t year set, i the number of months with droughts (3, 6, 12, and 24 months) depicted by Di. 167 

Drought magnitude (MD) refers to the total amount of water scarcity experienced throughout the 168 

drought period, while drought intensity (MID) is computed by dividing magnitude by time (Aladaileh 169 

et al. 2019). The formulas of MD and MID are as follows:  170 

1

m

iji
MD SPI


                                                                                                                              (3) 171 

1

m

iji
SPI

MDI
m




            or 
MD

MDI
m

                                                                                  (4) 172 

where, for a drought period on the j time scale SPI value is denoted by SPIij, and the number of months 173 

by m. The critical rainfall/rainfall threshold was taken as an important parameter because its help us to 174 

unentertaining how a drought starts (Alsumaiei, 2020). Using the equation 5 critical rainfall or threshold 175 

rainfall was calculated. 176 

CR SPI X                                                                                                                           (5) 177 

where, standard deviation is donited by σ, X̅ is mean value. The SPI value "-1.5" was chosen as the 178 

critical rainfall value in this study. The linear regression was performed to calculate the rainfall trend 179 

(Staal et al., 2018). The monthly average precipitation was measured for each district by using total 180 

monthly precipitation data (Mutti et al. 2020). Finally, the return period was calculated by applying SPI 181 

values. All of the SPI values were first sorted in ascending order. After that, a rank was assigned. 182 
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Following that, the return period (RP) was determined by dividing the total year by each rank (Aladaileh 183 

et al. 2019). 184 

n
RP

Er
                                                                                                                                       (6) 185 

where, number of droughts is denoted by n and rank of drought by Er.  186 

3.2.2 Indicators of drought sensitivity 187 

The sensitivity indicators used in this study are as follows: the population density, agricultural worker, 188 

cultivable area, net sown area, cropping intensity, total water use, water requirement, average 189 

temperature, and aridity index, slope and soil texture (Figure 5). These factors affect the region's 190 

potential threats of being exposed. For example, increased population pressure in a region exposes more 191 

people to drought, increasing the area's vulnerability (Cooley et al., 2019). Water requirements would 192 

be higher in areas with a high population density. As a result, population density is directly linked to 193 

the severity of the drought since more people will be affected. Drought would be more severe if the 194 

temperature rises and vice versa (Balaganesh et al. 2020). The net sown area is also an important factor 195 

for identifying drought vulnerability. Water requirements will increase as the net sown area grows, and 196 

if needed rainfall does not occur, drought severity will increase dramatically, and vice versa 197 

(Balaganesh et al. 2020). In this research, the cultivable area was taken as an important parameter for 198 

identifying drought vulnerability. With the increasing cultivable area, the vulnerability of drought will 199 

be more in the case of agriculture (Meza et al. 2020). 200 

The trend of temperature is an essential parameter in determining drought susceptibility (Yang 201 

et al. 2020). Drought will increase as the temperature rises. The temperature trend has been measured 202 

using linear regression in this study. Total water usage was chosen as a sensitivity indicator because it 203 

is linked to drought vulnerability since high water use regions have greater water needs during dry years 204 

(Chuah et al. 2018). As a result, regions with substantially higher water use zones would experience 205 

more severe drought than those with lower water use zones. Drought can wreak havoc in areas with a 206 

strong demand for water (Edalat & Stephen, 2019). The total water demand was calculated by adding 207 

domestic water demand, crop water demand, livestock water demand, and industrial water demand. 208 
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Cropping intensity is defined as the ratio of gross cropped area to net cropped area. Drought intensity 209 

will rise in tandem with increased cropping intensity. Drought vulnerability would be greater in areas 210 

with high cropping intensity (Kamruzzaman et al. 2019). Owing to lack of water, a greater number of 211 

crops would be lost. Despite the fact that there are more small and marginal farmers, the drought will 212 

have a greater effect on them (Kuwayama et al. 2019). Drought circumstances would significantly 213 

impact small farmers than large farmers since most farmers have a limited quantity of land for 214 

agriculture and do not employ high-tech production methods. Therefore, agricultural workers are 215 

considered a significant parameter in this study. Soil texture determines the water holding capacity and 216 

infiltration rate of an area that is important for the measuring the drought vulnerability situation. Slope 217 

controls the surface runoff and groundwater recharge. As a result, slope indirectly influence the drought 218 

vulnerability condition of a region. With the increasing aridity index value, the dryness will also 219 

increase. In contrast, with the declining value of the aridity index, the dryness will decrease (Deng et 220 

al. 2020), so it has gate influence efficiency in occurrences of drought vulnerability. The formula of 221 

aridity index is as follows: 222 

( ) 100
PET AET

Aridity index AI
PET


                                                                   (7) 223 

where, the PET represents the crop's water demand/need. AET is the actual evapo-transpiration 224 

calculated using the water balance methodology and the soil's AWC (available water capacity). The 225 

water shortage is denoted by (PET-AET). 226 

3.2.3 Indicators of drought adaptive capacity 227 

Vulnerability is generally defined as a population group's failure to respond appropriately to a certain 228 

harmful, stressful event (Rygel et al., 2006). As a result, the socioeconomic indicators of adaptation 229 

capability, such as net groundwater availability, net irrigated area, health, income and educational 230 

index, area under forest, distance from dam, and river, were incorporated in research (Figure 6). 231 

This index indicates the population's ability to recover from drought. For example, drought cannot 232 

quickly impact areas with a constant supply of large amounts of water throughout the year. And if there 233 

is a year, with lack of rainfall in a specific area, and the region can handle the water deficit by using 234 

other sources of water (Xu et al. 2019). In this regards groundwater availbility play an important role 235 
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in reducing the vulnerability of drought. Drought, on the other hand, will wreak havoc on such places 236 

if there are no alternative water supplies other than rainfall. 237 

Drought susceptibility is mostly defined by the health, income, and education of local 238 

populations. Drought risk will decrease when health, education, and income possibilities are good in a 239 

given region. The health index, education index, and income index indicate human development status 240 

(Borja 2020). As the values of those indices increase, so does their adaptive strength; for those reasons, 241 

those parameters were taken in this research. The drought events are strongly linked to vegetation cover. 242 

Drought sensitivity is low in densely vegetated areas, while the bare ground is more vulnerable to 243 

drought since there is little or no vegetation to shield the soil from dryness (dos Santos et al. 2020). 244 

Also, with the increasing distance from dams, rivers, and wetlands, the vulnerability of drought 245 

events would be greater in a particular area (Guo et al. 2019; Cavus & Aksoy 2019; Rodríguez et al. 246 

2017). On the other hand, when the distance to a dam, a river, and wetlands decreases, the vulnerability 247 

of a specific region to drought events decreases. As the water supply gets reduced with distance increase 248 

from dam and river. 249 

3.3 Information Gain Ratio (IGR) 
250 

Drought is a natural and complex climatic phenomenon where several variables play a crucial role in 

251 

drought occurrences. But, in every case, all variables don’t have equal responsibility to making the area 

252 

vulnerable to drought. So, in DVM cases, selecting the responsible factors is a challenging task (Yu et 

253 

al. 2019). For that reason’s IGR was implemented in this research. The IGI is a crucial and well-

254 

performed method for selecting drought vulnerability determining factors in predicting drought 

255 

vulnerability (Mandal et al. 2021). Quinlan, in 1993, first proposed this method and expressed that a 

256 

more excellent IGR value indicates higher predictive capacity. The IGR was calculated by applying Eq. 

257 

(8).  

( ) ( , )
  

( , )

Info S Info S A
Information Gain Ratio

SplitInfo S A




                                                                             (8) 258 

where, split Info (S, A) denotes the information acquired from training data sets. 259 
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3.4 Machine learning methods 260 

3.4.1 Random forest (RF) 261 

In 2001, Breiman introduced the model random forest, an effective ensemble-learning approach (Zhang 262 

et al. 2021). For regression, grouping, clustering, and interaction detection, the RF model is used. This 263 

method has been used widely in a variety of fields and has shown to be more efficient. Because of the 264 

bias and high variance, a decision based on a single tree offers a very poor classification. However, 265 

since the RF model employs ensemble trees, it can resolve these issues (Jiang et al. 2020). To generate 266 

a forest, the RF model employs hundreds of random binary trees. Any tree is built using the CART 267 

(classification and regression trees) approach and randomly subset and selected variables at each node, 268 

depending on a bootstrap sample (Khan et al. 2020). When solving classification problems, the RF 269 

model considers the vote of the unweighted majority class. 270 

3.4.2 Support vector machine (SVM) 271 

An SVM is a binary classifier for supervised learning in data mining based on the law of structural risk 272 

reduction (Dou et al. 2020). The hyperplane construction is distinguished from the training subset of 273 

inventory data using this technique. Under the original space of n coordinates, hyperplane distinction 274 

was given between the points of two separate classes (xi factor in vector x). SVM creates a classification 275 

hyperplane in the centre of the highest margin since it indicates the maximum limit of differentiation 276 

among the groups (Chen et al. 2020). Drought presence pixels are designated by the +1 (point over 277 

hyperplane), while drought absence pixels are designated by the 1 (point under the hyperplane). The 278 

training subsets that are close to the ideal hyperplane are selected. Following the acquisition of a 279 

decision surface, label pairs (XiYi) with Xi € Rn, Yi € +1,-1, and I = 1....,m. can be prepared for the 280 

classification of new data, including the training subset. Forty physical as well as soci-economic 281 

parameters were used to create the drought vulnerability in this study. SVM aims is to discover the 282 

optimal distinguishing hyperplane that divides the training subset into two groups: non-drought and 283 

drought [0, 1]. This study employed the radial basis function (RBF) kernel to create a drought 284 
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vulnerability model with SVM (He et al. 2019). More information on the SVM function can be found 285 

in the work of Roy et al. (2019). 286 

3.4.3 Bagging 287 

Breiman invented a technique called bagging in 1996, which uses the bootstrap aggregation technique 288 

to obtain findings with high prediction precision centred on a dependent classifier by combining 289 

numerous examples from a training dataset (Kumar et al. 2021). It was used to create an accurate 290 

drought vulnerability mapping. Bagging produces excellent results for huge ensembles; using a more 291 

significant number of estimators increases the precision of these approaches (Hong et al. 2020). This 292 

ensemble is chosen because a slight shift in the training data reflects and enhances estimate capacity. 293 

The three main processes in bagging are the random selection of bootstrap samples to construct a range 294 

of training subsets, the development of classifiers for different models, and integrating classifier 295 

development in the final model. In the early test stage, one-third of cases in bootstrap tests are not 296 

exterminated. The bagging classifier uses the displacement technique to create a bootstrap sample from 297 

the current training data (Hong et al. 2018). The bagging hybrid ensemble solutions increase each range 298 

of classifiers' success by connecting each classifier to the original feature system for the bagging 299 

categorising method (Saha et al. 2021). These situations are known as off-bag checks, according to 300 

Breiman (1996). A Bagging fits each base classifier on random subsets of the original dataset, then 301 

combines their unique predictions to produce a final prediction (either by average or voting). 302 

3.4.4 Multi-layer perceptron (MLP) 303 

The MLP is the most widely used and researched artificial neural network (ANN), with computer 304 

science, simulation, and engineering (Zhu & Heddam, 2020). MLP is made up of multiple layers, 305 

including an input layer (where data is fed into the network), one or more hidden layer(s), and an output 306 

layer (where the network's simulated/predicted values are displayed) (Ahmadi et al. 2020). Each layer 307 

contains some processing elements that are all linked together (neurons). Synaptic weights bind neurons 308 

in the next layer to neurons in the previous layer, and these weights are changed over time as the training 309 

progresses. Move (activation) functions stimulate neurons. The hyperbolic tangent transfer function 310 
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was used for both the hidden and output layers in this analysis. The backpropagation training technique 311 

was utilized in order to minimize errors in the relationship weights of the neurons between targets and 312 

anticipated outputs. The trained network is utilized after the training phase to forecast performance 313 

based on unseen input data for the test phase. 314 

3.4.5 Particle Swarm Optimization (PSO) 315 

This study employs PSO, a new learning technique introduced by Kennedy and Eberhart in 1995 (Deng 316 

et al. 2019). PSO is a novel population-based global problem optimization approach applied to a wide 317 

range of optimization issues (Bangyal et al. 2021). The PSO hypothesis is based on the biological 318 

analogy of a swarm of birds and its social eating behaviours. In the context of predictive modelling, the 319 

PSO method is first adjusted by random solutions in the search for an ideal scenario via the flying 320 

problem space (Pradhan & Bhende, 2019). The best-known situation (i.e., the personal best situation, 321 

or pbest) as well as the best-known situation of the entire population (i.e., the global best solution, or 322 

gbest) then constantly govern each particle's flight. A larger, more significant similarity exists between 323 

PSO and another evolutionary calculation technique, such as the genetic algorithm (Moslehi & Haeri, 324 

2020). The PSO method is a superior alternative to the genetic algorithm. It is typically faster for 325 

convergence and has no evolutionary operators such as transverse and selection operations found in 326 

other algorithms (Mohammadi et al. 2020). The PSO method is also less subject to adjustment than the 327 

derivative knowledge since it directly depends on task values. Thus, the PSO method may be kept at 328 

optimal location (rather than global optimum) despite its rapid convergence speeds (Zhang et al. 2020). 329 

3.5 Validation and accuracy assessment of the indices 330 

Six statistical methods such as receiver operating characteristic curve (ROC), mean-absolute-error 331 

(MAE), root-mean-square-error (RMSE), precision, K-fold cross-validation, and Friedman rank test 332 

were used to evaluate the performance of drought vulnerability models in this study.  333 

3.5.1 Receiver operating characteristic curve (ROC) 334 

In evaluating of the appearance of a classification result, the ROC curve is widely and expertly used 335 

(Wang et al. 2021). The area confirms the functioning of the model under the curve (AUC). AUC has 336 
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a value between 0 to 1 (Luque-Fernandez et al. 2019). It plots the drought-affected location (true 337 

predictions) and the non-drought-affected location (false predictions) on the Y-axis and X-axis to 338 

illustrate model sensitivity (Saha et al., 2020a). The AUC value of 1 indicates perfect prediction ability. 339 

On the other hand, a model's poor output is expressed by a value less than 0.5.  340 

3.5.2 MAE and RMSE 341 

The ROC was used to measure the predictive capability of the implemented models, while the MAE 342 

and RMSE were used to examine the inaccuracy in predictive models (Abedinpour et al., 2012). The 343 

mean absolute error (MAE) value is calculated by adding all the difference values between the realistic 344 

and enumerated values that are distant from each other (Sathishkumar et al. 2020). Eq. 9 has been used 345 

for this purpose: 346 

1

1 n

pred obs

i

MAE V V
N 

                                                                                  (9) 347 

When the difference between the enumerated and the actual executed values is expressed as a ratio, 348 

RMSE is defined as the square root of that ratio (Razzaq et al. 2018). The formula of RMSE is as 349 

follows:  350 

2

1

[ ]
N
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V V

RMSE
N








                                                                                     (10) 351 

The sample size is defined by N, the expected values are defined by Vpred, and the observed values are 352 

defined by Vobs. 353 

3.5.3 Precision and kappa index (K-index) 354 

Precision was also measured to evaluate the prediction capacity of the implemented models. The degree 355 

to which the calculated values compare when the same data is analysed repeatedly (Dennis et al. 2019). 356 

The magnitude of random deviations in the measurement process is defined by precision. 357 

Pr
TP

ecision
FP TP




                                                                         (11) 358 

where, false positive denotes as FP and true positive denotes as TP.  359 
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Several researchers applied the kappa coefficient (K-index) to measure disagreement or reliability 360 

between categorical items (McHugh and Mary, 2012). The formula of the K-index is as follows (Phong 361 

et al., 2019): 362 

exp

exp1

obsP P
K index

P


 


                                                                              (12) 363 

where, P denotes the total number of drought occurrences pixels, Pexp and Pobs denotes envisaged and 364 

measured of models.    365 

3.5.4 Friedman rank test 366 

To evaluate the major differences among the models, a Friedman ranking test was finally employed. 367 

This sub-section looked at the results of a novel ensemble approach of particle swarm optimized and 368 

machine learning classifiers using statistical tests on various data sets. Using the same random samples, 369 

the novel ensembles were assessed (Marshall et al. 2018). The main goal of these experiments was to 370 

see which of the methods used had statistically significant differences in results. In this situation, the 371 

Friedman rank test is suitable since the normal distributions are not assumed to be uniform or variance 372 

is constant (Craig & Fisher 2019). The major differences among model outputs were investigated using 373 

Friedman (1937) signed-rank tests. In deciding, it has been the likelihood of hypotheses (p-value); if 374 

the p-value is accurate, the model differences significant and vice versa. In order to calculate the major 375 

differences between models for this research, the p-value and z value were employed. If the p value is 376 

below 0.05, then the alternative hypothesis would be accepted and null hypothesis would be rejected 377 

and the results of the drought vulnerability models are statistically different. 378 

4. Results 379 

4.1 Selection of drought vulnerability indicators by information-gain ratio (IGR) 380 

IGR depicted that all the indicators selected for the present study area suitable for mapping the drought 381 

vulnerability of the Jharkhand state (Table 3). Maximum value of IGR was achieved by the rainfall 382 

trend (0.326) and the lowest value was found in case of health index (0.006). 383 

4.2 Spatial association of exposure, sensitivity, and adaptive capacity models with drought 384 

vulnerability models 385 
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The exposure, sensitivity, and adaptive capacity indices were calculated by applying four machine 386 

learning and four novel ensemble approaches of particle swarm optimized (PSO) algorithms shown in 387 

figures 7-12. Index values varied between 0 and 1. The resulting indices were then divided into five 388 

categories: very-low, low, moderate, high, and very high. Drought vulnerability models are associated 389 

with adaptive capacity, sensitivity, and exposure indexes, which greatly influence vulnerability 390 

occurrences (Hoque et al. 2021; Saha et al. 2021). From the exposure and sensitivity maps, it is observed 391 

that the Gridih, Deoghar, Chatra, Hazaribagh, Bokaro, Simdega, Garhwa, and Chatra districts fall under 392 

very high exposure to vulnerable conditions as well as very highly sensitive to drought vulnerability. In 393 

contrast, West Singhbhum, Khunti, Ranchi, some parts of Palamu, Lather, and Lohardage districts have 394 

very-low sensitivity to drought vulnerable conditions for random forest (RF), RF-PSO, multi-layer 395 

perceptron (MLP), MLP-PSO, support vector regression (SVM), SVM-PSO, Bagging, and Bagging-396 

PSO models, respectively. The areas of very-high exposure class were 53.95%, 55.87%, 40.94%, 397 

41.96%, 39.57%, 31.81%, 51.05%, and 46.19% for RF, PSO-RF, MLP, PSO-MLP, SVM, PSO-SVM, 398 

Bagging, PSO-Bagging models, respectively. For very-high sensitivity index cases, the corresponding 399 

values were 63.29%, 62.67%, 44.77%, 33.69%, 40.99%, 45.38%, 63.97%, and 63.80% for RF, PSO-400 

RF, MLP, PSO-MLP, SVM, PSO-SVM, Bagging, PSO-Bagging models, respectively (Figures 7-12). 401 

The adaptive capacity map also shows that the Giridih, Deoghar, Sindega, Gumla have very high, 402 

Hazaribagh, Chatra, and Garhwa districts of Jharkhand have a high capability of adaptation. In contrast, 403 

the West Singhbhum, Khunti, East Singhbhum, Palamu, and Ranchi districts of Jharkhand are the least 404 

capable (Figure 11). The substantial geographical connection between exposure, sensitivity, and 405 

adaptive capacity plays an important role in drought vulnerability prevalence.  406 

4.3 Drought vulnerability modelling by using RF, PSO-RF, MLP, PSO-MLP, SVM, PSO-SVM, 407 

Bagging, PSO-Bagging models 408 

The four-machine learning and four ensemble models were used to create the drought vulnerability 409 

maps. Drought vulnerability was classified into five vulnerability groups, as forecasted by each model, 410 

using the natural-break method (Hoque et al. 2020; Saha et al. 2021). The developed models’ values 411 

range from 1.0 to 0.0. Eight models reveal that the Garhwa, Simdega, Deoghar, Giridih, Koderma, 412 
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Jamtara, Dhanbad, Pakur, and Chatra districts fall under the very-high drought vulnerable conditions. 413 

In contrast, Hazaribagh and Gumla districts fall under highly vulnerable conditions despite that West 414 

and East Singhbhum, Khunti, Latehar, Ranchi, Palamu, Lohardage, and Saraikela-Kharsawan districts 415 

are very-low and low drought vulnerable as estimated by eight implemented models (Figure 13). The 416 

very-high drought vulnerability zones cover 41.40%, 39.15%, 44.45%, 47.25%, 47.09%, 38.50%, 417 

40.48%, and 42.64% for RF, PSO-RF, MLP, PSO-MLP, SVM, PSO-SVM, Bagging, PSO-Bagging 418 

models, respectively and 24.28%, 32.50%, 11.89%, 12.61%, 7.71%, 16.36%, 21.00%, and 22.28% of 419 

the study area falls under very-low drought vulnerability (Figure 14). So, we can conclude that near to 420 

50% of the total study area is under threat. All drought vulnerability maps show that the drought-421 

affected areas are in the state's north-eastern, western, and south-western regions, while the least 422 

vulnerable areas are in the state's central and south-eastern regions. Drought vulnerability maps that are 423 

smooth patterns are generated concurrently with the results from the eight models. In November 2018, 424 

the Jharkhand Government announced 18 districts were drought-prone. As per the IMD report, the 425 

rainfall amount was more than 40% less than a normal year in the monsoon season of 2018. Again, in 426 

2019, the Government declared ten districts in Jharkhand were drought-affected. People in seven 427 

districts, including Deoghar, Garhwa, Khunti, Pakur, Koderma, Bokaro, and Chatra, were compelled to 428 

abandon their agricultural pursuits to work in adjacent mica and stone cutting mines. According to the 429 

forecast result, these districts are among the most vulnerable.  430 

4.4 Validation and comparisons of applied models 431 

Model validation is essential to evaluate the model’s prediction capacity (Mandal et al., 2021). The 432 

ROC, MAE, RMSE, precision, and K-index were utilized to evaluate the ability of novel ensemble 433 

approaches of PSO and MLAs. Also, the Friedman rank test was applied to comparing the applied 434 

models. The ROC results shows that the Bagging, PSO-Bagging, MLP, PSO-MLP, SVM, PSO-SVM, 435 

RF, and PSO-RF models had accuracy 85.1%, 85.5%, 78.1%, 85.6%, 75.0%, 75.6%, 86.3% and 87.4% 436 

in cases of success rate curve and 86.3%, 86.9%, 79.9%, 87.2%, 75.5%, 78.7%, 88.2%, and 88.9% in 437 

cases of prediction rate curve, and the significance level (P-value) is 0.00 (Figure 15). The AUC values 438 

vary from 0.750 to 0.889, indicating that all models can predict drought vulnerability (Table 4 and 5). 439 
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The results of RMSE reveals that 0.291, 0.272, 0.325, 0.241, 0.391, 0.360, 0.223 and 0.185 for Bagging, 440 

PSO-Bagging, MLP, PSO-MLP, SVM, PSO-SVM, RF, and PSO-RF models, respectively. The MAE, 441 

RMSE, precision, and K-index results are presented in Tables 6 and 5 for the eight applied models. 442 

Finally, we can summarize that the PSO-RF model had the most prediction efficiency despite other 443 

applied models. For the justification of the second important model, a single model can’t become a 444 

suitable candidate. The Friedman test reveals that the used models had significant differences between 445 

the models (Table 7). The validation results showed slight differences between the models, so all the 446 

models expressed satisfactory results. Finally, the RMSE, MAE, precision, and K-index values are 447 

nearly equal for the cases of all applied models. So, we can conclude that all models have more or less 448 

uniform prediction capacity for assessing drought vulnerability. But among the selected models, PSO-449 

RF has the highest accuracy as per the validation statistics. 450 

6. Discussion 451 

Drought is a detrimental climatic hazard that causes lots of negative impacts on the natural and socio-452 

economic environment of affected regions. For management purposes and reducing the effects of 453 

drought mapping of drought vulnerability is a good way (Hoque et al. 2020; Saha et al. 2021a). In a 454 

variety of studies, various set of factors were used to predict future drought conditions and drought 455 

susceptibility and the relationship between the factors used (Hoque et al. 2020; 2021; Saha et al. 2021a; 456 

Ghosh, 2019; Jiang et al., 2019; Siebert et al., 2019; Ebi et al., 2016; Sridevi et al., 2014; Lindner et al., 457 

2010; Chandrasekar et al., 2009). Few studies have developed DVMs for strategic adaptation, drought 458 

risk reduction, and long-term planning (Hoque et al., 2020; Saha et al., 2021). Recently, the various 459 

field of researchers also applied novel ensemble approaches and machine learning approaches (MLAs) 460 

like RF, Bagging, SVM and PSO in various disciplines, like a landslide, gully erosion, flood hazard, 461 

and deforestation evaluation (Tehrany et al., 2014; Huang and Zhao, 2018; Park and Kim, 2019; Band 462 

et al., 2020; Saha et al., 2021). The findings show that the ability for the prediction of drought 463 

vulnerability by the models applied is acceptable. The PSO-RF model has the highest prediction ability, 464 

followed by RF, PSO-MLP, PSO-Bagging, Bagging, MLP, PSO-SVM, and SVM. Roy et al. (2019) 465 

and Bui et al. (2016) have established that the novel ensemble model had more predictive accuracy in 466 
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spite of the individual model for the natural hazard prediction mapping. In our cases, the accuracy of 467 

RF, MLR, Bagging, and SVM models have increased the success accuracy by 1.1%, 7.5%, 0.4%, and 468 

0.6%, respectively, after making an ensemble with the PSO model. Chen et al. (2018) applied weight-469 

of-evidence (WoE), and evidential belief function (EBF) models and their ensemble with logistic model 470 

tree (LMT) for landslide assessment and the accuracy was increased more than 1% after made ensemble 471 

as like our work.  472 

Mallick et al. (2020) applied five ensemble models of M5P, RF, ANN, radial basis function (RBF), 473 

PSO for assessing groundwater potential zones. Their study found PSO-RF model performed better 474 

result than other models. Hong et al. (2018) used the J48 decision tree model and its ensemble with 475 

Bagging, AdaBoost, and RTF meta classifiers for the landslide susceptibility map. The RTF with the 476 

J48 model is shown to be the best predictive model, followed by AdaBoost and Bagging ensemble 477 

models. The present study shows that the Bagging model had comparatively less prediction capacity. 478 

In other studies, like landslides, gully erosion, and floods susceptibility prediction, the random forest 479 

and PSO-RF model has good prediction capacity (Gayen et al., 2019; Kong et al., 2020). In addition, 480 

the PSO-RF model has stable performance and strong robustness in all prediction cases (Kong et al., 481 

2020). Liu et al. (2012) and Hoang and Tien Bui (2018) concluded that PSO has powerful global 482 

parameter adjustment that is easy and simple to implement, and parameter search ability proved that 483 

the PSO model had applicability prediction and hazard evaluations.   484 

The application of new ensemble MLAs is thus not new, but the implementation for forecasting drought 485 

vulnerability is unique. Several researchers, including Gayen and Pourghasemi (2019), Pham et al. 486 

(2019), Saha et al. (2020), and Di Napoli et al. (2020) found that, despite machine learning as well as 487 

binary statistical models, a novel ensemble model produced superior outcomes. The difference in 488 

exposure to vulnerability may be continentality effects, with inadequate irrigation facilities and delayed 489 

monsoon, as the significant reason for climatic and agricultural drought occurrences. For example, in 490 

2019, the Jharkhand state government was announced ten districts as drought-prone. Bokaro has been 491 

recorded as the worst-hit rest of other districts like Chatra, Deoghar, Garhwa, Giridih, Godda, 492 

Hazaribag, Jamtara, within ten districts Koderma, and Pakur affected by deficit rainfall. In 2018, seven 493 
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districts like Koderma, Garhwa, Khunti, Bokaro, Pakur, Chatra, and Deoghar recorded rain shortages 494 

of above 40%. Koderma and Pakur received less than 55% rainfall than their normal quota. As a result, 495 

it is home to a huge population, making it the most vulnerable. Water shortages have been induced as a 496 

result of extensive concretization and urbanization, increasing sensitivity. Because of the differences in 497 

forest cover, the capacity to adapt differs as well. Finally, we might infer that the North-East and South-498 

West districts of Jharkhand are the least exposed and sensitive to drought, but they are also the most 499 

adaptable. In contrast, the centre section of the state is highly exposed and sensitive to drought and the 500 

least adaptable. As a result, it may be inferred that Jharkhand's declining rainfall pattern impacted on 501 

drought occurrences. 502 

7. Conclusion 503 

In the current drought vulnerability study in Jharkhand, a new ensemble and MLAs based methods were 504 

used. The nature of the drought is different, so there are simultaneous variations evaluating vulnerability 505 

of drought throughout space and time. A total of 40 conditioning factors were integrated with the 506 

ensemble and MLAs. Out of the total area 41.40%, 39.15%, 44.55%, 48.25%, 47.10%, 38.50%, 507 

40.48%, and 42.74% area for RF, PSO-RF, MLP, PSO-MLP, SVM, PSO-SVM, Bagging, PSO-508 

Bagging models, respectively, is covered by the high to very-high drought vulnerability zones. The 509 

results show that if adequate drought management strategies are not adopted, the region might likely 510 

face a vulnerable scenario in the future. Therefore, the design of irrigation, vegetation, and soil water 511 

conservation measures should focus on these drought vulnerable areas. Validation results showed that 512 

PSO-RF was the most efficient and precise model, followed by RF, PSO-MLP, PSO-Bagging, Bagging, 513 

MLP, PSO-SVM, and SVM. Due to a lack of funds and time, the study is limited in operationalising 514 

field observations and capturing farmers’ and other local people's perspectives. The absence of 515 

agricultural dependence data is another drawback of work. Such a deficiency does not, however, affect 516 

the precision of the utilized models. Finally, by switching the related information and factors for future 517 

planning and development in different regions, this study technique offers a lot of potential for 518 

identifying drought vulnerability zones. Jharkhand, located on the Chota Nagpur Plateau, comprises 519 

Precambrian rocks and isolated hills that play an adverse role in groundwater recharge, and extensive 520 
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urbanization and concretization exacerbate the situation. Private and local governmental organizations 521 

should prioritize different water resource management, environmental protection, and land use planning 522 

in drought-prone parts of India's Jharkhand state. 523 
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