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#### Abstract

Quantum neural network (QNN), or equivalently, the parameterized quantum circuit (PQC) with a gradient-based classical optimizer, has been broadly applied to many experimental proposals for noisy intermediate-scale quantum (NISQ) devices. However, the learning capability of QNN remains largely unknown due to the nonconvex optimization landscape, the measurement error, and the unavoidable gate noise introduced by NISQ machines. In this study, we theoretically explore the learnability of QNN in the view of the trainability and generalization. Particularly, we derive the convergence performance of QNN under the NISQ setting, and identify classes of computationally hard concepts that can be efficiently learned by QNN. Our results demonstrate that large gate noise, few quantum measurements, and deep circuit depth will lead to poor convergence rates of QNN towards the empirical risk minimization. Moreover, we prove that any concept class, which is efficiently learnable by a quantum statistical query (QSQ) learning model, can also be efficiently learned by PQCs. Since the QSQ learning model can tackle certain problems such as parity learning with a runtime speedup, our result suggests that PQCs established on NISQ devices will retain the quantum advantage measured by generalization ability. Our work provides theoretical guidance for developing advanced QNNs and opens up avenues for exploring quantum advantages beyond hybrid quantum-classical learning protocols in the NISQ era.
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## I. INTRODUCTION

Deep neural network (DNN) has substantially impacted the field of artificial intelligence in the past decade [1] because numerous real-world applications, such as object detection [2], question answering [3], and social recommendation [4], could be accomplished by DNN-based learning algorithms with state-of-the-art performance. The success of DNN is mainly attributed to its versatile architecture, which is best understood by the following multilayer scheme. As shown in Fig. 1(a), the inputs are processed through the feature embedding layers $\mathcal{F}_{\mathbf{x}}(\cdot)$, followed by the fully connected layers $\prod_{\ell} W_{\ell}(\cdot)$, where the choice of each layer and the combination rule can be tailormade for various learning tasks. Training DNN is a process to uncover the intrinsic relation between the input

[^0]and the output of the given dataset. However, theoretical results to explain how DNN discovers such a relation are largely unknown, hurdled by its flexible architectures and the nonconvex optimization landscape. To this end, a huge amount of effort has been dedicated to understanding the learnability of DNN. Concretely, based on the formula "learnability $=$ trainability + generalization" [5], there are two pipelines to explore the learnability of DNN. For the trainability, several studies [6-9] illustrated that DNN with specific structures can converge to the global minima of the training objective function in polynomial time. The generalization concerns whether DNN can effectively output a hypothesis that well approximates the target concept for a certain learning problem. For instance, Ref. [5] proved that overparameterized DNN can learn important concept classes, including the two- and threelayer DNN with fewer parameters, in polynomial samples; while Ref. [10] proved that two-layer DNN can effectively learn polynomial functions.

Quantum machine learning has emerged as a central application of quantum computing [11]. With the aim of solving real-world problems beyond the reach of classical computers, firm and steady progress has been developed during the past decade [12-14]. In addition, a


FIG. 1. Illustration of DNN and QNN. The left and right panel shows a DNN and QNN, respectively. For DNN, the feature embedding layers $\mathcal{F}_{\mathbf{x}}(\cdot)$, which contain a sequence of operations with the arbitrary combination such as convolution and attention, maps the input " 0 " to the feature space. $W_{l}(\cdot)$ is the $l$ th fully connected layer. For QNN, an encoding quantum circuit $U_{\mathbf{x}}$ maps the classical input " 0 " to the quantum feature space. $U_{l}(\boldsymbol{\theta})$ is the $l$ th trainable quantum circuit layer. Classical information for optimization is extracted by quantum measurements.
quantum extension of DNN, i.e., the quantum neural network (QNN), which is separately proposed in Refs. [1520], received great attention due to the huge success of DNN and the superior computational power of quantum devices [21]. As shown in Fig. 1(b), QNN also adopts the multilayer architecture: the inputs were converted into quantum states by the encoding quantum circuit $U_{\mathbf{x}}$, followed by the trainable quantum circuits $U(\boldsymbol{\theta})=$ $\prod_{l=1}^{L} U_{l}(\boldsymbol{\theta})$, where $\boldsymbol{\theta}$ are adjustable parameters of quantum gates, and a classical optimizer. There is a close correspondence between DNN and QNN: the feature embedding layer " $\mathcal{F}_{\mathbf{x}}$ " of DNN corresponds to the encoding quantum circuit $U_{\mathbf{x}}$ of QNN, while the fully connected layer $W_{l}(\cdot)$ of DNN coincides with the trainable quantum circuit $U_{l}(\boldsymbol{\theta})$ of QNN. Despite the high similarity, there are two key features separating DNNs with QNNs. First, QNNs generally lack nonlinear activation functions, caused by the linearity of quantum mechanics. Second, $U(\boldsymbol{\theta})$ generally possesses a strong expressive power to prepare classical distributions [22,23]. Noticeably, the latter property enables the advance of QNNs for a wide range of machine-learning problems over their classical counterparts.

In parallel to empirically evaluate performance of QNNs on different learning tasks such as classification [17,19,24] and regression [18,25], there is a growing interest to understand the learning capabilities of QNNs, i.e., their trainability and generalization. Recent studies have partially investigated these two issues from different angles such as optimization [26,27], expressivity [28-30], and generalization [31-38]. Nevertheless, to date, many fundamental theoretical results of QNNs still remain largely unknown. Firstly, a rigorous analysis of the learning performance of QNNs is lacking. The obstruction that impedes the theoretic progress is due to a combination of the following factors: the versatile structures of QNN, the nonconvex optimization landscapes, the unavoidable gate noise, and measurement errors. Classically, the empirical
risk-minimization (ERM) principle $[39,40]$ is a learning paradigm that has been broadly employed to benchmark the training performance of the supervised learning algorithms without prior knowledge of the data distributions. To be more specific, ERM measures how fast the objective function used in the learning algorithm converges to the stationary point in terms of the input size and feature dimensions. Following the same routine, it is natural to ask what is the convergence rate of QNN towards the empirical risk minimizer with a specified optimization rule? Answering this question not only enables the theoretical evaluation of the performance of various QNN-based supervised learning algorithms, but more importantly, it also provides guidelines to the design of better quantum supervised learning protocols. Particularly, we believe that the achieved convergence rates can guide us to devise more advanced quantum learning protocols to avoid the barren-plateau (i.e., the vanishing gradients) phenomenon in training QNNs [41]. More discussion comes after we formally introduce Theorem 1.

Secondly, understanding the generalization of QNNs can facilitate the exploration of its applicability with provable advantages. Specifically, generalization concerns whether the learning model can efficiently output (i.e., using a polynomial sample or query complexity) a hypothesis that can well approximate a target concept under a specific learning paradigm. Despite the significance, theoretical analysis of the generalization property of QNN remains largely open. That is, the existing literature mainly focuses on studying the generalization of QNNs under the quantum probably approximate correct (QPAC) learning paradigm [42-45]. However, it remains inconclusive whether QNN possesses any theoretical advantages over classical learning models under other learning paradigms such as noisy QPAC learning [46-49], quantum statistical query learning (QSQ) [50], and quantum differentially private learning [51,52]. A key reason for exploring the
generalization of QNNs under different learning paradigms is that different from QPAC learning, noisy QPAC and QSQ learning can be applied to analyze the generalization of QNNs when the gate noise and measurement error are considered (see Sec. IV for elaborations). In this study, we delve into investigating the generalization of QNNs under the QSQ learning paradigm. In particular, we aim to answer whether there exists any class of concepts that can be efficiently learned by (noisy) QNNs but are computationally hard for the classical learning models in the regime of the statistical query learning. If the answer is affirmative, it enables us to employ QNN implemented on NISQ devices to accomplish certain tasks with theoretical advantages.

The outline of this study is as follows. In Sec. II, we theoretically explore the trainability of QNNs through the lens of ERM. Then, in Sec. III, we conduct numerical simulations to validate the achieved theoretical results. Subsequently, we investigate the generalization ability of QNNs under the statistical query learning protocol in Sec. IV. We conclude this study in Sec. V. All proof details are deferred to the Appendix.

## II. TRAINABILITY OF QNN TOWARDS ERM

Before elaborating our theoretical results, we first formulate ERM and the mechanism of QNN. Let $\mathbf{z}=$ $\left\{\mathbf{z}_{j}\right\}_{j=1}^{n} \in \mathcal{Z}$ be the given dataset with $\mathcal{Z}$ being the sample domain, where the $j$ th sample $\mathbf{z}_{j}=\left(\mathbf{x}_{j}, y_{j}\right)$ includes a feature vector $\mathbf{x}_{j} \in \mathbb{R}^{D_{c}}$ and a label $y_{j} \in \mathbb{R}$. ERM aims to find the optimal $\boldsymbol{\theta}^{*} \in \mathbb{R}^{d}$ by minimizing the objective function $\mathcal{L}$ within the constraint $\operatorname{set} \mathcal{C} \subseteq \mathbb{R}^{d}$, i.e.,

$$
\begin{equation*}
\boldsymbol{\theta}^{*}=\arg \min _{\boldsymbol{\theta} \in \mathcal{C}} \mathcal{L}(\boldsymbol{\theta}, \mathbf{z}):=\frac{1}{2 n} \sum_{j=1}^{n} \ell\left(y_{j}, \hat{y}_{j}\right)+r(\boldsymbol{\theta}) \tag{1}
\end{equation*}
$$

where $\hat{y}_{j}$ is the predicted label that is determined by $\boldsymbol{\theta}$ and $\mathbf{x}_{j}, \ell$ is the loss function that measures the disparity between true labels $\left\{y_{j}\right\}_{j=1}^{n}$ and the predicted labels $\left\{\hat{y}_{j}\right\}_{j=1}^{n}$, and $r(\cdot)$ is a regularizer. To ease the discussion, throughout the paper, we consider the mean square error loss $\ell$ with $\ell\left(y_{j}, \hat{y}_{i}\right)=\left(\hat{y}_{j}-y_{j}\right)^{2}$, and use $r(\boldsymbol{\theta})=\lambda\|\boldsymbol{\theta}\|_{2}^{2} / 2$ with $\lambda \geq 0$. Note that our analysis can be easily generalized to other loss functions that satisfy $S$-smooth and $G$-Lipschitz properties [53].

The common optimization rule to tackle ERM is the batch gradient-descent method [1]. Depending on the available resources, the sample indices are divided into $B$ disjoint batches $\left\{\mathcal{B}_{i}\right\}_{i=1}^{B}$ with equal size $B_{s}$, namely, $\mathbf{z}=\cup_{j \in\left\{\mathcal{B}_{i}\right\}_{i=1}^{B}} \mathbf{Z}_{j}$. The optimization rule at the $t$ th iteration is $\boldsymbol{\theta}^{(t+1)}=\boldsymbol{\theta}^{(t)}-(\eta / B) \sum_{i=1}^{B} \nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}, \mathcal{B}_{i}\right)$, where $\eta$ is the learning rate, the gradient $\nabla \mathcal{L}(\cdot)$ is

$$
\begin{equation*}
\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}, \mathcal{B}_{i}\right)=\left(\hat{Y}_{i}^{(t)}-Y_{i}\right) \frac{\partial \hat{Y}_{i}^{(t)}}{\partial \boldsymbol{\theta}^{(t)}}+\lambda \boldsymbol{\theta}^{(t)}, \tag{2}
\end{equation*}
$$

$Y_{i}=\left(1 / B_{s}\right) \sum_{j \in \mathcal{B}_{i}} y_{j}$ and $\hat{Y}_{i}^{(t)}=\left(1 / B_{s}\right) \sum_{j \in \mathcal{B}_{i} i} \hat{y}_{j}^{(t)}$ are the sum average of the true labels and the predicted labels for the $i$ th batch $\mathcal{B}_{i}$, respectively. When no confusion will occur, we use $\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)$ and $\mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ instead of $\mathcal{L}\left(\boldsymbol{\theta}^{(t)}, \mathbf{z}\right)$ and $\mathcal{L}\left(\boldsymbol{\theta}^{(t)}, \mathcal{B}_{i}\right)$ in the rest of study.
The general workflow of QNN is summarized in Fig. 1(b). Specifically, QNN first employs a state preparation unitary $U_{\mathbf{x}}$ to encode classical inputs $\left\{\mathbf{x}_{j} \mid j \in \mathcal{B}_{i}\right\}$ into quantum states, followed by the quantum circuit $U(\boldsymbol{\theta})$ with tunable parameter $\boldsymbol{\theta}$ to produce the state $\gamma_{\mathcal{B}_{i}} \in \mathbb{C}^{D \times D}$. Note that some quantum kernel encoding methods may lead to the varied feature dimensions, i.e., $D_{c} \neq D$. We refer the interested reader to Appendix C for implementation details of $U_{\mathbf{x}}$ and $U(\boldsymbol{\theta})$. Finally, a quantum measurement, e.g., a two-outcome positive operator-valued measure (POVM) $\{\Pi, I-\Pi\}$, is applied to the state $\gamma_{\mathcal{B}_{i}}$ and produces the outcome $V_{i}$ that can be viewed as a binary random variable with the Bernoulli distribution $\operatorname{Ber}\left(\hat{Y}_{i}\right)$, where $\hat{Y}_{i}:=\operatorname{Tr}\left(\Pi_{\mathcal{B}_{i}}\right)$. Note that, for a random variable $X$ that follows the Bernoulli distribution with $X \sim$ $\operatorname{Ber}(p)$, we have $\operatorname{Pr}(X=1)=p$ and $\operatorname{Pr}(X=0)=1-p$. Denote the obtained statistics, i.e., the sample mean, by $\bar{Y}_{i}=(1 / K) \sum_{k=1}^{K} V_{k}$ after repeating the above procedure $K$ times. The law of Born rule ensures $\bar{Y}_{i} \rightarrow \hat{Y}_{i}$ when $K \rightarrow \infty$. However, in reality, only a finite number of measurements is allowed, and this results in the sample error (measurement error).

In addition, the quantum gates in NISQ chips, which are used to implement $U_{\mathbf{x}}$ and $U(\boldsymbol{\theta})$, are prone to having errors [54]. The gate noise can be simulated by applying certain quantum channels to each circuit layer, and this can be done by considering the worst-case scenario, i.e., modeling the gate noise at each circuit depth by a quantum depolarization channel [55]. Specifically, given a quantum state $\rho \in \mathbb{C}^{D \times D}$, the depolarization channel $\mathcal{N}_{p}$ acts on a $D$-dimensional Hilbert space follows $\mathcal{N}_{p}(\rho)=$ $(1-p) \rho+p \mathbb{I} / D$, where $\mathbb{I} / D$ is the maximally mixed state [55]. Throughout the whole study, we consider the case that applying $\mathcal{N}_{p}$ after each circuit depth of QNN, the quantum state before measurement is denoted by $\tilde{\gamma}_{\mathcal{B}_{i}}$. When the measurement is applied to $\tilde{\gamma}_{\mathcal{B}_{i}}$, the obtained outcome $V_{i}$ follows the Bernoulli distribution $\operatorname{Ber}\left(\tilde{Y}_{i}\right)$ with $\tilde{Y}_{i}:=\operatorname{Tr}\left(\Pi \tilde{\mathcal{F}}_{\mathcal{B}_{i}}\right)$ instead of $\operatorname{Ber}\left(\hat{Y}_{i}\right)$. We remark that while all results presented in the main text assuming the depolarization noise, they can be easily extended to a more general noisy channel (see Appendix I for details).

The optimization of QNN towards ERM is similar to that of DNN. In particular, QNN also generates a sum average of the predicted labels, based on $\boldsymbol{\theta}$ and $\mathcal{B}_{i}$, after the measurement component in Fig. 1(b). However, the main difference between the gradient-based optimization of QNN and DNN is as follows. In DNN, the gradient in Eq. (2) can be easily obtained via backpropagation [1]. However, due to the nature of quantum mechanics,
the gradient of a quantum unitary operator [e.g., trainable quantum circuit layer $U_{l}(\boldsymbol{\theta})$ ] is, in general, not a legitimate quantum operator anymore [56]. To overcome this shortcoming, the parameter shift rule $[18,56]$ is proposed to estimate the gradients of a quantum unitary operator using $K$ measurements (see Appendix B for details).

Now we quantify the convergence of QNN towards the empirical risk minimizer under the batch gradient-descent optimization rule in Eq. (2). Particularly, analyzing the convergence of QNN amounts to checking the following two standard utility metrics:

$$
\begin{align*}
& R_{1}\left(\boldsymbol{\theta}^{(T)}\right):=\mathbb{E}\left[\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right\|^{2}\right],  \tag{3}\\
& R_{2}\left(\boldsymbol{\theta}^{(T)}\right):=\mathbb{E}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right]-\mathcal{L}\left(\boldsymbol{\theta}^{*}\right),
\end{align*}
$$

where the expectation is taken over the randomness of QNN resulted from the measurement error and gate noise, $\boldsymbol{\theta}^{(T)}$ is the output of QNN after $T$ iterations and $\nabla \mathcal{L}(\cdot)$ denotes the gradient of the objective function $\mathcal{L}(\cdot)$ defined in Eq. (1), and $\boldsymbol{\theta}^{*}$ is the optimal parameters in Eq. (1) without noise. The metric $R_{1}$ evaluates how far QNN is away from the stationary point, $\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(T)}, \mathbf{z}\right)\right\|^{2}=0$, in expectation $[57,58]$. The utility metric $R_{2}$ evaluates the expected excess empirical risk [59,60].

The utility bounds of noisy QNN are summarized in the following theorem.

Theorem 1: Let $K$ be the number of measurements per iteration, $L_{Q}$ be the circuit depth, $p$ be the gate noise, and $B$ be the batch size. QNN outputs $\boldsymbol{\theta}^{(T)} \in \mathbb{R}^{d}$ after $T$ iterations with the utility bound
$R_{1} \leq \tilde{O}\left[\operatorname{poly}\left(\frac{d}{T(1-p)^{L_{Q}}}, \frac{d}{B K(1-p)^{L_{Q}}}, \frac{d}{(1-p)^{L_{Q}}}\right)\right]$.
When $\lambda$ satisfies a technical assumption such that $\lambda \in$ $[0,(1 / 3 \pi)] \cup[(1 / \pi), \infty]$, QNN outputs $\boldsymbol{\theta}^{(T)} \in(\pi, 3 \pi]^{d}$ after $T=\tilde{O}\left[d^{3} /(1-p)^{L_{Q}}\right]$ with the utility bound

$$
R_{2} \leq \tilde{O}\left[\operatorname{poly}\left(\frac{d}{K^{2} B(1-p)^{L_{Q}}}+\frac{d}{(1-p)^{L_{Q}}}\right)\right]
$$

Proof sketch. Here we present the proof sketch of Theorem 1. Refer to Appendix F for the full proof details.

The proof of deriving the upper bound of $R_{1}$ is established on a well-known result in optimization theory [61], i.e., when a function satisfies the smooth property, its stationary point can be efficiently located by a simple gradient-based algorithm. To this end, we first prove that the loss function $\mathcal{L}(\boldsymbol{\theta}, \mathbf{z})$ in Eq. (1) is $S$ smooth with $\nabla^{2} \mathcal{L}(\boldsymbol{\theta}, \mathbf{z}) \preceq S \mathbb{I}$ with $S>0$ and $\forall \boldsymbol{\theta} \in \mathcal{C}$. Then, supported by an alternative representation of $S$ smooth, we establish
a relationship between the loss difference and the gradients at the $t$ th iteration, i.e., for $\forall t \in[T]$

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \\
& \quad \leq\left\langle\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right), \boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\rangle+\frac{S}{2}\left\|\boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\|^{2} . \tag{4}
\end{align*}
$$

Note that in the NISQ scenario, the term $\boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}$ is equal to the estimated gradients $-(\eta / B) \sum_{i=1}^{B} \nabla \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}, \mathcal{B}_{i}\right)$ instead of the analytic gradient $-(\eta / B) \sum_{i=1}^{B} \nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}, \mathcal{B}_{i}\right)$ as defined in Eq. (2), where the error is caused by the inevitable gate noise and sample error. Our key technical contribution is deriving the relation between the analytic and estimated gradients, i.e., the gradient for the $j$ th parameter with $j \in[d]$ follows

$$
\begin{equation*}
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{s}_{i}^{(t, j)} \tag{5}
\end{equation*}
$$

where $\tilde{p}=1-(1-p)^{L}, L_{Q}$ is the circuit depth, the constant $C_{j, 1}^{(i, t)}$ depends only on $Y_{i}, \boldsymbol{\theta}^{(t)}$, and $\tilde{p}$, and $\boldsymbol{s}_{i}^{(t, j)}$ follows the distribution $\mathcal{P}_{Q}$ that is formed by $Y_{i}, \boldsymbol{\theta}^{(t)}$, the number of measurements $K$, and $\tilde{p}$ with zero mean.

In conjunction with Eqs. (4) and (5), we obtain the relation between the loss discrepancy and the analytic gradeint when the classical optimizer can only access the estimated gradients, i.e.,

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \\
& \leq-\frac{1}{S} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\left[(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{s}_{i}^{(t, j)}\right] \\
&+\frac{1}{2 S} \sum_{j=1}^{d}\left[(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{\varsigma}_{i}^{(t, j)}\right]^{2} \tag{6}
\end{align*}
$$

After taking expectation over the randomness and simplification, we can obtain the norm of gradients at the $t$ th iteration is upper bounded by the loss difference and other factors, i.e., $\left\|\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \leq$ $2 S\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathbb{E}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)\right] /(1-\tilde{p})^{2}\right]+\left[\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+\right.$ d) $\left.(1+10 \lambda)^{2} /(1-\tilde{p})^{2}\right]+\left[(6 d K+8 d) /(1-\tilde{p})^{2} B K^{2}\right]$. By induction, with summing over $t=0, \ldots, T-1$, we achieve the upper bound of $R_{1}$.

The proof of deriving the upper bound of $R_{2}$ utilizes the Polyak-Lojasiewicz (PL) condition to connect stationary points with the global minimum. Mathematically, a function $f$ satisfies the PL condition if there exists $\mu>0$ and for every possible $\boldsymbol{\theta} \in \mathcal{C},\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2} \geq 2 \mu\left(\mathcal{L}(\boldsymbol{\theta})-\mathcal{L}^{*}\right)$, where $\mathcal{L}^{*}=\min _{\boldsymbol{\theta} \in \mathcal{C}} \mathcal{L}(\boldsymbol{\theta})$. Intuitively, if a nonconvex function satisfies the PL condition [62], every stationary point of such a function is the global minimum [62,63]. To this end, we prove that when the hyperparameter $\lambda$ satisfies a mild technical assumption with $\lambda \in[0,(1 / 3 \pi)] \cup$
$[(1 / \pi), \infty]$, the loss function $\mathcal{L}(\boldsymbol{\theta}, \mathbf{z})$ in Eq. (1) obeys the PL condition. Combining the PL condition and the results achieved in analyzing $R_{1}$, we have

$$
\begin{align*}
& \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \\
& \quad \leq-\frac{1}{2 S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+g \\
& \quad \leq-\frac{\mu(1-\tilde{p})^{2}}{S}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathcal{L}^{*}\right]+g, \tag{7}
\end{align*}
$$

where $g=[(2 G+d) / 2 S](2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+[(6 d K+$ $8 d) / 2 S B K^{2}$ ]. By induction, we can effectively achieve the upper bound of $R_{2}$.

We emphasize two key points in our proof. First, the consequence of the derived bounded discrepancy between the estimated and analytic gradient of QNN is one of our key technical contributions, which may be of independent interest to understand the trainability of other variational quantum algorithms. Namely, the collected gradient information of QNN is generally biased. This property separates the convergence analysis of QNNs with DNNs, where the randomness assigned to classical DNNs is unbiased to ensure good convergence. This biased gradient information requests us to adopt different relaxation techniques to analyze the upper bound of $R_{1}$ and $R_{2}$. Second, the introduced technical assumption of $\lambda$ is reasonable. Due to the hardness of finding the global optima $\mathcal{L}\left(\boldsymbol{\theta}^{*}\right)$ in the nonconvex landscape, $R_{2}$ can only be applied to some special nonconvex objective functions. Compared with other conditions such as the strong convexity and the restricted strong convexity to achieve the linear convergence towards the global minimum, the PL condition is much easier to satisfy by QNN with $\lambda \in[0,(1 / 3 \pi)] \cup[(1 / \pi), \infty]$.

The result achieved in Theorem 1 shows that a larger amount of measurements $K$, a larger batch size $B$, a smaller depolarizing error $p$, a smaller parameter space $d$, and a shallower quantum circuit depth $L_{Q}$, can yield better utility bounds $R_{1}$ and $R_{2}$. In addition, the achieved utility bound $R_{1}$ explains how the unavoidable gate noise affects the convergence behavior of QNN. Specifically, no matter how large $T$ or $K$ would become, QNN could still diverge for large $d, p$, and $L_{Q}$ because of the term $d /(1-p)^{L_{Q}}$ in both $R_{1}$ and $R_{2}$. Notably, unlike other factors, the circuit depth $L_{Q}$ associated with the system noise $p$ exponentially scales the utility bounds $R_{1}$ and $R_{2}$. Such a dependence suggests that to enhance the trainability of QNNs and seek a near-optimal solution on NISQ devices, it is significant to control the circuit depth and suppress the system noise $p$. The above observation coincides with the classical ERM results, where a sufficiently large perturbation noise imposed on the gradient may result in the optimization of ERM to diverge [53]. Moreover, the dependence of gate and measurement noise in $R_{1}$ and $R_{2}$ accords with the
empirical observations [64] that certain quantum learning models, which achieve the promising performances under the ideal setting, may not be applicable to experiments. For example, when the quantum approximate optimization algorithm [20] is applied to accomplish maximum cut problem on three-regular graphs, the success probability drops to zero once the gate error level is larger than 0.1.

The convergence towards the global optima as shown in $R_{2}$, which evaluates the convergence rate of QNN to the global minima, implies that regularization techniques may contribute to avoiding the barren plateau encountered in training QNN [41]. The barren-plateau phenomenon claimed that the optimization may be terminated at a point that is far away from the global minimum, since the gradient will be exponentially vanished with respect to the increased number of qubits and the circuit depth. By contrast, $R_{2}$ shows that when $\lambda$ in Eq. (1) is sufficient large, with improving the number of measurements $K$, the optimized result of QNN will converge to the global optima once the gate noise is not too large. Hence, the regularization techniques allow the optimization of QNN to be released from the barren-plateau dilemma. Remarkably, the prior literature delves into developing effective methods to alleviate barren plateaus for all variational quantum algorithms, including adopting local measurements $[26,65]$, operating trainable parameters by involving correlation or specific optimization strategy [66-68], and controlling entanglement such as the number of twoqubit quantum gates [69-72]. Unlike these general methods, regularization techniques, which modify only the loss function instead of variational quantum circuits, are another efficient approach to alleviate barren plateaus when focusing on conventional machine-learning tasks, where near-optimal results are sufficient to attain good performance [73]. To this end, the introduced regularization term aims to slightly reshape the loss landscape to facilitate optimization. In other words, the setup of this work excludes all other known explanations of the absence of barren plateaus. Our results provide a positive response towards the conjecture raised by Refs. [41,67], where both of them speculate that regularization techniques may eliminate barren plateaus but lack theoretical evidence.

Remark: We note that the achieved utility bounds $R_{1}$ and $R_{2}$ are very general, and cover various types of encoding quantum circuits $U_{\mathbf{x}}$ and trainable quantum circuits $U(\boldsymbol{\theta})$. Specifically, our results cover all typical encoding circuits, e.g., amplitude encoding [74-76], kernel mapping [17-19], the dimension reduction methods [77], basis encoding methods [16], and diverse architectures of the trainable quantum circuits, as long as it is composed of the parameterized single-qubit gates and two-qubit gates [78]. Theorem 1 provides theoretical guidances to design QNNbased learning algorithms on NISQ devices, considering


FIG. 2. The simulation results of using QNN to learn a handwritten digit dataset. The lower left panel illustrates the original and reconstructed training examples, as highlighted by the blue and gray regions, respectively. The upper left panel shows the implementation of the data encoding circuit and trainable circuit used in QNN. The label " $\times 3$ " and " $\times L$ " means repeating the quantum gates in blue and brown boxes with 3 and $L$ times, respectively. The lower center panel, highlighted by the yellow region, shows the training loss under different hyperparameter settings. In particular, the label "Loss_baseline_depL" refers to the obtained loss with circuit depth $L$ (i.e., $L=20$ or $L=5$ ), $p=0$, and $K \rightarrow \infty$, where $p$, and $K$ refer to the depolarization rate and the number of measurements to estimate expectation value used in QNN. Similarly, the label "Loss_QNN_depL" refers to the obtained loss of QNN with setting the circuit depth as $L$ (i.e., $L=5,20$ ), $p=0.0025$, and $K=20$. The label "Loss_FCNN" represents the obtained loss of FCNN. The upper right and lower right panels separately exhibit the training and test accuracy of FCNN and QNN with different hyperparameter settings.
that the gate and measurement noise are ubiquitous in these devices.

The tantalizing results indicated by the utility bound $R_{2}$ requests a technical assumption such that the loss function applied to QNNs should satisfy the PL condition (see Appendix B), which may not be applicable for most loss functions without regularization operations. In other words, the key message delivered by the utility bound $R_{2}$ is that the barren plateaus encountered by QNNs could be alleviated by reshaping the loss landscape assisted by the regularization operations. How to effectively modify the loss landscape without shifting the optimal solution is left as future work.

## III. NUMERICAL SIMULATIONS

We employ the UCI ML handwritten digit datasets [79] to exhibit the correctness of utility bounds $R_{1}$ and $R_{2}$ of QNN, as achieved in Theorem 1. The employed dataset includes in total 1797 handwritten digit images with ten class labels, where each label refers to a digit and each image has 64 attributes. The data preprocessing has three steps. First, we clean the dataset and collect only images with labels 0 and 1 . After cleaning, the total number of images is 360 , where the number of examples with
label 0 (label 1) is 178 (172). In other words, our simulation focuses on the binary classification task. Some collected examples are shown in the lower left panel of Fig. 2. Second, we utilize a feature reduction technique, i.e., principal component analysis (PCA) [80], to reduce the feature dimension of each data example from 64 to 3. The lower left panel of Fig. 2, highlighted by the gray region, exhibits the reconstructed handwritten digit images using the reduced data features. Such a step aims to balance the relatively high-dimension features of the data example and the limited quantum resources available in the present day. After applying PCA, we denote the employed dataset as $\mathbf{z}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{360}$, where $\mathbf{x}_{i} \in \mathbb{R}^{3}$ is the $i$ th data feature and $y_{i} \in\{0,1\}$ is the $i$ th label. The last step is randomly splitting $\mathbf{z}$ into two groups, i.e., the training dataset $\mathbf{z}_{t}$ and the test dataset $\mathbf{z}_{p}$. The size of the training dataset $\mathbf{z}_{t}$ and the test dataset $\mathbf{z}_{p}$ is 280 and 80 , respectively.

We now employ the preprocessed handwritten digit dataset $\mathbf{z}$ and quantum learning model as used in Ref. [17] (see Appendix G for the implementation details) to study the learnability of QNN under the depolarization noise. Specifically, we apply depolarization channel $\mathcal{N}_{p}$ to every quantum circuit depth, where the depolarization rate is set as $p=0.0025$. The depth of trainable circuits $U(\boldsymbol{\theta})$ is set as $L=5$ and $L=20$, respectively. The corresponding


FIG. 3. The mechanism of different quantum learning models. The key difference of PAC (or QPAC), SQ, and QSQ learning is the way to acquire accessible data information, which is used to infer hypothesis $h(\cdot)$. In particular, the left panel exhibits the mechanism of PAC or QPAC learning. To inference $h(\cdot)$, the PAC learner requires access to the example oracle to acquire the accurate information of each example. The two middle panels represent the mechanism of SQ and QSQ learning, respectively. The SQ (QSQ) learner feeds a sequence of queries $\left\{\left[\phi_{i}(\cdot, \cdot), \tau_{i}\right]\right\}$ into a SQ (QSQ) oracle and receives the statistical results $\left\{\alpha_{i}\right\}$ about the target concept $c^{*}(\cdot)$. The collected results $\left\{\alpha_{i}\right\}$ are then employed to infer the hypothesis $h(\cdot)$ to approximate $c^{*}(\cdot)$. The right panel compares the power of SQ, QSQ, and PAC learning modes. Namely, restricted by the accessible information of the dataset, some problems can not be efficiently tackled by SQ and QSQ learning models, while they can be effectively solved by PAC learning models.
number of trainable parameters is 15 and 60 , respectively. The number of measurements to estimate the expectation value is set as $K=20$. We also train QNN without noisy channels $\mathcal{N}_{p}$ under the setting $L=5,20$ with the infinite measurements, which is utilized to evaluate how the system noise and the measurement shots affect the learning performance of QNNs. Since seeking the optimal solution $\boldsymbol{\theta}$ and the minimized objective function $\mathcal{L}^{*}$ is NP hard [81], in the following, we employ the results achieved by noiseless QNN to approximate the optimal results. As a reference, we utilize classical deep neural network learning models, i.e., fully connected neural network (FCNN) [1], to tackle the same binary classification task. The number of trainable parameters of FCNN is set as 15 , which is at the same level with QNNs. The optimization strategy is identical to QNNs as described in the main text, where the mean square error is exploited as the loss function and the batch gradient-descent method is adopted to update trainable parameters (see Appendix G for the implementation details). The number of iterations for all numerical simulations described above is set as $T=400$. The source code related to numerical simulations is available at the Github repository [82].

The simulation results, as shown in Fig. 2, accord with our theoretical results. Specifically, as shown in the lower center of Fig. 2, even though the gate noise and the finite number of measurements are considered, the training loss can still converge after a sufficient number of iterations. Moreover, the gap between the optimal result $\mathcal{L}^{*}$ (noiseless) and the results $\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)$ under the varied noise setting, as indicated by two red arrows, becomes large with increasing the circuit depth $L$. Such a phenomenon echoes with the result such that a larger $L$ and $p$ lead to a poorer utility bound. In addition, the achieved training and test accuracies as shown in the right panel of Fig. 2 implies that the noisy QNN can also learn a useful decision rule while its performance has slightly degenerated. In Appendix G, we quantitatively investigate whether the exponential dependence on $L$ and
the inverse dependence on $K$ claimed in Theorem 1 can be observed in the above binary classification task. Compared with QNNs, FCNN attains a better performance with respect to the investigated learning task. In particular, after 25 iterations, its train accuracy (test accuracy) achieves $98.7 \%$ ( $99.4 \%$ ), respectively. Moreover, its training loss converges to 0.01 after 150 iterations. We note that the superiority of QNNs versus DNNs highly depends on the explored dataset. This topic is systematically studied in our recent work [34].

## IV. GENERALIZATION OF QNN

We next examine the generalization of QNN in the regime of the statistical query learning [83]. For concreteness, let us first elucidate the key difference between QPAC [42] and QSQ learning [50] paradigms before moving on to present the achieved main results. Recall that for both the classical and quantum machine learning, the generalization concerns whether the exploited learning model can effectively output a hypothesis $h \in \mathcal{H}$ with $\mathcal{H}$ being the hypothesis set that well approximates the target concept for a certain learning problem; namely, using $a$ polynomial sample or query complexity. Define $\mathcal{C} \subseteq\{c$ : $\left.\{0,1\}^{N} \rightarrow\{0,1\}\right\}$ as a concept class and $\mathcal{D}:\{0,1\}^{N} \rightarrow$ $[0,1]$ as an unknown distribution. In QPAC learning [40,42], the learner continuously collects the labeled examples $\left\{\left|\mathbf{x}_{i}\right\rangle, c^{*}\left(\mathbf{x}_{i}\right)\right\}$ and then uses these examples to infer a hypothesis $h(\cdot)$ to approximate $c^{*}(\cdot) \in \mathcal{C}$, as shown in the right panel of Fig. 3. In other words, the QPAC learners can directly access accurate information about a sequence of quantum examples to proceed inference. It is noteworthy that in the NISQ scenario, the generalization of QNNs can not be analyzed by QPAC learning theory, since the system and measurement noise forbids us to access the accurate information $c^{*}\left(\mathbf{x}_{i}\right)$. A potential solution to address this issue is QSQ learning paradigm given below.

Definition 1 (Quantum statistical query learning oracle, [50]): Let $c^{*}:\{0,1\}^{N} \rightarrow\{0,1\}$ be an unknown concept sampled from a known concept class $\mathcal{C} \subseteq\left\{c:\{0,1\}^{N} \rightarrow\right.$ $\{0,1\}\}$. Define the quantum example as

$$
\begin{equation*}
\left|\psi_{c^{*}}\right\rangle=\sum_{\mathbf{x} \in\{0,1\}^{N}} \sqrt{\mathcal{D}(\mathbf{x})}|\mathbf{x}\rangle\left|c^{*}(\mathbf{x})\right\rangle \tag{8}
\end{equation*}
$$

where $\mathcal{D}:\{0,1\}^{N} \rightarrow[0,1]$ is some unknown distribution. A QSQ oracle receives a tolerance $\tau \geq 0$ and an observable $\mathbb{M} \in\left(\mathbb{C}^{2}\right)^{\otimes N+1} \times\left(\mathbb{C}^{2}\right)^{\otimes N+1}$ with $\operatorname{Tr}(\mathbb{M}) \leq 1$, and outputs a number $\alpha$ satisfying

$$
\begin{equation*}
\left.\left|\alpha-\left\langle\psi_{c^{*}}\right| \mathbb{M}\right| \psi_{c^{*}}\right\rangle \mid \leq \tau \tag{9}
\end{equation*}
$$

The above definition indicates that in the case of QSQ learning, the learner can receive only the collected behavior of the whole examples $\left|\psi_{c^{*}}\right\rangle$ instead of information of the individual example $|\mathbf{x}\rangle\left|c^{*}(\mathbf{x})\right\rangle$. The characteristic of employing statistics about $\left|\psi_{c^{*}}\right\rangle$ to infer $h \in \mathcal{H}$ ensures that QSQ learners are more practically feasible than general QPAC learners, especially in the NISQ era [50]. As shown in the middle panel of Fig. 3, the generalization of QSQ learning models means that if there is an algorithm $\mathcal{A}$ such that for every $c^{*} \in \mathcal{C}$, the learner makes at most $Q$ queries to the QSQ oracle, i.e., $\left\{\mathbb{M}_{i}, \tau_{i}\right\}_{i=1}^{Q}$, and then uses the returned $\left\{\alpha_{i}\right\}_{i=1}^{Q}$ to output a hypothesis $h$ satisfying

$$
\begin{equation*}
\operatorname{Pr}_{\mathbf{x} \sim \mathcal{D}}\left[h(\mathbf{x}) \neq c^{*}(\mathbf{x})\right] \leq \varepsilon . \tag{10}
\end{equation*}
$$

When the required number of queries $Q$ for the QSQ learning model to achieve Eq. (10) is less than the classical SQ learning model (as shown in the left panel of Fig. 3), we say that the QSQ learning model possesses a better generalization property.

The QSQ oracle can be well realized by noisy QNNs. Recall that three ingredients in the QSQ oracle are the preparation of the quantum example $\left|\psi_{c^{*}}\right\rangle$, the implementation of observable $\mathbb{M}$, and a tolerance $\tau$. Following the description in Fig. 1(b), $\left|\psi_{c^{*}}\right\rangle$ can be prepared by a predefined input oracle $U_{\mathbf{x}}$ with basis encoding, as discussed in Appendix C. Moreover, the observable $\mathbb{M}$ can be implemented by the trainable unitary $U(\boldsymbol{\theta})$ associated with a fixed measurement $\Pi$, supported by Stinespring's dilation theorem [55]. With this regard, the expectation value of the QSQ oracle $\left\langle\psi_{c^{*}}\right| \mathbb{M}\left|\psi_{c^{*}}\right\rangle$ is equivalent to $\left\langle 0^{\otimes(N+1)} U_{\mathbf{x}}^{\dagger} U(\boldsymbol{\theta})^{\dagger} \Pi U(\boldsymbol{\theta}) U_{\mathbf{x}} 0^{\otimes(N+1)}\right\rangle$. Last, the estimation error $\tau$ between the output value $\alpha$ and the expectation value is determined by the system noise and the finite number of measurements. The following theorem analytically quantifies the relationship between QSQ oracle and noisy QNN, whose proof is provided in Appendix H.

Theorem 2: Denote the total number of measurements applied to QNN as shown in Fig. 1(b) as $K$ and the measured result at the $k$ th time as $V_{k}$. Following notations in

Definition 1, suppose that $U_{\boldsymbol{x}}$ prepares $\left|\psi_{c^{*}}\right\rangle, U(\boldsymbol{\theta})^{\dagger} \Pi U(\boldsymbol{\theta})$ is equal to $\mathbb{M}$, and the system noise is modeled by the depolarization channel $\mathcal{N}_{\tilde{p}}$. When $K=\ln (2 / b) / 2(\tau-5 \tilde{p} / 4)^{2}$, with probability $1-b$, we have

$$
\begin{equation*}
\left.\left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-\left\langle\psi_{c^{*}}\right| \mathbb{M}\right| \psi_{c^{*}}\right\rangle \mid \leq \tau \tag{11}
\end{equation*}
$$

The achieved results imply that noisy QNNs with access to a unitary $U_{\mathbf{x}}$, which prepares a quantum example state $\left|\psi_{c^{*}}\right\rangle$, provide a concrete framework for realizing QSQ oracles. In other words, the sample mean $(1 / K) \sum_{k=1}^{K} V_{k}$ amounts to the output of QSQ oracle $\alpha$ in Eq. (9). According to the definition of generalization in Eq. (10), given a sequence of queries $\left\{\mathbb{M}_{i}, \tau_{i}\right\}_{i=1}^{Q}$, the sample mean of noisy QNNs corresponds to $\left\{\alpha_{i}\right\}_{i=1}^{Q}$ and hence can be used to infer a hypothesis $h$ that well approximates $c^{*}$. According to Refs. [50,83], these quantum statistical query oracles, or equivalently noisy QNNs, allow for more efficient learning of parities, juntas, and disjunctive normal form over classical SQ models. As a result, we attain a positive answer that noisy QNNs have the potential to possess superior generalization abilities over classical learning models in the regime of statistical query learning.

We note that the process of inferring $h$ can be categorized into two classes, depending on how the set $\left\{\alpha_{i}\right\}_{i=1}^{Q}$ is collected. In the first class, the observables $\left\{\mathbb{M}_{i}, \tau_{i}\right\}_{i=1}^{Q}$ used to obtain $\left\{\alpha_{i}\right\}_{i=1}^{Q}$ are agnostic or correlated. That is, the observable $\mathbb{M}_{i}$, or equivalently $U(\boldsymbol{\theta})^{\dagger} \Pi U(\boldsymbol{\theta})$, should be adaptively constructed via updating $\boldsymbol{\theta}$ [as shown in Fig. 1(b)] or may be dependent on previous observables, e.g., $\left\{\mathbb{M}_{i-1}, \mathbb{M}_{i-2}, \ldots, \mathbb{M}_{1}\right\}$. For example, the optimization of $\boldsymbol{\theta}$ can be completed using some available training data. Interestingly, recent studies have envisioned the power of data in pursuing quantum advantages $[36,84]$. Nevertheless, how to conduct an efficient optimization on $U(\boldsymbol{\theta})$ to accurately estimate $\left\{\mathbb{M}_{i}\right\}_{i=1}^{Q}$ with provable quantum advantages is beyond the scope of this study and will be left as future work.

In the second class, the observables $\left\{\mathbb{M}_{i}, \tau_{i}\right\}_{i=1}^{Q}$ are predefined and fixed. Under this setting, for each $i \in[Q]$, the optimal parameters in $U(\boldsymbol{\theta})$, i.e., $\boldsymbol{\theta}^{*}$, can be explicitly calculated at the initialization step without optimization, i.e., $U\left(\boldsymbol{\theta}^{*}\right)^{\dagger} \Pi U\left(\boldsymbol{\theta}^{*}\right)=\mathbb{M}$. Note that under this scenario, noisy QNNs can be exploited to efficiently construct QSQ oracles and hence attain quantum advantages. For illustration, we exemplify how to use noisy QNN to construct the QSQ oracle adopted in parity learning without optimization. According to the analysis in Ref. [50, Lemma 4.2], for $\forall i \in$ [ $Q$ ] and $Q=N$ the observable $\mathbb{M}_{i}$ is equal to $|1\rangle\left\langle\left. 1\right|_{i} \otimes\right.$ $H^{\otimes N-1}\left(|0\rangle\left\langle\left. 0\right|^{\otimes[N] \backslash\{i\rangle}\right) H^{\otimes N-1}\right.$, where the $i$ th qubit is fixed to $|1\rangle\langle 1|$ and the remaining $N-1$ qubits can be obtained by applying the Hadamard gates. When $\Pi$ is set as
$|0\rangle\left\langle\left. 0\right|^{\otimes N}\right.$, the trainable quantum circuit aims to simulate $U^{*}=X_{i} \otimes H^{\otimes N-1}$, where the $i$ th qubit is applied to and $X$ gate and the remaining $N-1$ qubits are operated with the Hadamard gates. Note that $U^{*}$ can be effectively constructed by the universal parameterized quantum circuits such as hardware-efficient ansatz and the ansatz proposed by Ref. [85, Sec. II.B and Theorem 1] with $O[\operatorname{poly}(N)]$ gate complexity. With this regard, we conclude that noisy QNNs allow for efficient learning of parities.

We remark that the results achieved in Theorem 2 paves a new way to explore generalization advantages of QNNs. More specifically, besides the QPAC learning paradigm, QNNs can also achieve certain superiority over their classical counterparts under the statistical query learning paradigm. More precisely, it is intriguing to understand the potential of noisy QNNs on diverse statistical learning problems such as support vector machines, linear and convex optimization, simulated annealing, matrix decomposition, and so on $[86,87]$. In particular, we can first examine whether QSQ learning models can tackle these tasks that outperform their classical counterparts. If the answer is positive, we can leverage the result in Theorem 2 to design a noisy QNN that achieves these tasks with quantum advantages.

## V. DISCUSSION AND CONCLUSION

To summarize, we explore the learnability of QNNs from the aspect of the trainability and generalization. The achieved utility bounds towards ERM indicate that, more measurements, lower noise, and shallower circuit depth contribute to a better performance of QNNs. These results can guide us to devise more advanced QNN-based learning models that are robust to inevitable gate noise and insensitive to the barren-plateau phenomenon.

The analysis technique established in this study can be applied to explain the heuristic result achieved in other quantum learning protocols. More precisely, we can compare the performance of different optimizers (e.g., quantum natural gradient-descent methods [88] and other high-order gradient-descent methods [89]) and different loss functions (e.g., the cross-entropy loss) in the measure of the utility bounds $R_{1}$ and $R_{2}$. In other words, our study contributes to a better understanding of QNNs and other variational quantum algorithms.

We stress that optimization theory and statistical learning theory adopted in this study are powerful tools to facilitate us to deeply understand the capabilities and limitations of QNNs. Indeed, there is an incremental interest of utilizing these tools to explore the power of QNNs and variational quantum algorithms from different angles, where representative examples include analyzing the generalization error bounds of quantum machine learning models and deriving the expressivity of various ansatzes [29-31,35-37]. Notably, a recent study [27] has analyzed
how the utility bound $R_{2}$ is bounded by a quantity related to the quantum fisher information of the variational state for a fixed number of iterations $T$. The corresponding consequences allow us to identify the fundamental difference between QNNs and DNNs, which is crucial to seek quantum advantages in the NISQ era.

Besides studying the trainability of QNNs, we also demonstrate that in the regime of statistical query learning, noisy QNN can be applied to accomplish parity, juntas, and disjunctive normal form (DNF) with better generalization property over classical SQ learning models. Although the achieved results are established on the setting in which the query set $\left\{\mathbb{M}_{i}, \tau_{i}\right\}$ is predefined at the initialization step, it is of great importance to explore where noisy QNNs possess better generalization ability when the query set $\left\{\mathbb{M}_{i}, \tau_{i}\right\}$ is adaptive. A positive answer could broaden the applications of NISQ machines.
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## APPENDIX

The organization of the Appendix is as follows. In Appendix A, we unify the notations used in the whole Appendix. In Appendix B, we introduce the parameter shift rule and analyze the analytic and estimateed gradients of QNN. In Appendix C, we elaborate the implementation details of the quantum encoding circuit $U_{\mathbf{x}}$ and the trainable quantum circuit $U(\boldsymbol{\theta})$ used in QNN. In Appendix D, we quantify the properties of the objective function with respect to the optimization theory, which will be employed to prove the utility bounds of QNN. Then, in Appendix E, we exhibit the proof of Theorem 3, as the precondition to achieve utility bounds of QNN. In Appendix F, we exhibit the proof details of Theorem 1 that achieves the utility bounds of QNN towards ERM. In Appendix G, we present more simulation details. Next, in Appendix H, we prove Theorem 2, which shows that any QSQ oracle can be efficiently simulated by noisy QNN. Finally, in Appendix I, we generalize all achieved results to a more general quantum channel.

## APPENDIX A: THE SUMMARY OF NOTATIONS

We unify the notations throughout the whole paper. We denote $d$ as the number of training parameters $\left(\boldsymbol{\theta} \in \mathbb{R}^{d}\right)$. Define $N$ as the number of qubits and $n$ as the number of training examples. Denote the set $\{1,2, \ldots, m\}$ as $[m]$. With a slight abuse of notations, we denote $\ell_{b}$ as the $b$
norm, while $\ell$ (without subscript) is the loss function. We denote the $\ell_{p}$ norm of $\mathbf{v}$ as $\|\mathbf{v}\|_{p}$. In particular, $\|\mathbf{v}\|$ refers to the $\ell_{2}$ norm. We use $O(\cdot)$ [or $\left.\tilde{O}(\cdot)\right]$ to denote the complexity bound (hide polylogarithmic factors). A random variable $X$ that follows Delta distribution is denoted as $X \sim \operatorname{Del}\left(x_{0}\right)$, i.e., $\operatorname{Pr}\left(X=x_{0}\right)=1$ and $\operatorname{Pr}\left(X \neq x_{0}\right)=0$. A random variable $X$ that follows uniform distribution is denoted as $X \sim U(a, b)$, where $P\left(X=x_{0}\right)=1 /(b-a)$ with $a \leq x_{0} \leq b$.

## APPENDIX B: THE PROPERTY OF GRADIENTS IN QNNS

In this section, we first review the parameter shift rule, which is used to calculate the gradients of QNN. We next leverage the parameter shift rule to analyze the relation between the analytic and estimated gradients of QNN.

## 1. Parameter shift rule

Denote the updating rule of QNN at the $t$ th iteration as

$$
\boldsymbol{\theta}^{(t+1)}=\boldsymbol{\theta}^{(t)}-\frac{\eta}{B} \sum_{i=1}^{B} \nabla \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)
$$

To acquire the analytic gradient $\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=\left(\hat{Y}_{i}^{(t)}-\right.$ $\left.Y_{i}\right) \partial \hat{Y}_{i}^{(t)} / \partial \boldsymbol{\theta}_{j}^{(t)}+\lambda \boldsymbol{\theta}_{j}^{(t)}$ with $j \in[d]$, the parameter shift rule proceeds by separately feeding tunable parameters $\boldsymbol{\theta}^{(t)}$ and $\boldsymbol{\theta}^{\left(t, \pm_{j}\right)}:=\boldsymbol{\theta}^{(t)} \pm(\pi / 2) \mathbf{e}_{j}$ to the trainable circuit $U(\boldsymbol{\theta})$, where $\mathbf{e}_{j}$ is the basis vector with the $j$ th entry being 1 and zero otherwise. Following the above notations, we denote $\hat{Y}_{i}^{(t)}$ and $\hat{Y}_{i}^{\left(t, \pm_{j}\right)}$ as expectation values of quantum measurements when feeding parameters $\boldsymbol{\theta}^{(t)}$ and $\boldsymbol{\theta}^{\left(t, \pm_{j}\right)}$ into the trainable quantum circuit $U(\boldsymbol{\theta})$ in the noiseless scenario. The corresponding analytic gradient of QNN is

$$
\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=\left(\hat{Y}_{i}^{(t)}-Y_{i}\right) \frac{\hat{Y}_{i}^{\left(t,+_{j}\right)}-\hat{Y}_{i}^{\left(t,-\mathcal{C}_{j}\right)}}{2}+\lambda \boldsymbol{\theta}_{j}^{(t)}
$$

However, in practice, QNN could generate only statistics $\bar{Y}_{i}^{(t)}=(1 / K) \sum_{k=1}^{K} V_{k}^{(t)}$ and $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}=(1 / K) \sum_{k=1}^{K} V_{k}^{\left(t, \pm_{j}\right)}$, where $V_{k}^{(t)} \sim \operatorname{Ber}\left(\tilde{Y}_{i}^{(t)}\right)$ and $V_{k}^{\left(t, \pm j_{j}\right)} \sim \operatorname{Ber}\left(\tilde{Y}_{i}^{\left(t, \pm_{j}\right)}\right)$, and $\tilde{Y}_{i}^{(t)}$ and $\tilde{Y}_{i}^{(t, \pm j)}$ refer to expectation values of quantum measurements when feeding parameters $\boldsymbol{\theta}^{(t)}$ and $\boldsymbol{\theta}^{\left(t, \pm_{j}\right)}$ into the noisy trainable quantum circuit $U(\boldsymbol{\theta})$. This leads to the estimated gradient as

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=\left(\bar{Y}_{i}^{(t)}-Y_{i}\right) \frac{\bar{Y}_{i}^{\left(t,++_{j}\right)}-\bar{Y}_{i}^{\left(t,--_{j}\right)}}{2}+\lambda \boldsymbol{\theta}_{j}^{(t)}
$$

Note that the difficulties of optimizing QNN arise when only the approximated $\hat{Y}_{i}^{(t)}$ and $\partial \hat{Y}_{i}^{(t)} / \partial \boldsymbol{\theta}^{(t)}$ are available caused by the finite number of measurements, and the precision deteriorates when more iterations occur.

The analytic and estimated gradients of QNN. As explained in the main text, the key component to prove Theorem 1 is quantifying the relation between the analytic and the estimated gradient of QNN. Here we show that the estimated gradient, which is caused by the gates' noise and the sample errors, can be explicitly formulated to relate with its analytic gradient. An informal result is summarized below (see Appendix E for details).

Theorem 3: It follows that

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{\varsigma}_{i}^{(t, j)}
$$

where $\tilde{p}=1-(1-p)^{L_{Q}}, L_{Q}$ is the circuit depth, the constant $C_{j, 1}^{(i, t)}$ depends only on $Y_{i}, \boldsymbol{\theta}^{(t)}$, and $\tilde{p}$, and $\boldsymbol{\varsigma}_{i}^{(t, j)}$ follows the distribution $\mathcal{P}_{Q}$ that is formed by $Y_{i}, \boldsymbol{\theta}^{(t)}$, the number of measurements $K$, and $\tilde{p}$ with zero mean.

Theorem 3 indicates that the estimated gradient $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ is centralized around the $(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+$ $C_{j, 1}^{(i, t)}$ and perturbed by a random variable $\boldsymbol{S}_{i}^{(t, j)}$. This enables us to quantitively measure how far the estimated gradient is away from the analytic gradient, which is the precondition to leverage the optimization theory to analyze the performance of QNN. Moreover, the result of Theorem 3 implies that, compared with the finite measurements, the gate error is more harmful for the QNN's optimization, which may lead to diverging. In particular, the term $C_{j, 1}^{(i, t)}$, which is independent with $K$, will always exist and induce a biased optimization direction when $\tilde{p} \neq 0$. For the worst case, with $\tilde{p}=1$, the analytic gradient information is exactly lost. In contrast, $K$ determines only the variance of the distribution $\mathcal{P}_{Q}$ with zero mean, where classical and quantum literatures [90,91] have provided the convergence guarantee even if $K=1$.

## APPENDIX C: IMPLEMENTATION DETAILS OF ENCODING CIRCUIT AND TRAINABLE CIRCUIT OF QNN

The selection of encoding circuits $U_{\mathbf{x}}$ and trainable circuit $U(\boldsymbol{\theta})$ is flexible in QNN. We now separately explain the implementation details of these two circuits supported by QNN.

Encoding circuit $\boldsymbol{U}_{\mathbf{x}}$. The typical encoding circuits of QNN can be divided into four categories. A common feature of these encoding methods is that their implementation only costs a low circuit depth, driven by the restricted quantum resources. Let the feature dimension of the classical example $\mathbf{x}_{i}$ be $D_{c}$ with $i \in$ [ $n$ ]. The first category is the direct amplitude encoding [74-76,92]. Specifically, the encoder circuit satisfies $U_{\mathbf{x}}: \mathcal{B}_{i} \rightarrow\left(1 / \sqrt{B_{s}}\right) \sum_{b=1}^{B_{s}} \sum_{j=1}^{D_{c}} \hat{\mathbf{x}}_{b, j}^{(i)}|b\rangle|j\rangle$ with $\hat{\mathbf{x}}_{b, j}^{(i)}=$ $\mathbf{x}_{b, j}^{(i)} /\left\|\mathbf{x}_{b, j}^{(i)}\right\|$. This method requires a low feature dimension
$D_{c}$, since the quantum gates' complexity to build $U_{\mathbf{x}}$ is $O\left(D_{c}\right)$. The second category is the kernel mapping [17-19], where $\mathcal{B}_{i}$ is encoded into a set of singlequbit gates with a specified arrangement, e.g., $U_{\mathbf{x}}\left(\mathcal{B}_{i}\right)=$ $\sum_{b=1}^{B_{s}}(|b\rangle\langle b|) \otimes_{j=1}^{D_{c}} R_{Y}\left(\mathbf{x}_{b, j}^{(i)}\right)$. The third category is the dimension-reduction method proposed by Ref. [77]. Specifically, instead of encoding $\mathcal{B}_{i}$, the amplitude or kernel encoder circuits $U_{\mathbf{x}}$ is exploited to encode a projected features $g\left(\mathcal{B}_{i}\right) \in \mathbb{R}^{B_{s} \times D_{c}^{\prime}}$, where $g(\cdot)$ is a predefined function and $D_{c}^{\prime} \ll D_{c}$. The fourth category is the basis encoding [16,42,50], which is broadly used in quantum learning theory. Specifically, the encoding circuit $U_{\mathbf{x}}$ is employed to prepare a quantum example $|\psi\rangle=\sum_{\mathbf{x} \in\{0,1\}^{N}} \sqrt{\mathcal{D}(\mathbf{x})}|\mathbf{x}, c(\mathbf{x})\rangle$ with $N=\left\lceil\log _{2} D_{c}\right\rceil$, where $\mathcal{D}(\mathbf{x})$ is the data distribution over $\mathbf{x}, c(\mathbf{x})$ corresponds to the label of the bit string $\mathbf{x}$ [42,43]. In most cases, the distribution $\mathcal{D}(\mathbf{x})$ is uniform. Hence, the state $|\psi\rangle$ can be efficiently prepared by setting $B=1$, and applying Hadamard gates and control NOT gates [55] to the initial state $|0\rangle^{\otimes N+1}$.

Trainable quantum circuits $\boldsymbol{U}(\boldsymbol{\theta})$. The trainable quantum circuits, also known as parameterized quantum circuits $[78,93]$, used in QNN can be written as a product of layers of unitaries in the form $U(\boldsymbol{\theta})=\prod_{l=1}^{L} U_{l}\left(\boldsymbol{\theta}_{l}\right)$, where $U_{l}\left(\boldsymbol{\theta}_{l}\right)$ is composed of parameterized single-qubit gates and fixed two-qubit gates. Each trainable layer can be decomposed into $U_{l}\left(\boldsymbol{\theta}_{l}\right)=\left[\bigotimes_{k=1}^{N} U_{l, k}\left(\boldsymbol{\theta}_{l}\right)\right] U_{\text {eng }}$, where $U_{l, k}\left(\boldsymbol{\theta}_{l}\right)$ represents the composition of trainable singlequbit gates and $U_{\text {eng }}$ refers to the entanglement layer that contains two-qubit gates. Depending on the detailed architecture, the implementation of $U_{l}\left(\boldsymbol{\theta}_{l}\right)$ can be categorized into three classes. The first class is the hardware-efficient circuit architecture, where the selection of $U_{k}\left(\boldsymbol{\theta}_{l}\right)$ and $U_{\text {eng }}$ is according to the given NISQ machine that has the specific sparse qubit-to-qubit connectivity and a specified set of quantum gates [26,41]. The second class is the tensor-network-inspired architecture. In particular, the layout of quantum gates is following different tensor networks, e.g., the matrix product state, the tree tensor network, and the multiscale entanglement renormalization ansatz (MERA) [94]. The third class is the Hamiltonianbased architecture, where the entanglement layer $U_{\text {eng }}$ refers to a specific Hamiltonian, e.g., Ref. [18] employs $U_{\text {eng }}=e^{-i H T}$ with $H=\sum_{j=1}^{N} a_{j} X_{j}+\sum_{j=1}^{N} \sum_{k=1}^{j-1} J_{j k} Z_{i} Z_{k}$. Notably, almost all quantum approximate optimization algorithms follow the Hamiltonian-based architecture [20].

## APPENDIX D: THE $S$-SMOOTH, $G$-LIPSCHITZ, AND PL CONDITION PROPERTIES FOR THE OBJECTIVE FUNCTION

Before quantifying properties of the objective function used in QNN from the perspective of the optimization theory, we first present the formal definition of $S$-smooth, $G$-Lipschitz, and PL condition properties.

Definition 2: A function $f$ is $S$ smooth over a set $\mathcal{C}$ if $\nabla^{2} f(\boldsymbol{u}) \preceq S \mathbb{I}$ with $S>0$ and $\forall \boldsymbol{u} \in \mathcal{C}$. A function $f$ is $G$ Lipschitz over a set $\mathcal{C}$ if for all $\boldsymbol{u}, \boldsymbol{w} \in \mathcal{C}$, we have $|f(\boldsymbol{u})-f(\boldsymbol{w})| \leq G\|\boldsymbol{u}-\boldsymbol{w}\|_{2}$. A function $f$ satisfies $P L$ condition if there exists $\mu>0$ and for every possible $\boldsymbol{\theta} \in$ $\mathcal{C},\|\nabla f(\boldsymbol{\theta})\|^{2} \geq 2 \mu\left[f(\boldsymbol{\theta})-f^{*}\right]$, where $f^{*}=\min _{\boldsymbol{\theta} \in \mathcal{C}} f(\boldsymbol{\theta})$.

To ease the discussion, let us formulate the explicit form of $\mathcal{L}(\boldsymbol{\theta})$. Without loss of generality, we set $B=n$, where each batch $\mathcal{B}_{i}$ contains only the $i$ th input $\mathbf{x}_{i}$ with $B_{s}=1$. Denote the prepared quantum states as $\left\{\rho_{\mathcal{B}_{i}}\right\}_{i=1}^{n}$, i.e., $\rho_{\mathcal{B}_{i}}=\left|\phi_{\mathcal{B}_{i}}\right\rangle\left\langle\phi_{\mathcal{B}_{i}}\right|$ and $\left|\phi_{\mathcal{B}_{i}}\right\rangle \stackrel{U_{\mathbf{x}}}{\longleftrightarrow}\left\{\mathbf{x}_{i}\right\}$ refers to the quantum example corresponding to the classical input batch $\mathcal{B}_{i}$ (or equivalently, $\mathbf{x}_{i}$ ). The explicit form of the objective function is

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{\theta})=\frac{1}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}-y_{i}\right)^{2}+\frac{\lambda}{2}\|\boldsymbol{\theta}\|_{2}^{2}, \tag{D1}
\end{equation*}
$$

where $\hat{y}_{i}=\operatorname{Tr}\left[\Pi U(\boldsymbol{\theta}) \rho_{\mathcal{B}_{i}} U(\boldsymbol{\theta})^{\dagger}\right]$ refers to the prediction of QNN given the $i$ th input $\mathbf{x}_{i}, U(\boldsymbol{\theta})$ is the trainable circuit, $\Pi$ is the employed two-outcome POVM, and $y_{i}$ is the true label of the $i$ th input. Moreover, since the tunable parameters $\boldsymbol{\theta}$ in QNN refer to the rotation angles, we set its range as $\boldsymbol{\theta} \in[\pi, 3 \pi]^{d}$.

Given Definition 2 and Eq. (D1), the properties of the objective function $\mathcal{L}$ are summarized in the following lemma.

Lemma 1: Following the notations in Eq. (D1), $\mathcal{L}(\boldsymbol{\theta})$ is $S$ smooth with $S=[(3 / 2)+\lambda] d^{2}$ and $G$ Lipschitz with $G=$ $d(1+3 \pi \lambda)$. Assuming $\lambda \in[0,(1 / 3 \pi)] \cup[(1 / \pi), \infty], \mathcal{L}$ satisfies PL condition with $\mu=(-1+\lambda \pi)^{2} /\left[1+\lambda d(3 \pi)^{2}\right]$.

Proof of Lemma 1. We employ the three lemmas presented below to prove Lemma 1, whose proofs are given in the following subsections.

Lemma 2: The objective function $\mathcal{L}$ is $S$ smooth with $S=$ $(3 / 2+\lambda) d^{2}$.

Lemma 3: The objective function $\mathcal{L}$ is $G$ Lipschitz with $G=d(1+3 \pi \lambda)$.

Lemma 4: Assume $\lambda \in[0,(1 / 3 \pi)] \cup[(1 / \pi), \infty]$. The objective function $\mathcal{L}$ satisfies the $P L$ condition with $\mu=$ $(-1+\lambda \pi)^{2} /\left[1+\lambda d(3 \pi)^{2}\right]$.

In conjunction with the results of Lemmas 2-4, the proof of Lemma 1 is completed.

## 1. Proof of Lemma 2: $S$ smooth

Proof of Lemma 2. Recall the function $\mathcal{L}(\boldsymbol{\theta})$ is $S$ smooth if

$$
\begin{equation*}
\nabla^{2} \mathcal{L}(\boldsymbol{\theta}) \preceq S \mathbb{I} \tag{D2}
\end{equation*}
$$

with $S>0$. In other words, to promise $S \mathbb{I}-\nabla^{2} \mathcal{L}(\boldsymbol{\theta})$ is a positive semidefinite matrix as required in Eq. (D2), we need to obtain the upper bound of the second derivative of $\mathcal{L}(\boldsymbol{\theta})$, i.e., $S \geq\left\|\nabla^{2} \mathcal{L}(\boldsymbol{\theta})\right\|_{2}$.

Following the notation used in Eq. (D1), the gradient for the parameter $\boldsymbol{\theta}_{j}$ is

$$
\begin{align*}
\frac{\partial \mathcal{L}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}_{j}} & =\frac{2}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}-y_{i}\right) \frac{\partial \hat{y}_{i}}{\partial \boldsymbol{\theta}_{j}}+\frac{\lambda}{2} \frac{\partial\|\boldsymbol{\theta}\|_{2}^{2}}{\partial \boldsymbol{\theta}_{j}} \\
& =\frac{2}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}-y_{i}\right) \frac{\hat{y}_{i}^{\left(++_{j}\right)}-\hat{y}_{i}^{(-j)}}{2}+\lambda \boldsymbol{\theta}_{j} \\
& \leq 1+3 \lambda \pi \tag{D3}
\end{align*}
$$

where $\hat{y}_{i}^{\left( \pm_{j}\right)}=\operatorname{Tr}\left\{\Pi U\left[\boldsymbol{\theta} \pm(\pi / 2) \mathbf{e}_{j}\right] \rho_{\mathcal{B}_{i}} U\left[\boldsymbol{\theta} \pm(\pi / 2) \mathbf{e}_{j}\right]^{\dagger}\right\}$, the second equality employs the conclusion of the parameter shift rule with $\partial \hat{y}_{i} / \partial \boldsymbol{\theta}_{j}=\left(\hat{y}_{i}^{(+j)}-\hat{y}_{i}^{(-j)}\right) / 2[18,56]$, and the last inequality uses the facts $\pi \leq \boldsymbol{\theta}_{j} \leq 3 \pi$, $\left(\hat{y}_{i}-y_{i}\right)$ $\leq 1$, and $\hat{y}_{i}^{\left.(+)_{j}\right)}-\hat{y}_{i}^{\left.(-)_{j}\right)} \leq 1$, since $\hat{y}_{i}, y_{i}, \hat{y}_{i}^{\left( \pm_{j}\right)} \in[0,1]$.

The upper bound of the derivative $\partial^{2} \mathcal{L}(\boldsymbol{\theta}) / \partial \boldsymbol{\theta}_{j} \partial \boldsymbol{\theta}_{k}$ can be derived using the results of Eq. (D3). In particular,

$$
\begin{align*}
\frac{\partial^{2} \mathcal{L}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}_{j} \partial \boldsymbol{\theta}_{k}} & =\frac{\partial\left(\frac{\partial \mathcal{L}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}_{j}}\right)}{\partial \boldsymbol{\theta}_{k}}=\frac{1}{n} \sum_{i=1}^{n} \frac{\partial\left[\left(\hat{y}_{i}-y_{i}\right)\left(\hat{y}_{i}^{\left(+_{j}\right)}-\hat{y}_{i}^{(-j)}\right)+\lambda \boldsymbol{\theta}_{j}\right]}{\partial \boldsymbol{\theta}_{k}} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left[\frac{\partial \hat{y}_{i}}{\partial \boldsymbol{\theta}_{k}}\left(\hat{y}_{i}^{\left(+_{j}\right)}-\hat{y}_{i}^{(-j)}\right)+\left(\hat{y}_{i}-y_{i}\right) \frac{\partial\left(\hat{y}_{i}^{(+j)}-\hat{y}_{i}^{(-j)}\right)}{\partial \boldsymbol{\theta}_{k}}+\lambda\right] \\
& \leq \frac{3}{2}+\lambda \tag{D4}
\end{align*}
$$

where the first equality comes from the last equality of Eq. (D3), and the last inequality employs $\left(\hat{y}_{i}-y_{i}\right) \leq 1$, $\hat{y}_{i}^{(+j)}-\hat{y}_{i}^{\left.(-)^{\prime}\right)} \leq 1$, and

$$
\frac{\partial \hat{y}_{i}}{\partial \boldsymbol{\theta}_{k}}, \frac{\partial \hat{y}_{i}^{\left(++_{j}\right)}}{\partial \boldsymbol{\theta}_{k}}, \frac{\partial \hat{y}_{i}^{(-j)}}{\partial \boldsymbol{\theta}_{k}} \in[-1 / 2,1 / 2],
$$

supported by the parameter shift rule and $\hat{y}_{i}, \hat{y}_{i}^{\left( \pm_{j}\right)} \in[0,1]$.
The result of Eq. (D4) implies that $\left\|\nabla^{2} \mathcal{L}\right\|_{2} \leq$ $d\left\|\nabla^{2} \mathcal{L}\right\|_{\infty} \leq d^{2}\left(\frac{3}{2}+\lambda\right)$. In conjunction with Eq. (D2), the objective function is $S$ smooth with $S=d^{2}\left(\frac{3}{2}+\lambda\right)$.

## 2. Proof of Lemma 3: G Lipschitz

Proof of Lemma 3. Recall a function $f(\mathbf{x})$ is $G$ Lipschitz if it satisfies

$$
\begin{equation*}
|f(\mathbf{b})-f(\mathbf{a})| \leq G\|\mathbf{b}-\mathbf{a}\| . \tag{D5}
\end{equation*}
$$

Moreover, the mean value theorem gives that, if $f: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$ is differentiable and $[\mathbf{a}, \mathbf{b}] \subseteq \mathbb{R}^{d}$, then $\exists \mathbf{c} \in(\mathbf{a}, \mathbf{b})$ such
that

$$
\begin{equation*}
f(\mathbf{b})-f(\mathbf{a})=\langle\nabla f(\mathbf{c}), \mathbf{b}-\mathbf{a}\rangle \tag{D6}
\end{equation*}
$$

Combining Eqs. (D5) and (D6), the $G$-Lipschitz condition in Eq. (D5) is equivalent to

$$
\begin{equation*}
|\langle\nabla f(\mathbf{c}), \mathbf{b}-\mathbf{a}\rangle| \leq G\|\mathbf{b}-\mathbf{a}\| . \tag{D7}
\end{equation*}
$$

We now replace $f, \mathbf{b}$, and $\mathbf{a}$ used in Eq. (D7) with $\mathcal{L}, \boldsymbol{\theta}^{(1)}$, and $\boldsymbol{\theta}^{(2)}$ to prove that the objective function $\mathcal{L}$ is $G$ Lipschitz. Specifically, we need to find a real value $G$ that satisfies

$$
\begin{equation*}
\left|\left\langle\nabla \mathcal{L}(\boldsymbol{\theta}), \boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\rangle\right| \leq G\left\|\boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\|, \tag{D8}
\end{equation*}
$$

where $\boldsymbol{\theta} \in\left(\boldsymbol{\theta}^{(2)}, \boldsymbol{\theta}^{(1)}\right)$.
The upper bound of the term $\left\langle\nabla \mathcal{L}(\boldsymbol{\theta}), \boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\rangle$ is

$$
\begin{align*}
\left\langle\nabla \mathcal{L}(\boldsymbol{\theta}), \boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\rangle & \leq\|\nabla \mathcal{L}(\boldsymbol{\theta})\|\left\|\boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\| \\
& \leq d\|\nabla \mathcal{L}(\boldsymbol{\theta})\|_{\infty}\left\|\boldsymbol{\theta}^{(1)}-\boldsymbol{\theta}^{(2)}\right\| . \tag{D9}
\end{align*}
$$

In conjunction with Eqs. (D8) and (D9), $G$ Lipschitz of $\mathcal{L}$ requests

$$
\begin{equation*}
d\|\nabla \mathcal{L}(\boldsymbol{\theta})\|_{\infty} \leq G \tag{D10}
\end{equation*}
$$

By leveraging the result of Eq. (D3) with $\nabla_{j} \mathcal{L}(\boldsymbol{\theta}) \leq$ $1+3 \lambda \pi$, we obtain the upper bound of the left side in Eq. (D10) is

$$
\begin{equation*}
d\|\nabla \mathcal{L}(\boldsymbol{\theta})\|_{\infty} \leq d(1+3 \pi \lambda) \tag{D11}
\end{equation*}
$$

This leads to the objective function $\mathcal{L}$ of QNN satisfying $G$ Lipschitz with $G=d(1+3 \pi \lambda)$.

## 3. Proof of Lemma 4: the PL condition

Proof of Lemma 4. Recall the definition of PolyakLojasiewicz as formulated in Definition 2, it requires that the objective function $\mathcal{L}$ satisfies

$$
\begin{equation*}
\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2} \geq 2 \mu\left[\mathcal{L}(\boldsymbol{\theta})-\mathcal{L}^{*}\right] \tag{D12}
\end{equation*}
$$

where $\mathcal{L}^{*}=\min _{\boldsymbol{\theta} \in \mathcal{C}} \mathcal{L}(\boldsymbol{\theta})$.
We first derive a lower bound of $\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2}$. In particular, we have

$$
\begin{equation*}
\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2}=\sum_{j=1}^{d}\left[\nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}_{j}\right)\right]^{2} \geq \max _{j}\left[\nabla_{j} \mathcal{L}(\boldsymbol{\theta})\right]^{2} \tag{D13}
\end{equation*}
$$

The lower bound of $\max _{j}\left[\nabla_{j} \mathcal{L}(\boldsymbol{\theta})\right]^{2}$ as shown in Eq. (D13) follows

$$
\begin{equation*}
\max _{j}\left[\nabla_{j} \mathcal{L}(\boldsymbol{\theta})\right]^{2} \geq \min _{\boldsymbol{\theta}_{j} \in[\pi, 3 \pi]}\left(-1+\lambda \boldsymbol{\theta}_{j}\right)^{2} \tag{D14}
\end{equation*}
$$

where the last inequality is achieved by exploiting the last second line of Eq. (D3), and the fact $\hat{y}_{i}, y_{i}, \hat{y}_{i}^{\left.( \pm)_{j}\right)} \in[0,1]$ and $\lambda>0$, i.e.,
$\nabla_{j} \mathcal{L}(\boldsymbol{\theta})=\frac{2}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}-y_{i}\right) \frac{\hat{y}_{i}^{\left(+_{j}\right)}-\hat{y}_{i}^{(-j)}}{2}+\lambda \boldsymbol{\theta}_{j} \geq-1+\lambda \boldsymbol{\theta}_{j}$.

Combining the assumption $\lambda \in[0,(1 / 3 \pi)] \cup[(1 / \pi), \infty]$ and the above results, the lower bound of Eq. (D13) satisfies

$$
\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2} \geq\left(-1+\lambda \boldsymbol{\theta}_{j}\right)^{2}>0
$$

We then derive the upper bound of the term $\left[\mathcal{L}(\boldsymbol{\theta})-\mathcal{L}^{*}\right]$ in Eq. (D12). In particular, we have

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{\theta})-\mathcal{L}^{*} \leq \mathcal{L}(\boldsymbol{\theta})+0 \leq 1+\lambda d(3 \pi)^{2} \tag{D15}
\end{equation*}
$$

where the first inequality comes from the definitions of $\mathcal{L}^{*}$, i.e.,

$$
-\mathcal{L}^{*}=-\frac{1}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}^{*}-y_{i}\right)^{2}-\frac{\lambda}{2}\|\boldsymbol{\theta}\|^{2} \leq 0
$$

with $\hat{y}_{i}^{*}=\operatorname{Tr}\left[\Pi U\left(\boldsymbol{\theta}^{*}\right) \rho_{i} U\left(\boldsymbol{\theta}^{*}\right)^{\dagger}\right]$, and the second inequality employs the definition of $\mathcal{L}(\boldsymbol{\theta})$ with

$$
\mathcal{L}(\boldsymbol{\theta})=\frac{1}{n} \sum_{i=1}^{n}\left(\hat{y}_{i}-y_{i}\right)^{2}+\frac{\lambda}{2}\|\boldsymbol{\theta}\|^{2} \leq 1+\frac{\lambda}{2}\|\boldsymbol{\theta}\|^{2}
$$

and $(\lambda / 2)\|\boldsymbol{\theta}\|^{2} \leq(\lambda / 2) d\|\boldsymbol{\theta}\|_{\infty}^{2}=(3 \pi)^{2} \lambda d / 2$.
By combining Eqs. (D14) and (D15) with Eq. (D12), we obtain the following relation:

$$
\begin{align*}
\|\nabla \mathcal{L}(\boldsymbol{\theta})\|^{2} & \geq(-1+\lambda \pi)^{2} \geq 2 \mu\left[1+\lambda d(3 \pi)^{2}\right] \\
& \geq 2 \mu\left[\mathcal{L}(\boldsymbol{\theta})-\mathcal{L}^{*}\right] \tag{D16}
\end{align*}
$$

The above relation indicates that the objection function $\mathcal{L}(\boldsymbol{\theta})$ satisfies the PL condition with

$$
\mu=\frac{(-1+\lambda \pi)^{2}}{1+\lambda d(3 \pi)^{2}}
$$

## APPENDIX E: PROOF OF THEOREM 3

Theorem 3 establishes the relation between the analytic gradient $\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ and the estimated gradient $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ of QNN. Its formal description is as follows.

Theorem 4 (The formal description of Theorem 3): Denote $\tilde{p}=1-(1-p)^{L_{Q}}$ with $L_{Q}$ being the quantum circuit depth. At the th iteration, we define five constants with

$$
C_{j, a}^{(i, t)}= \begin{cases}(1-\tilde{p}) \tilde{p}\left(1 / 2-Y_{i}\right)\left(\hat{Y}_{i}^{\left(t,++_{j}\right)}-\hat{Y}_{i}^{(t,-j)}\right)-\left(2 \tilde{p}-\tilde{p}^{2}\right) \lambda \boldsymbol{\theta}_{j}^{(t)}, & a=1 \\ (1-\tilde{p})\left(\hat{Y}_{i}^{(t,+j)}-\hat{Y}_{i}^{(t,-j)}\right), & a=2 \\ {\left[(1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} / 2-Y_{i}\right],} & a=3 \\ \frac{-(1-\tilde{p})\left(\hat{Y}_{i}^{(t)}\right)^{2}+(1-\tilde{p})^{2} \hat{Y}_{i}^{(t)}+(\tilde{p} / 2)-\left(\tilde{p}^{2} / 4\right)}{K}, & a=4 \\ \frac{-(1-\tilde{p})\left[\left(\hat{Y}_{i}^{(t,+j)}\right)^{2}+\left(\hat{Y}_{i}^{(t,-j)}\right)^{2}\right]+(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{(t,+j)}+\hat{Y}_{i}^{(t,-j)}\right)+\tilde{p}-\left(\tilde{p}^{2} / 2\right)}{K}, & a=5\end{cases}
$$

where $\hat{Y}_{i}^{\left(t, \pm_{j}\right)}=\operatorname{Tr}\left[\Pi U\left(\boldsymbol{\theta} \pm \boldsymbol{e}_{j}\right) \rho_{\mathcal{B}_{i}} U\left(\boldsymbol{\theta} \pm \boldsymbol{e}_{j}\right)^{\dagger}\right]$, $K$ refers to the number of quantum measurements, and $\hat{Y}_{i}^{(t)}$ and $Y_{i}$ are the sum average of the predicted and true labels for the $i$ th batch $\mathcal{B}_{i}$.

The relation between the estimated and analytic gradients of QNN follows

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{\varsigma}_{i}^{(t, j)}
$$

with $\quad \boldsymbol{S}_{i}^{(t, j)}=C_{j, 2}^{(i, t)} \xi_{i}^{(t)}+C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}+\xi^{(t)} \xi_{i}^{(t, j)}$, where $\xi_{i}^{(t)}$ and $\xi_{i}^{(t, j)}$ are two random variables with zero mean and variances $C_{j, 4}^{(i, t)}$ and $C_{j, 5}^{(i, t)}$, respectively.

The intuition to achieve Theorem 4 is as follows. As explained in the main text, the discrepancy between the estimated gradient $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ and the analytic gradient $\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ is caused by the difference between the estimated results $\bar{Y}_{i}^{(t)}$ (or $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$ ) and the expected results $\hat{Y}_{i}^{(t)}$
(or $\hat{Y}_{i}^{(t, \pm j)}$ ), due to the involved depolarization noise $\mathcal{N}_{p}$ and the finite number of measurements $K$. Specifically, the noisy channel $\mathcal{N}_{p}$ shifts the expectation values, and the finite number of measurements $K$ turns the output of the quantum circuit from the determination to be random. Under the above observation, the estimated gradients $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ can be treated as the random variable that is formed by three random variables $\bar{Y}_{i}^{(t)}$ and $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$, where the probability distributions of $\bar{Y}_{i}^{(t)}$ and $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$ are determined by $K, \mathcal{N}_{p}, \hat{Y}_{i}^{(t)}$, and $\hat{Y}_{i}^{(t, \pm j)}$. Therefore, to explicitly build the relation between $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ and $\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$, we should first formulate the distribution of the estimated gradients using $\bar{Y}_{i}^{(t)}$ and $\bar{Y}_{i}^{(t, \pm j)}$, and then connect the obtained distribution with the analytic gradients. The following lemma summarizes the distribution of the estimated gradients using $\bar{Y}_{i}^{(t)}$ and $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$, whose proof is given in Sec. 1.

Lemma 5: The mean $v_{i}^{(t)}$ and variance $\left(\sigma_{i}^{(t)}\right)^{2}$ of the estimated result $\bar{Y}_{i}^{(t)}$ are

$$
\begin{align*}
& v^{(t)}=(1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D} \\
& \left(\sigma_{i}^{(t)}\right)^{2}=\frac{-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{(t)}\right)^{2}+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\} \hat{Y}_{i}^{(t)}+\tilde{p}[\operatorname{Tr}(\Pi) / D]-\tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K} \tag{E1}
\end{align*}
$$

The mean $\nu_{i}^{\left(t, \pm_{j}\right)}$ and variance $\left(\sigma_{i}^{\left(t, \pm_{j}\right)}\right)^{2}$ of the estimated results $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$ are

$$
\begin{align*}
& v^{\left(t, \pm_{j}\right)}=(1-\tilde{p}) \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D} \\
& \left(\sigma_{i}^{\left(t, \pm_{j}\right)}\right)^{2}=\frac{-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{\left(t, \pm_{j}\right)}\right)^{2}+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\} \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+\tilde{p}[\operatorname{Tr}(\Pi) / D]-\tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K} \tag{E2}
\end{align*}
$$

Proof of Theorem 4. We now utilize the established relations as shown in Lemma 5 to obtain the relation between the estimated and the analytic gradients. Recall that, at the $t$ th iteration, given the input $\mathcal{B}_{i}$ and $K$ measurements, the estimated gradient for the $j$ th parameter $\boldsymbol{\theta}_{j}$ of noisy QNN is

$$
\begin{equation*}
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=\left(\bar{Y}_{i}^{(t)}-Y_{i}\right)\left(\bar{Y}_{i}^{\left(t,++_{j}\right)}-\bar{Y}_{i}^{\left(t,-\mathcal{D}_{j}\right)}\right)+\lambda \boldsymbol{\theta}_{j}^{(t)} . \tag{E3}
\end{equation*}
$$

Combining Lemma 5 and Eq. (E3), the term $\Delta_{i}^{(t, j)}:=$ $\bar{Y}_{i}^{\left(t,++_{j}\right)}-\bar{Y}_{i}^{(t,-j)}$ in Eq. (E3) can be treated as the difference of two random variables. The term $\left(\bar{Y}_{i}^{(t)}-Y_{i}\right)$ in Eq. (E3) can also be treated as a random variables. We now separately investigate their moment properties.

The term $\Delta_{i}^{(t, j)}$. Following the notations used in Lemma 5, the mean and variance of the term $\Delta_{i}^{(t, j)}$ are $v_{i}^{\left(t,++_{j}\right)}-v_{i}^{(t,-j)}$ and $\left(\sigma_{i}^{(t, j)}\right)^{2}=\left(\sigma_{i}^{\left(t,+_{j}\right)}\right)^{2}+\left(\sigma_{i}^{\left(t,-{ }_{j}\right)}\right)^{2}$, supported by the definition of moments and the independent relation between $\bar{Y}_{i}^{\left(t,+_{j}\right)}$ and $\bar{Y}_{i}^{\left(t,-{ }_{j}\right)}$.

By leveraging the explicit form of $v_{i}^{\left(t, \pm_{j}\right)}$, the random variable $\Delta_{i}^{(t, j)}$ can be rewritten as

$$
\begin{equation*}
\Delta_{i}^{(t, j)}=(1-\tilde{p})\left(\hat{Y}^{\left(t,++_{j}\right)}-\hat{Y}^{(t,-j)}\right)+\xi^{(t, j)} \tag{E4}
\end{equation*}
$$

where $\xi^{(t, j)}$ is a random variable with zero mean and variance $\left(\sigma_{i}^{(t, j)}\right)^{2}$.

The term $\left(\bar{Y}_{i}^{(t)}-Y_{i}\right)$. Following the notations used in Lemma 5, an equivalent representation of $\left(\bar{Y}_{i}^{(t)}-\bar{Y}_{i}^{(t)}\right)$ is

$$
\begin{equation*}
\left(\bar{Y}_{i}^{(t)}-\bar{Y}_{i}^{(t)}\right)=(1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}+\xi^{(t)}-\bar{Y}_{i}^{(t)} \tag{E5}
\end{equation*}
$$

where $\xi^{(t)}$ is a random variable with zero mean and variance $\left(\sigma_{i}^{(t)}\right)^{2}$.
The reformulated terms as shown in Eq. (E4) and Eq. (E5) indicate that the estimated result $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ can be rewritten as

$$
\begin{align*}
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)= & \left(\bar{Y}_{i}^{(t)}-Y_{i}\right)\left(\bar{Y}_{i}^{\left(t,+_{j}\right)}-\bar{Y}_{i}^{\left.(t,-)_{j}\right)}\right)+\lambda \boldsymbol{\theta}_{j}^{(t)} \\
= & \left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right)(1-\tilde{p})\left(\hat{Y}^{\left(t,++_{j}\right)}-\hat{Y}^{(t,-j)}\right) \\
& +\left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right) \xi^{(t, j)} \\
& +(1-\tilde{p})\left(\hat{Y}^{\left(t,++_{j}\right)}-\hat{Y}^{(t,-j)}\right) \xi^{(t)}+\xi^{(t)} \xi^{(t, j)}+\lambda \boldsymbol{\theta}_{j}^{(t)} \\
= & (1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+(1-\tilde{p}) \tilde{p}\left(\frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right)\left(\hat{Y}^{\left(t,++_{j}\right)}-\hat{Y}^{(t,-j)}\right)+\left(2 \tilde{p}-\tilde{p}^{2}\right) \lambda \boldsymbol{\theta}_{j}^{(t)} \\
& +(1-\tilde{p})\left(\hat{Y}^{\left(t,++_{j}\right)}-\hat{Y}^{(t,-j)}\right) \xi^{(t)}+\left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right) \xi^{(t, j)}+\xi^{(t)} \xi^{(t, j)} \tag{E6}
\end{align*}
$$

Combining the above equation and the explicit expression of $\xi^{(t)}$ and $\xi^{(t, j)}$, we obtain the relation between the estimated and the analytic gradients. Specifically, the estimated gradient can be formulated as

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{s}_{i}^{(t, j)}
$$

where $\boldsymbol{\varsigma}_{i}^{(t, j)}=C_{j, 2}^{(i, t)} \xi_{i}^{(t)}+C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}+\xi^{(t)} \xi_{i}^{(t, j)}$, the first three constants $\left\{C_{j, 1}^{(i, t)}\right\}_{i=1}^{3}$ are defined as

$$
C_{j, a}^{(i, t)}= \begin{cases}(1-\tilde{p}) \tilde{p}\left(\frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right)\left(\hat{Y}^{\left(t,+_{j}\right)}-\hat{Y}^{(t,-j)}\right)+\left(2 \tilde{p}-\tilde{p}^{2}\right) \lambda \boldsymbol{\theta}_{j}^{(t)}, & a=1 \\ (1-\tilde{p})\left(\hat{Y}_{i}^{(t,+j)}-\hat{Y}_{i}^{(t,-j)}\right), & a=2 \\ \left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}-Y_{i}\right), & a=3,\end{cases}
$$

and the last two constants, which separately correspond to the variance $\left(\sigma_{i}^{(t)}\right)^{2}$ and $\left(\sigma_{i}^{(t, j)}\right)^{2}$ of the random variables $\xi_{i}^{(t)}$ and $\xi_{i}^{(t, j)}$, are

$$
C_{j, a}^{(i, t)}= \begin{cases}\frac{-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{(t)}\right)^{2}+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) D]\} \hat{Y}_{i}^{(t)}+\tilde{p}[\operatorname{Tr}(\Pi) / D]-\tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K}, & a=4 \\ \frac{-(1-\tilde{p})^{2}\left[\left(\hat{Y}_{i}^{\left.(t,+)_{j}\right)}\right)^{2}+\left(\hat{Y}_{i}^{(t,-j)}\right)^{2}\right]+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\}\left(\hat{Y}_{i}^{(t,+j)}+\hat{Y}_{i}^{(t,-j)}\right)+2 \tilde{p}[\operatorname{Tr}(\Pi) / D]-2 \tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K}, & a=5\end{cases}
$$

## 1. Proof of Lemma 5

To achieve Lemma 5, we first simplify the learning model of QNN with the depolarization noise. In particular, all noisy channels $\mathcal{N}_{p}$, which are separately applied to each quantum circuit depth, can be merged together to a specific circuit depth and presented by a new depolarization channel $\mathcal{N}_{\tilde{p}}$.

Lemma 6: Let $\mathcal{N}_{p}$ be the depolarization channel. There always exists a depolarization channel $\mathcal{N}_{\tilde{p}}$ with $\tilde{p}=1-(1-$ $p)^{L_{Q}}$ that satisfies $\mathcal{N}_{p}\left\{U_{L_{Q}}(\boldsymbol{\theta}) \cdots U_{2}(\boldsymbol{\theta}) \mathcal{N}_{p}\left[U_{1}(\boldsymbol{\theta}) \rho U_{1}(\boldsymbol{\theta})^{\dagger}\right] U_{2}(\boldsymbol{\theta})^{\dagger} \cdots U_{L_{Q}}(\boldsymbol{\theta})^{\dagger}\right\}=\mathcal{N}_{\tilde{p}}\left[U(\boldsymbol{\theta}) \rho U(\boldsymbol{\theta})^{\dagger}\right]$, where $\rho$ is the input quantum state.

Proof of Lemma 6. Denote $\rho^{(k)}$ as $\rho^{(k)}=\prod_{l=1}^{k} U_{l}(\boldsymbol{\theta}) \rho$ $U_{l}(\boldsymbol{\theta})^{\dagger}$. Applying $\mathcal{N}_{p}$ to $\rho^{(1)}$ gives

$$
\begin{equation*}
\mathcal{N}_{p}\left(\rho^{(1)}\right)=(1-p) \rho^{(1)}+p \frac{\mathbb{I}_{D}}{D} \tag{E7}
\end{equation*}
$$

where $D$ refers to the dimensions of Hilbert space interacted with $\mathcal{N}_{p}$.

Supporting by the above equation, applying $U_{2}(\boldsymbol{\theta})$ to the state $\mathcal{N}_{p}\left(\rho^{(1)}\right)$ gives

$$
\begin{equation*}
U_{2}(\boldsymbol{\theta}) \mathcal{N}_{p}\left(\rho^{(1)}\right) U_{2}(\boldsymbol{\theta})^{\dagger}=(1-p) \rho^{(2)}+p \frac{\mathbb{I}_{D}}{D} \tag{E8}
\end{equation*}
$$

Then interacting $\mathcal{N}_{p}$ with the state $U_{2}(\boldsymbol{\theta}) \mathcal{N}_{p}\left(\rho^{(1)}\right) U_{2}(\boldsymbol{\theta})^{\dagger}$ gives

$$
\begin{align*}
\mathcal{N}_{p} & {\left[U_{2}(\boldsymbol{\theta}) \mathcal{N}_{p}\left(\rho^{(1)}\right) U_{2}(\boldsymbol{\theta})^{\dagger}\right] } \\
& =(1-p)^{2} \rho^{(2)}+(1-p) p \frac{\mathbb{I}_{D}}{D}+p \frac{\mathbb{I}_{D}}{D} \\
& =(1-p)^{2} \rho^{(2)}+\left[1-(1-p)^{2}\right] \frac{\mathbb{I}_{D}}{D} . \tag{E9}
\end{align*}
$$

By induction, suppose at $k$ th step, the generated state is

$$
\begin{equation*}
\rho^{(k)}=(1-p)^{l} \rho^{(k)}+\left[1-(1-p)^{k}\right] \frac{\mathbb{I}_{D}}{D} \tag{E10}
\end{equation*}
$$

Then applying $U_{k+1}(\boldsymbol{\theta})$ followed by $\mathcal{N}_{p}$ gives

$$
\begin{align*}
\rho^{(k+1)} & =\mathcal{N}_{p}\left(U_{k+1}(\boldsymbol{\theta}) \rho^{(k)} U_{k+1}(\boldsymbol{\theta})^{\dagger}\right) \\
& =(1-p)^{k+1} \rho^{(k+1)}+\left[1-(1-p)^{k+1}\right] \frac{\mathbb{I}_{D}}{D} . \tag{E11}
\end{align*}
$$

According to the formula of the depolarization channel, an immediate observation is that the noisy QNN is equivalent to applying a single depolarization channel $\mathcal{N}_{\tilde{p}}$ at the last circuit depth $L_{Q}$, i.e.,

$$
\begin{equation*}
\mathcal{N}_{\tilde{p}}(\rho)=(1-p)^{L_{Q}} \rho^{\left(L_{Q}\right)}+\left[1-(1-p)^{L_{Q}}\right] \frac{\mathbb{I}}{D} \tag{E12}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{p}=1-(1-p)^{L_{Q}} . \tag{E13}
\end{equation*}
$$

Proof of Lemma 5. We now use the simplified QNN given by Lemma 6 to explore the relation between the generated statistic $\bar{Y}_{i}^{(t)}$ and the expectation value $\hat{Y}^{(t)}$ (the same rule applies to connect $\bar{Y}_{i}^{(t, \pm j)}$ with $\left.\hat{Y}^{\left(t, \pm{ }_{j}\right)}\right)$.

At the $t$ th iteration, given the tunable parameters $\boldsymbol{\theta}^{(t)}$ and inputs $\mathcal{B}_{i}$, the ensemble corresponding to the generated state of QNN before taking quantum measurements is $\left\{p_{l}, \gamma_{i, l}^{(t)}\right\}_{l=1}^{2}$, i.e., $p_{1}=1-\tilde{p}$ with $\gamma_{i, 1}^{(t)}=U\left(\boldsymbol{\theta}^{(t)}\right) \rho_{\mathcal{B}_{i}} U\left(\boldsymbol{\theta}^{(t)}\right)^{\dagger}$ and $p_{2}=\tilde{p}$ with $\gamma_{i, 2}^{(t)}=\mathbb{I}_{D} / D$. After applying a twooutcome POVM $\Pi$ to measure such an ensemble $K$ times, the generated statistics (sample mean) is $\bar{Y}_{i}^{(t)}=$ $(1 / K) \sum_{k=1}^{K} V_{k}^{(t)}$, where each measured outcome $V_{k}^{(t)}$ with $k \in[K]$ is a random variable that satisfies Fact 1.

Fact 1: $V_{k}^{(t)}$ is a random variable that follows the distribution $\mathcal{P}_{Q^{\prime}}\left(V_{k}^{(t)}\right)=\sum_{c=1}^{2} \operatorname{Pr}(z=c) \operatorname{Pr}\left(V_{k}^{(t)} \mid z=c\right)$. The explicit formula of $\mathcal{P}_{Q^{\prime}}$ is as follows.

> 1. $\operatorname{Pr}(z=1)=1-\tilde{p}$ with $V_{k}^{(t)} \mid z=1 \sim \operatorname{Ber}\left(\hat{Y}_{i}^{(t)}\right)$ and $\hat{Y}_{i}^{(t)}=\operatorname{Tr}\left(\Pi \gamma_{i, 1}^{(t)}\right)$;
> 2. $\operatorname{Pr}(z=2)=\tilde{p}$ with $V_{k}^{(t)} \mid z=2 \sim \operatorname{Ber}[\operatorname{Tr}(\Pi) / D]$ with $\operatorname{Tr}(\Pi) / D=\operatorname{Tr}\left(\Pi \gamma_{i, 2}^{(t)}\right)$.

Fact 1 implies that the mean and variance of $V_{k}^{(t)}$ are

$$
\begin{aligned}
& (1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D} \text { and }-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{(t)}\right)^{2} \\
& \quad+(1-\tilde{p})\left(1-2 \tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}\right) \hat{Y}_{i}^{(t)} \\
& \quad+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}-\tilde{p}^{2} \frac{[\operatorname{Tr}(\Pi)]^{2}}{D^{2}}
\end{aligned}
$$

respectively. Moreover, since each outcome $V_{k}^{(t)}$ follows the distribution $\mathcal{P}_{Q^{\prime}}$, the mean $v_{i}^{(t)}$ and the variance $\left(\sigma_{i}^{(t)}\right)^{2}$ of the sample mean $\bar{Y}_{i}^{(t)}$ are

$$
\begin{align*}
v^{(t)} & =(1-\tilde{p}) \hat{Y}_{i}^{(t)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D} \\
\left(\sigma_{i}^{(t)}\right)^{2} & =\frac{-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{(t)}\right)^{2}+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\} \hat{Y}_{i}^{(t)}+\tilde{p}[\operatorname{Tr}(\Pi) / D]-\tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K} \tag{E14}
\end{align*}
$$

Following the same routine, the mean $v_{i}^{\left(t, \pm_{j}\right)}$ and the variance $\left(\sigma_{i}^{\left(t, \pm_{j}\right)}\right)^{2}$ of the sample mean $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$ satisfy

$$
\begin{align*}
\nu^{\left(t, \pm_{j}\right)} & =(1-\tilde{p}) \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D}, \\
\left(\sigma_{i}^{\left(t, \pm_{j}\right)}\right)^{2} & =\frac{-(1-\tilde{p})^{2}\left(\hat{Y}_{i}^{\left(t, \pm_{j}\right)}\right)^{2}+(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\} \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+\tilde{p}[\operatorname{Tr}(\Pi) / D]-\tilde{p}^{2}\left\{[\operatorname{Tr}(\Pi)]^{2} / D^{2}\right\}}{K} . \tag{E15}
\end{align*}
$$

## APPENDIX F: PROOF OF THEOREM 1

Theorem 1 quantifies the utility bounds $R_{1}$ and $R_{2}$ of QNN under the depolarization noise towards ERM framework. For ease of illustration, we restate Theorem 1 below.

Theorem 5 (Restate of Theorem 1): $Q N N$ outputs $\boldsymbol{\theta}^{(T)} \in \mathbb{R}^{d}$ after $T$ iterations with utility bounds $R_{1} \leq$ $\tilde{O}\left\{p o l y\left[d / T(1-p)^{L_{Q}}, d / B K(1-p)^{L_{Q}}, d /(1-p)^{L_{Q}}\right]\right\}$ and $R_{2} \leq \tilde{O}\left\{p o l y\left[d, 1 / K^{2} B, 1 /(1-p)^{L_{Q}}\right]\right\}$, where $K$ is the number of quantum measurements, $L_{Q}$ is the quantum circuit depth, $p$ is the gate noise, and $B$ is the number of batches.

The high level idea to achieve the utility bounds $R_{1}$ and $R_{2}$ is as follows. Recall that $R_{1}$ measures how far the trainable parameter of QNN is away from the stationary point. A well-known result in optimization theory [61] is that when a function satisfies the smooth property, its stationary point can be efficiently located by a simple gradient-based algorithm. By leveraging this observation and the relation between the estimated and analytic gradients as achieved in Theorem 4, we can quantify how the estimated gradients of QNN converge to the stationary point, which corresponds to the utility bound $R_{1}$.

Recall that the utility bound $R_{2}$ evaluates the disparity between the expected empirical risk and the optimal risk that is determined by the global minimum. To achieve $R_{2}$, we utilize the result of the PL condition [63]. Concretely, the PL condition is a sufficient condition for the gradient-descent methods to achieve a linear convergence rate towards the optimal solution, i.e., if a nonconvex function satisfies the PL condition [62], every stationary point of such a function is the global minimum [62,63]. In other words, the PL condition connects stationary points with the global minimum. Meanwhile, compared with other conditions such as the strong convexity and the restricted strong convexity to achieve the linear convergence towards the global minimum, the PL condition is much easier to satisfy by QNN with a mild technical assumption, as proved in Lemma 1. Therefore, by leveraging the result of $R_{1}$, which measures how far the optimized loss of QNN is away from a stationary point and the result of Lemma 1 that QNN satisfies the PL condition, we can effectively obtain the utility bound $R_{2}$ for QNN.

Proof of Theorem 5. We employ the following two theorems to achieve Theorem 5, whose proofs are given in Secs. 1 and 2, respectively.

Theorem 6: Given the dataset $\boldsymbol{z}$, QNN outputs $\boldsymbol{\theta}^{(T)}$ after $T$ iterations with utility bound

$$
\begin{aligned}
R_{1} \leq & \frac{2 S(1+90 \lambda d)}{T(1-\tilde{p})^{2}}+\frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+d)(1+10 \lambda)^{2}}{(1-\tilde{p})^{2}} \\
& +\frac{6 d K+8 d}{(1-\tilde{p})^{2} B K^{2}} .
\end{aligned}
$$

Theorem 7: Given the dataset $\boldsymbol{z}$, QNN outputs $\boldsymbol{\theta}^{(T)}$ after $T$ iterations with utility bound

$$
\begin{aligned}
R_{2} \leq & (1+90 \lambda d) \exp \left(-\frac{\mu(1-\tilde{p})^{2} T}{S}\right) \\
& +T \frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(G+2 d)(1+10 \lambda)^{2} B K^{2}+6 d K+8 d}{2 S B K^{2}}
\end{aligned}
$$

As for $R_{1}$, with setting $T \leftarrow \infty$ and after the simplification, the utility bound as shown in Theorem 6 follows

$$
\begin{equation*}
R_{1} \leq \tilde{O}\left[\operatorname{poly}\left(\frac{d}{T(1-p)^{L_{Q}}}, \frac{d}{B K(1-p)^{L_{Q}}}, \frac{d}{\left.(1-p)^{L_{Q}}\right)}\right)\right] . \tag{F1}
\end{equation*}
$$

As for $R_{2}$, with setting $T=\mathcal{O}\left\{\left[S / \mu(1-\tilde{p})^{2}\right] \ln [(1+90 \lambda d)\right.$ $\left.\left.2 S B K^{2} /\left(2 \tilde{p}-\tilde{p}^{2}\right)(G+2 d)(1+10 \lambda)^{2} B K^{2}+6 d K+8 d\right]\right\}$ and after simplification, the utility bound as shown in Theorem 7 follows

$$
\begin{equation*}
R_{2} \leq \tilde{O}\left[\operatorname{poly}\left(d, \frac{1}{K^{2} B}, \frac{1}{(1-p)^{L_{Q}}}\right)\right] . \tag{F2}
\end{equation*}
$$

## 1. Proof of Theorem 6: The utility bound $\boldsymbol{R}_{\mathbf{1}}$

The proof of Theorem 6 employs the following lemma, where its proof is given in Sec. 3 .

Lemma 7: Taking expectation over the randomness of $\xi_{i}^{(t)}$ and $\xi_{i}^{(t, j)}$ in the estimated gradient $\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)$ as formulated in Theorem 4, the term $(1 / 2 S) \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left\{\left[\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right]^{2}\right\}$ with $S$ being the smooth parameter is upper bounded by

$$
\frac{(1-\tilde{p})^{4}}{2 S}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{(1-\tilde{p})^{2} G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{d}{2 S} \max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2}+\frac{6 d K+8 d}{2 S B K^{2}}
$$

Proof of Theorem 6. Recall that the optimization rule of noisy QNN at the $t$ th iteration follows

$$
\begin{equation*}
\boldsymbol{\theta}^{(t+1)}=\boldsymbol{\theta}^{(t)}-\eta \nabla \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right) \tag{F3}
\end{equation*}
$$

Since the objective function $\mathcal{L}(\boldsymbol{\theta})$ is $S$ smooth, as indicated in Lemma 1, we have

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \leq\left\langle\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right), \boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\rangle+\frac{S}{2}\left\|\boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\|^{2} \tag{F4}
\end{equation*}
$$

Combine the above two equations and setting $\eta=1 / S$, we have

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) & \leq\left\langle\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right), \boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\rangle+\frac{S}{2}\left\|\boldsymbol{\theta}^{(t+1)}-\boldsymbol{\theta}^{(t)}\right\|^{2} \\
& =-\frac{1}{S}\left\langle\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right), \nabla \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right\rangle+\frac{1}{2 S}\left\|\nabla \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \\
& =-\frac{1}{S} \sum_{j=1}^{d}\left(\nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)+\frac{1}{2 S} \sum_{j=1}^{d}\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2} . \tag{F5}
\end{align*}
$$

Recall the definition of the estimated gradient is $\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)=(1 / B) \sum_{i=1}^{B} \nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ and the explicit expression of $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ is

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+C_{j, 2}^{(i, t)} \xi^{(t)}+C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}+\xi_{i}^{(t)} \xi_{i}^{(t, j)}
$$

Alternatively, the gradient for the $j$ th parameter $\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)$ follows

$$
\begin{equation*}
\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)=\frac{1}{B} \sum_{i=1}^{B}(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+C_{j, 2}^{(i, t)} \xi_{i}^{(t)}+C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}+\xi_{i}^{(t)} \xi^{(t, j)} \tag{F6}
\end{equation*}
$$

Combining Eq. (F5) with Eq. (F6) and taking expectation over $\xi_{i}^{(t)}$ and $\xi_{i}^{(t, j)}$, we obtain

$$
\begin{align*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq & -\frac{1}{S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}-\frac{1}{S} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\left(\frac{1}{B} \sum_{i=1}^{B} C_{j, 1}^{(i, t)}\right) \\
& -\frac{1}{S} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \frac{1}{B} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)}}\left[C_{j, 2}^{(i, t)} \xi_{i}^{(t)}\right]-\frac{1}{S} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \frac{1}{B} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t, j)}}\left[C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}\right] \\
& -\frac{1}{S} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \frac{1}{B} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\xi_{i}^{(t)} \xi_{i}^{(t, j)}\right]+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] \\
& -\frac{1}{S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] . \tag{F7}
\end{align*}
$$

The first inequality uses the result of Eq. (F6). The second inequality uses $\mathbb{E}\left[\xi_{i}^{(t)}\right]=0, \mathbb{E}\left[\xi_{i}^{(t, j)}\right]=0$ as shown in Theorem 4 , and $-G / d \leq \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \leq G / d$ supported by the $G$-Lipschitz property.

By leveraging Lemma 7, Eq. (F7) can be further simplified as

$$
\begin{align*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}(t, j)}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq & -\frac{1}{S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{(1-\tilde{p})^{4}}{2 S B}\left\|\nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \\
& +\frac{(1-\tilde{p})^{2} G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{d}{2 S} \max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \\
\leq & -\frac{1}{2 S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \tag{F8}
\end{align*}
$$

The first inequalities comes from Lemma 7, and the second inequality employs $(1-\tilde{p})^{4} / 2 S B \leq(1-\tilde{p})^{2} / 2 S$ and the following result:

$$
\begin{align*}
& \frac{G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{(1-\tilde{p})^{2} G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{d}{2 S} \max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2} \\
& \quad \leq \frac{\left[1+(1-\tilde{p})^{2}\right] G}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)+\frac{d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2} \\
& \quad \leq \frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2} \tag{F9}
\end{align*}
$$

where the first inequality uses the upper bound of $C_{j, 1}^{(i, t)}$ and $\left(C_{j, 1}^{(i, t)}\right)^{2}$, i.e., $\max _{i, j} C_{j, 1}^{(i, t)} \leq(1-\tilde{p}) \tilde{p}+10(2-\tilde{p}) \tilde{p} \lambda \leq(2-$ $\tilde{p}) \tilde{p}(1+10 \lambda)$ and $\max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2} \leq[(2-\tilde{p}) \tilde{p}(1+10 \lambda)]^{2} \leq(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}$, and the second inequality uses $(1-$ $\tilde{p})^{2} \leq 1$.

An equivalent representation of Eq. (F8) is

$$
\begin{equation*}
\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \leq 2 S \frac{\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)\right]}{(1-\tilde{p})^{2}}+\frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+d)(1+10 \lambda)^{2}}{(1-\tilde{p})^{2}}+\frac{6 d K+8 d}{(1-\tilde{p})^{2} B K^{2}} \tag{F10}
\end{equation*}
$$

By induction, with summing over $t=0, \ldots, T-1$ and taking expectation of Eq. (F10), we obtain

$$
\begin{align*}
\mathbb{E}_{t}\left[\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}\right] \leq & 2 S \frac{\mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right)-\mathbb{E}_{\xi_{i}^{(T)}, \xi_{i}^{(T, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right]}{T(1-\tilde{p})^{2}} \\
& +\frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+d)(1+10 \lambda)^{2}}{(1-\tilde{p})^{2}}+\frac{6 d K+8 d}{(1-\tilde{p})^{2} B K^{2}} \\
\leq & \frac{2 S+2 S \lambda d(3 \pi)^{2}}{T(1-\tilde{p})^{2}}+\frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+d)(1+10 \lambda)^{2}}{(1-\tilde{p})^{2}}+\frac{6 d K+8 d}{(1-\tilde{p})^{2} B K^{2}} \\
\leq & \frac{2 S(1+90 \lambda d)}{T(1-\tilde{p})^{2}}+\frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(2 G+d)(1+10 \lambda)^{2}}{(1-\tilde{p})^{2}}+\frac{6 d K+8 d}{(1-\tilde{p})^{2} B K^{2}} \tag{F11}
\end{align*}
$$

where the second inequality uses $\mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right)-\mathbb{E}_{\xi_{i}^{(T)}, \xi_{i}^{(T, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right] \leq \mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right)-\mathcal{L}^{*}, \mathcal{L}^{*}>0$ and $\mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right) \leq 1+\lambda d(3 \pi)^{2}$.

## 2. Proof of Theorem 7: The utility bound $\boldsymbol{R}_{\mathbf{2}}$

Proof of Theorem 7. The proof of Theorem 7 is similar with that of Theorem 6. In particular, following the same routine, we obtain the result of Eq. (F8), i.e.,

$$
\begin{equation*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq-\frac{1}{2 S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \tag{F12}
\end{equation*}
$$

Then, we call the conclusion of the PL condition as formulated in Lemma 1 and acquire

$$
\begin{equation*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq-\frac{\mu(1-\tilde{p})^{2}}{S}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathcal{L}^{*}\right]+\frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \tag{F13}
\end{equation*}
$$

An equivalent reformulation of Eq. (F13) is

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{S}^{(t)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)\right]-\mathcal{L}^{*} \leq\left(1-\frac{\mu(1-\tilde{p})^{2}}{S}\right)\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathcal{L}^{*}\right]+\frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \tag{F14}
\end{equation*}
$$

By induction, with summing over $t=0, \ldots, T$ and taking expectation, we obtain

$$
\begin{align*}
\mathbb{E}_{\boldsymbol{s}^{(t)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right]-\mathcal{L}^{*} & \leq\left(1-\frac{\mu(1-\tilde{p})^{2}}{S}\right)^{T}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right)-\mathcal{L}^{*}\right]+T \frac{2 G+d}{2 S}(2-\tilde{p}) \tilde{p}(1+10 \lambda)^{2}+T \frac{6 d K+8 d}{2 S B K^{2}} \\
& \leq(1+90 \lambda d) \exp \left(-\frac{\mu(1-\tilde{p})^{2} T}{S}\right)+T \frac{\left(2 \tilde{p}-\tilde{p}^{2}\right)(G+2 d)(1+10 \lambda)^{2} B K^{2}+6 d K+8 d}{2 S B K^{2}} \tag{F15}
\end{align*}
$$

where the second inequality uses $\mathcal{L}\left(\boldsymbol{\theta}^{(0)}\right)-\mathcal{L}^{*} \leq 1+90 \lambda d$ and $1+x \leq e^{x}$ for all real $x$.

## 3. Proof of Lemma 7

Proof of Lemma 7. As shown in Theorem 4, the explicit formula of the estimated gradient is

$$
\begin{equation*}
\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)=\frac{1}{B} \sum_{i=1}^{B}(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+C_{j, 2}^{(i, t)} \xi_{i}^{(t)}+C_{j, 3}^{(i, t)} \xi_{i}^{(t, j)}+\xi_{i}^{(t)} \xi^{(t, j)} \tag{F16}
\end{equation*}
$$

By using the above result, we obtain

$$
\begin{aligned}
& \frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] \\
& \leq \\
& \quad \frac{(1-\tilde{p})^{4}}{2 S}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{(1-\tilde{p})^{2}}{2 S B} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\left(\sum_{i=1}^{B} C_{j, 1}^{(i, t)}\right) \\
& \quad+\frac{(1-\tilde{p})^{2}}{S B} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)}}\left[\xi_{i}^{(t)}\right] \\
& \quad+\frac{(1-\tilde{p})^{2}}{S B} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t, j)}}\left[\xi_{i}^{(t, j)}\right]+\frac{(1-\tilde{p})^{2}}{S B} \sum_{j=1}^{d} \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)} \xi_{i}^{(t, j)}\left[\xi_{i}^{(t)} \xi_{i}^{(t, j)}\right]} \\
& \quad+\frac{d}{2 S B^{2}}\left(\sum_{i=1}^{B} C_{j, 1}^{(i, t)}\right)^{2}+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}}\left[\xi_{i}^{(t)}\right]+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t, j)}}\left[\xi_{i}^{(t, j)}\right]+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t),, \xi_{i}}}^{(t, j)}\left[\xi_{i}^{(t)} \xi_{i}^{(t, j)}\right] \\
& \quad+\frac{1}{2 S B^{2}} \sum_{j=1}^{d} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)}}\left[\left(\xi_{i}^{(t)}\right)^{2}\right]+\frac{1}{S B^{2}} \sum_{j=1}^{d} \sum_{i=1}^{B}\left(\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\xi_{i}^{(t)} \xi_{i}^{(t, j)}\right]+\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\xi_{i}^{(t)}\right)^{2} \xi_{i}^{(t, j)}\right]\right) \\
& \quad+\frac{1}{2 S B^{2}} \sum_{j=1}^{d} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t, j)}}\left[\left(\xi_{i}^{(t, j)}\right)^{2}\right]+\frac{1}{S B^{2}} \sum_{j=1}^{d} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\xi_{i}^{(t)}\left(\xi_{i}^{(t, j)}\right)^{2}\right]+\frac{1}{2 S B^{2}} \sum_{j=1}^{d} \sum_{i=1}^{B} \mathbb{E}_{\xi_{i}^{(t)} \xi_{i}^{(t, j)}\left[\left(\xi_{i}^{(t)}\right)^{2}\left(\xi_{i}^{(t, j)}\right)^{2}\right]}
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{(1-\tilde{p})^{4}}{2 S}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{(1-\tilde{p})^{2} G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)}+\frac{d}{2 S} \max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2} \\
& +\frac{d C_{j, 4, \max }^{(t)}}{2 S B}+\frac{d C_{j, 5, \max }^{(t, j)}}{2 S B}+\frac{d C_{j, 4, \max }^{(t)} C_{j, 5, \max }^{(t, j)}}{2 S B} \tag{F17}
\end{align*}
$$

The first and second inequalities uses $C_{j, 2}^{(i, t)} \leq 1, C_{j, 3}^{(i, t)} \leq 1, \mathbb{E}\left[\xi_{i}^{(t)}\right]=0, \mathbb{E}\left[\xi_{i}^{(t, j)}\right]=0$, and $-G / d \leq \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \leq G / d$ supported by the $G$-Lipschitz property. The term $C_{j, 4, \max }^{(t)}$ refers to $C_{j, 4, \max }^{(t)}=\max _{i} C_{j, 4}^{(i, t)}$. Similarly, the term $C_{j, 5, \max }^{(t, j)}$ refers to $C_{j, 5, \text { max }}^{(t, j)}=\max _{i} C_{j, 5}^{(i, t)}$.

Since Theorem 4 indicates that

$$
C_{j, 4, \max }^{(t)} \leq \frac{(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\}}{K}+\tilde{p} \frac{\operatorname{Tr}(\Pi)}{D K} \leq \frac{2}{K}
$$

and

$$
C_{j, 5, \max }^{(t, j)} \leq \frac{(1-\tilde{p})\{1-2 \tilde{p}[\operatorname{Tr}(\Pi) / D]\}\left(\hat{Y}_{i}^{\left(t,+{ }_{j}\right)}+\hat{Y}_{i}^{(t,-j)}\right)+2 \tilde{p}[\operatorname{Tr}(\Pi) / D]}{K} \leq \frac{4}{K}
$$

we obtain

$$
\begin{align*}
& \frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] \\
& \leq \frac{(1-\tilde{p})^{4}}{2 S}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{(1-\tilde{p})^{2} G}{2 S} \max _{i, j} C_{j, 1}^{(i, t)} \\
& \quad+\frac{d}{2 S} \max _{i, j}\left(C_{j, 1}^{(i, t)}\right)^{2}+\frac{6 d K+8 d}{2 S B K^{2}} \tag{F18}
\end{align*}
$$

## APPENDIX G: MORE NUMERICAL SIMULATION DETAILS

## 1. The construction of QNNs

The implementation of the data encoding circuit $U_{\mathbf{x}}$ and the trainable unitary $U(\boldsymbol{\theta})$ follows the proposal [17]. In particular, the data encoding circuit $U_{\mathbf{x}}$ uses the kernel encoding method, and the architecture of the trainable unitary $U(\boldsymbol{\theta})$ follows the multilayer structure. The right panel of Fig. 2 illustrates the implementation of data encoding circuit and the trainable circuit used in QNN. Three qubits are employed to build two such circuits. The data encoding circuit $U_{\mathbf{x}}$ is composed of Hadamard gates $H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right), R_{Y}$ gates with $R_{Y}(2 a)=\left(\begin{array}{cc}\cos (a) & -\sin (a) \\ \sin (a) & \cos (a)\end{array}\right)$, and controlled- $R_{Y}$ gates with $\operatorname{CRY}(2 a)=|0\rangle\langle 0| \otimes \mathbb{I}_{2}+$ $|1\rangle\langle 1| \otimes R_{Y}(2 a)$. Specifically, the rotation angle in $R_{Y}(\mathbf{x})$ is $\left(\pi-\mathbf{x}_{i, 1}\right)\left(\pi-\mathbf{x}_{i, 2}\right)\left(\pi-\mathbf{x}_{i, 3}\right)$. The construction of the trainable circuit $U(\boldsymbol{\theta})$ uses $R_{Y}$ gates and controlled-NOT gates $C X=|0\rangle\langle 0| \otimes \mathbb{I}_{2}+|1\rangle\langle 1| \otimes X$ with $X=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$.

The implementation of FCNN is exhibited in Fig. 4. The employed FCNN consists of one input layer, one hidden
layer, and one output layer with dimensions $3,3,2$, respectively. The softmax function is applied to the output layer for normalization.

The hyperparameter settings adopted in the numerical simulations are as follows. For QNNs, the learning rate $\eta$ for all simulations is set as 2 . For FCNN , the learning rate $\eta$ for all simulations is set as 0.1 . The batch size in each updating for both QNNs and FCNN is set as 280 .

## 2. More simulation results for the utility $\boldsymbol{R}_{1}$

We conduct additional numerical simulations to quantitively investigate whether the exponential dependence on the circuit depth $L$ and the inverse dependence on the number of measurements $K$ claimed in Theorem 1 can be observed in the binary classification task introduced in the paper. The appended numerical simulations mainly follow the setup introduced in the original submission. Particularly, a three-qubit QNN with the hardware-efficient ansatz $U(\boldsymbol{\theta})=\prod_{l=1}^{L} U_{l}(\boldsymbol{\theta})$ as shown in the upper left panel in Fig. 2 is employed to classify the preprocessed handwritten


FIG. 4. The implementation of FCNN used in numerical simulations.


FIG. 5. The left panel depicts how the utility $R_{1}$ scales with the number of shots $K$. The label "Sim-res" refers to the collected simulation results with the varied settings. The label "Fit-curve" refers to the fitting curve, i.e., the mathematical form is $a K^{-1}+b$ with $a, b \in \mathbb{R}$, with respect to the collected results. The right panel depicts how the utility $R_{1}$ scales with $L$. The label "Sim-res" has the same meaning as the left panel. The label "Fit-curve-exp" refers to the fitting curve for the exponential function, i.e., the mathematical form is $a e^{K}+b$ with $a, b \in \mathbb{R}$, with respect to the collected results.
digit dataset $\mathbf{z}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{360}$, where $\mathbf{x}_{i} \in \mathbb{R}^{3}$ is the $i$ th data feature and $y_{i} \in\{0,1\}$ is the $i$ th label. The gate encoding method is adopted to load classical data $\mathbf{x}_{i}$ into quantum states.

To examine whether the utility bound $R_{1}$ inversely scales with the number of shots $K$, as claimed in Theorem 1 , we proceed with the following numerical simulations. We fix the depth of trainable quantum circuits as $L=3$ and the depolarization rate as $p=0.1$. The total number of iterations is set as $T=50$. Through varying the number of shots from $K=1$ to $K=30$, we calculate the utility $R_{1}$ at the last iteration. For computational efficiency, the size of the training dataset $\mathbf{z}_{t}$ and the test dataset $\mathbf{z}_{p}$ is 80 and 280 , respectively. Each setting is repeated 5 times to collect the statistical results. The obtained results are exhibited in the left panel of Fig. 5. Through fitting the simulation results, we observe $R_{1} \propto O(1 / K)$, which accords with our theoretical results.

We last explore whether the utility bound $R_{1}$ exponentially scales with the circuit depth $L$. To do so, we fix the number of shots as $K=20$ and the depolarization rate as $p=0.2$. The total number of iterations is set as $T=20$. Through varying the depth from $L=1$ to $L=5$, we calculate the utility $R_{1}$ at the last iteration. For computational efficiency, we set $\left|\mathbf{z}_{t}\right|=5$. Each setting is repeated 5 times to collect the statistical results. The achieved results are exhibited in the left panel of Fig. 5. Through fitting the simulation results with both the exponential and polynomial functions, we observe $R_{1} \propto O[\exp (L)]$, which accords with our theoretical results.

## APPENDIX H: PROOF OF THEOREM 2

Proof of Theorem 2. Following Definition 1, we observe that the QSQ algorithm can be efficiently simulated by

QNN once each query $\left\{\mathbb{M}_{i}, \tau_{i}\right\}_{i=1}^{Q}$ can be efficiently simulated by noisy QNN, i.e., given the query $\left\{\mathbb{M}_{i}, \tau_{i}\right\}$, the noisy QNN returns an estimated result $\alpha_{i}$ that is $\varepsilon$-close to $\nu=\left\langle\psi_{c^{*}}\right| \mathbb{M}\left|\psi_{c^{*}}\right\rangle$ by taking $O[$ poly $(N)]$ copies of $\left|\psi_{c^{*}}\right\rangle$. In the following, we prove that each query to the QSQ oracle can be efficiently simulated by noisy QNN up to a polynomial overhead.

Without loss of generality, we set the tuple fed into the QSQ oracle as $\{\mathbb{M}, \tau\}$. Let $\left|\psi_{c^{*}}\right\rangle$ be the quantum example given in Definition 1. In this way, following notations in Theorem 2, the expectation value of quantum measurements for noisy QNN under the depolarization noise setting $\mathcal{N}_{\tilde{p}}$ yields $\tilde{v}=(1-\tilde{p}) \nu+\left[\tilde{p} \operatorname{Tr}(\mathbb{M}) / 2^{N+1}\right]$ with $v=\left\langle\psi_{c^{*}}\right| \mathbb{M}\left|\psi_{c^{*}}\right\rangle$. In addition, the measurement outcome $V_{k}$ is a random variable that satisfies $V_{k} \sim \operatorname{Ber}(\tilde{v})$.

By the Chernoff-Hoeffding bound for real-valued variables, we obtain the relation between the sample mean $\tilde{Y}=(1 / K) \sum_{k=1}^{K} V_{k}$ with $K$ measurements and the target result $\tilde{v}$, i.e.,

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\frac{1}{K} \sum_{i=1}^{K} V_{k}-\tilde{v}\right| \geq \frac{\delta}{2}\right) \leq 2 \exp \left(-\delta^{2} K / 2\right) . \tag{H1}
\end{equation*}
$$

Denote $b=2 \exp \left(-\delta^{2} K / 2\right.$ ). Equation (H1) implies that when $K=2 \ln (2 / b) / \delta^{2}$, with probability at least $1-b$, we have $\left|(1 / K) \sum_{i=1}^{K} V_{k}-\tilde{v}\right| \leq \delta / 2$. Moreover, the distance between the result $v$ (i.e., the target value of the QSQ oracle) and the shifted expectation value $\tilde{v}$ follows

$$
\begin{equation*}
|v-\tilde{v}| \leq \tilde{p} v+\tilde{p} \frac{\operatorname{Tr}(\mathbb{M})}{2^{N+1}} \tag{H2}
\end{equation*}
$$

In conjunction with the above two equations, we obtain that with probability at least $1-b$,

$$
\begin{align*}
\left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-v\right|= & \left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-\tilde{v}+\tilde{v}-v\right| \leq \tilde{p} v \\
& +\tilde{p} \frac{\operatorname{Tr}(\mathbb{M})}{2^{N+1}}+\frac{\delta}{2} \leq \tilde{p}\left(v+\frac{1}{2^{N+1}}\right)+\frac{\delta}{2} \tag{H3}
\end{align*}
$$

where the last equality uses $\operatorname{Tr}(\mathbb{M}) \leq 1$ given in Definition 1.

Note that, to guarantee that QNN can simulate the QSQ oracle as formulated in Definition 1, the most right term in Eq. (H3) should be upper bounded by $\tau$, i.e.,

$$
\left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-v\right| \leq \tilde{p}\left(v+\frac{1}{2^{N+1}}\right)+\frac{\delta}{2} \leq \frac{5}{4} \tilde{p}+\frac{\delta}{2} \leq \tau
$$

where the last second inequality uses the upper bounds $v \leq 1$ and $\left(1 / 2^{N+1}\right) \leq \frac{1}{4}$. Note that the above inequality implicitly requests that $\tilde{p}<\frac{4}{5}$, since the threshold $\tau$ is in the range $(0,1)$. After simplification, we have

$$
\delta \leq 2\left(\tau-\tilde{p} \frac{5}{4}\right)
$$

In other words, when $\delta=2\left(\tau-\tilde{p} \frac{5}{4}\right)$, with probability at least $1-b$, the sample mean of noisy QNN satisfies

$$
\begin{equation*}
\left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-v\right| \leq \tau \tag{H4}
\end{equation*}
$$

which accords with the output of the QSQ oracle.
We now quantify the number of measurements $K$ to promise Eq. (H4). Recall $K=2 \ln (2 / b) / \delta^{2}$. By employing the explicit form of $\delta$, we obtain

$$
K=\frac{\ln (2 / b)}{2[\tau-\tilde{p}(5 / 4)]^{2}}
$$

The achieved result indicates that the successful probability of noisy QNN (i.e., $1-2 b$ ) to estimate the QSQ oracle can be exponentially improved by linearly increasing the number of measurements. Moreover, the term
$1 /[\tau-\tilde{p}(5 / 4)]$ implies that the lower gate noise and lower circuit depth result in the smaller number of measurements, which guarantees the efficiency of noisy QNN to simulate the QSQ oracle.

## APPENDIX I: GENERALIZATION OF THE RESULTS TO MORE GENERAL QUANTUM CHANNELS

Here we generalize the achieved results in the main text from the depolarization channel to a more general channel $\mathcal{E}_{p_{1}}$. Specifically, after applying $\mathcal{E}_{p_{1}}$ to each circuit depth, the generated state of QNN follows

$$
\begin{gather*}
\mathcal{E}_{p_{1}}\left\{U_{L}(\boldsymbol{\theta}) \cdots U_{2}(\boldsymbol{\theta}) \mathcal{E}_{p_{1}}\left[U_{1}(\boldsymbol{\theta}) \rho U_{1}(\boldsymbol{\theta})^{\dagger}\right] U_{2}(\boldsymbol{\theta})^{\dagger} \cdots U_{L}(\boldsymbol{\theta})^{\dagger}\right\} \\
=\left(1-p_{1}\right)^{L_{Q}}\left[U(\boldsymbol{\theta}) U_{\mathbf{x}}\right] \rho\left[U(\boldsymbol{\theta}) U_{\mathbf{x}}\right]^{\dagger}+p_{2}^{\prime} \kappa+p_{3}^{L_{Q}} \frac{\mathbb{I}_{D}}{D} \tag{I1}
\end{gather*}
$$

where $\left(1-p_{1}\right)^{L_{Q}}+p_{2}^{\prime}+p_{3}^{L_{Q}}=1$, and $\kappa$ is a mixed state that can either be correlated or uncorrelated with $\left[U(\boldsymbol{\theta}) U_{\mathbf{x}}\right] \rho\left[U(\boldsymbol{\theta}) U_{\mathbf{x}}\right]^{\dagger}$. Without confusion, we set $\tilde{p}=1-$ $\left(1-p_{1}\right)^{L_{Q}}$. It is worth noting that the quantum channel $\mathcal{E}_{p_{1}}$ formulated above is sufficiently universal, which closely relates to most Pauli channels associated with the depolarization channel [55,95].

The outline of this section is as follows. In Sec. 1, we discuss the utility bounds of QNN under ERM. Then, in Sec. 2, we quantify the generalization property of QNN.

## 1. Utility bounds of QNN

We now employ the noisy quantum model, i.e., the righthand side of Eq. (I1), to establish the relation between the estimated gradients $\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$ and the analytic gradients $\nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)$. Recall that

$$
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=\left(\bar{Y}_{i}^{(t)}-Y_{i}\right)\left(\bar{Y}_{i}^{\left(t,++_{j}\right)}-\bar{Y}_{i}^{(t,-j)}\right)+\lambda \boldsymbol{\theta}_{j}^{(t)}
$$

where $\bar{Y}_{i}^{(t)}=\sum_{k=1}^{K} V_{k}^{(t)} / K$ and $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}=\sum_{k=1}^{K} V_{k}^{\left(t, \pm_{j}\right)} / K$ refer to the sample means when feeding $\boldsymbol{\theta}^{(t)}$ and $\boldsymbol{\theta}^{\left(t, \pm_{j}\right)}$ into the trainable circuit. As with the depolarization channel, the sample mean $\bar{Y}_{i}^{(t)}$ or $\bar{Y}_{i}^{(t, \pm j)}$ is a random variable that follows a certain distribution. In particular, following the notations used in Theorem 4, the mean and variance of $\bar{Y}_{i}^{(t)}$ follows

$$
\left\{\begin{array}{l}
v^{(t)}=(1-\tilde{p}) \hat{Y}_{i}^{(t)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{(t)}\right)+\frac{p_{3}^{L_{Q}}}{2} \\
\sigma^{(t)}=-\frac{\left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{(t)}\right)\right)^{2}}{K}+\frac{\left(1-p_{3}^{L_{Q}}\right)\left((1-\tilde{p}) \hat{Y}_{i}^{(t)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{(t)}\right)\right)}{K}+\frac{p_{3}^{L_{Q}}}{2}-\frac{\left(p_{3}^{L_{Q}}\right)^{2}}{4}
\end{array}\right.
$$

Similarly, the mean and variance of $\bar{Y}_{i}^{\left(t, \pm_{j}\right)}$ follows

$$
\left\{\begin{array}{l}
v^{\left(t, \pm \pm_{j}\right)}=(1-\tilde{p}) \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{\left(t, \pm_{j}\right)}\right)+\frac{p_{3}^{L_{Q}}}{2}, \\
\sigma^{\left(t, \pm_{j}\right)}=-\frac{\left((1-\tilde{p}) \hat{Y}_{i}^{\left(t, \pm_{j}\right)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{\left(t, \pm_{j}\right)}\right)\right)^{2}}{K}+\frac{\left(1-p_{3}^{L_{Q}}\right)\left((1-\tilde{p}) \hat{Y}_{i}^{\left(t, \pm j_{j}\right)}+p_{2}^{\prime} \operatorname{Tr}\left(\Pi \kappa^{\left(t, \pm_{j}\right)}\right)\right)}{K}+\frac{p_{3}^{L_{Q}}}{2}-\frac{\left(p_{3}^{\left.L_{Q}\right)^{2}}\right.}{4} .
\end{array}\right.
$$

By expanding the sample means using their explicit forms as shown above, we obtain the relation between the estimated and analytic gradients, i.e.,

$$
\begin{equation*}
\nabla_{j} \overline{\mathcal{L}}_{i}\left(\boldsymbol{\theta}^{(t)}\right)=(1-\tilde{p})^{2} \nabla_{j} \mathcal{L}_{i}\left(\boldsymbol{\theta}^{(t)}\right)+C_{j, 1}^{(i, t)}+\boldsymbol{s}_{i}^{(t, j)} \tag{I2}
\end{equation*}
$$

where $\boldsymbol{\varsigma}_{i}^{t, j}=C_{j, 2}^{(i, t)} \xi_{i}^{(t)}+C_{j, 2}^{(i, t)} \xi_{i}^{(t, j)}+\xi_{i}^{(t)} \xi_{i}^{(t, j)}$, and two random variables $\xi_{i}^{(t)}$ and $\xi_{i}^{(t)}$ have zero means and their variances are $C_{j, 4}^{(i, t)}$ and $C_{j, 5}^{(i, t)}$, respectively. The explicit formula of the five parameters $\left\{C_{j, a}^{(i, t)}\right\}_{a=1}^{t}$ is

We next use the relation between the estimated and analytic gradients to separately quantify the utility bounds $R_{1}$ and $R_{2}$ of QNN under the noisy channel $\mathcal{E}_{p_{1}}$ setting.

Utility bound $\boldsymbol{R}_{\mathbf{1}}$. As with Eq. (F7), with taking expectation over $\xi_{i}^{(t)}$ and $\xi_{i}^{(t, j)}$, we obtain

$$
\begin{equation*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq-\frac{1}{S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{G}{2 S}\left(\frac{1}{B} \sum_{i=1}^{B} C_{j, 1}^{(i, t)}\right)+\frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] \tag{I3}
\end{equation*}
$$

where the inequality employs $\mathbb{E}\left[\xi_{i}^{(t)}\right]=0, \mathbb{E}\left[\xi_{i}^{(t, j)}\right]=0$, and $-G / d \leq \nabla_{j} \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right) \leq G / d$.
For the term $(1 / 2 S) \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left\{\left[\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right]^{2}\right\}$ in the above equation, its upper bound satisfies

$$
\begin{align*}
& \frac{1}{2 S} \sum_{j=1}^{d} \mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t, j)}}\left[\left(\nabla_{j} \overline{\mathcal{L}}\left(\boldsymbol{\theta}^{(t)}\right)\right)^{2}\right] \leq \frac{(1-\tilde{p})^{4}}{2 S}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2}+\frac{(1-\tilde{p})^{2} G}{2 S B} \sum_{i=1}^{B} C_{1}^{(i, t)} \\
& +\frac{d}{2 S B^{2}}\left(\sum_{i=1}^{B} C_{1}^{(i, t)}\right)^{2}+d \frac{\sigma_{\max }^{(t)}+\sigma_{\max }^{(t, j)}+\sigma_{\max }^{(t)} \sigma_{\max }^{(t, j)}}{S B}, \tag{I4}
\end{align*}
$$

where the first and second inequalities uses $C_{2}^{(i, t)} \leq 2, C_{3}^{(i, t)} \leq 2, \mathbb{E}\left[\xi_{i}^{(t)}\right]=0$, and $\mathbb{E}\left[\xi_{i}^{(t, j)}\right]=0$. The term $\sigma_{\max }^{(t)}$ refers to $\sigma_{\max }^{(t)}=\max _{i} \sigma_{i}^{(t)} \leq 3 / K$. Similarly, the term $\sigma_{\max }^{(t, j)}$ refers to $\sigma_{\max }^{(t, j)}=\max _{i} \sigma_{i}^{(t,+j)}+\sigma_{i}^{(t,-j)} \leq 3 / K$.

In conjunction with the above two equations, we achieve

$$
\begin{align*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t i)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq & -\frac{1}{2 S}(1-\tilde{p})^{2}\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \\
& +\frac{(2 G+d)\left\{5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi\right\}}{2 S}+\frac{6 d K+9 d}{S B K^{2}} \tag{I5}
\end{align*}
$$

where the inequality uses $C_{j, 1}^{(i, t)} \leq 5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi$.
After rewriting and taking induction, we have

$$
\begin{equation*}
\left\|\nabla \mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right\|^{2} \leq 2 S \frac{1+9 \lambda d}{T(1-\tilde{p})^{2}}+\frac{(2 G+d)\left\{5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi\right\}}{(1-\tilde{p})^{2}}+\frac{12 d K+18 d}{(1-\tilde{p})^{2} B K^{2}} \tag{I6}
\end{equation*}
$$

With setting $T \rightarrow \infty$, we achieve the utility bound $R_{1}$, i.e.,

$$
\begin{equation*}
R_{1} \leq \tilde{O}\left(\frac{1}{(1-\tilde{p})^{2}}, d, \frac{1}{B K}\right) \tag{I7}
\end{equation*}
$$

Utility bound $\boldsymbol{R}_{\mathbf{2}}$. With combining Eq. (I5) and the PL condition, we obtain

$$
\begin{align*}
\mathbb{E}_{\xi_{i}^{(t)}, \xi_{i}^{(t i)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t+1)}\right)-\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)\right] \leq & -\frac{\mu(1-\tilde{p})^{2}}{S}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(t)}\right)-\mathcal{L}^{*}\right] \\
& +\frac{(2 G+d)\left\{5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi\right\}}{2 S}+\frac{6 d K+9 d}{S B K^{2}} . \tag{I8}
\end{align*}
$$

After rewriting and induction, we have

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{s}^{(t)}}\left[\mathcal{L}\left(\boldsymbol{\theta}^{(T)}\right)\right]-\mathcal{L}^{*} \leq 15 \lambda d \exp \left(-\frac{\mu(1-\tilde{p})^{2} T}{S}\right)+T \frac{(2 G+d)\left\{5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi\right\}}{2 S}+T \frac{6 d K+9 d}{S B K^{2}} . \tag{I9}
\end{equation*}
$$

With setting $T=O\left\{\left[S / \mu(1-\tilde{p})^{2}\right] \ln \left(30 \lambda d S B K^{2} /(2 G+d)\left\{5+3\left[1-(1-\tilde{p})^{2}\right] \lambda \pi\right\} B K^{2}+12 d K+18 d\right)\right\}$, the utility bound is

$$
\begin{equation*}
R_{2} \leq O\left(\frac{1}{(1-\tilde{p})^{2}}, \frac{1}{S B K^{2}}, d\right) \tag{I10}
\end{equation*}
$$

## 2. Generalization property of (noisy) QNN

The generalization of Theorem 2. Analogous to the depolarization noise setting, the distance between the target result $v=\operatorname{Tr}\left(\mathbb{M}\left|\psi_{\left.c^{*}\right\rangle}\right\rangle\left\langle\psi_{c^{*}}\right|\right)$ and the shifted expectation value $\tilde{v}=(1-\tilde{p}) \nu+p_{2}^{\prime} \operatorname{Tr}(\mathbb{M} \kappa)+p_{3}^{L_{Q}} \operatorname{Tr}(\mathbb{M}) / D$ of QNN under the noisy channel $\mathcal{E}_{p_{1}}$ follows $|\nu-\tilde{v}| \leq \tilde{p} v+p_{2}^{\prime}+p_{3}^{L_{Q}} / D$. Then by employing Chernoff-Hoeffding bound, we achieve, with probability at least $1-2 \exp \left(-\delta^{2} n / 2\right)$,

$$
\left|\frac{1}{k} \sum_{k=1}^{K} V_{k}-v\right| \leq\left|\frac{1}{k} \sum_{k=1}^{K} V_{k}-\tilde{v}+\tilde{v}-v\right| \leq \tilde{p} v+p_{2}^{\prime}+\frac{p_{3}^{L_{Q}}}{D}+\frac{\delta}{2} .
$$

With setting $\delta=2\left(\tau-\tilde{p} v-p_{2}^{\prime}-p_{3}^{L_{Q}} / D\right)$, the relation between the number of measurements $K$ and the successful probability $b$ obeys

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\frac{1}{K} \sum_{k=1}^{K} V_{k}-\tilde{v}\right| \geq\left(\tau-\tilde{p} v-p_{2}^{\prime}-\frac{p_{3}^{L_{Q}}}{D}\right)\right] \leq 2 \exp \left[-2\left(\tau-\tilde{p} v-p_{2}^{\prime}-\frac{p_{3}^{L_{Q}}}{D}\right)^{2} K\right]=b . \tag{I11}
\end{equation*}
$$

After simplification, we conclude that, when $\tilde{p} \leq$ $\left[\tau-p_{2}^{\prime}-\left(p_{3}^{L_{Q}} / D\right)-(\delta / 2)\right] / v$ (to promise the existence of the feasible solution), with the successful probability at least $1-b$, the required number of measurements to attain

$$
\left|1 / K \sum_{k=1}^{K} V_{k}-v\right| \leq \tau \text { is }
$$

$$
\begin{equation*}
K=\frac{\ln (2 / b)}{4\left[\tau-\tilde{p} v-p_{2}^{\prime}-\left(p_{3}^{L_{Q}} / D\right)\right]^{2}} \tag{I12}
\end{equation*}
$$
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