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ABSTRACT Electricity theft (ET) is an utmost problem for power utilities because it threatens public
safety, disturbs the normal working of grid infrastructure and increases revenue losses. In the literature,
many machine learning (ML), deep learning (DL) and statistical based models are introduced to detect ET.
However, these models do not give optimal results due to the following reasons: curse of dimensionality,
class imbalance problem, inappropriate hyper-parameter tuning of ML and DL models, etc. Keeping the
aforementioned concerns in view, we introduce a hybrid DL model for the efficient detection of electricity
thieves in smart grids. AlexNet is utilized to handle the curse of dimensionality issue while the final
classification of energy thieves and normal consumers is performed through adaptive boosting (AdaBoost).
Moreover, class imbalance problem is resolved using an undersampling technique, named as near miss.
Furthermore, hyper-parameters of AdaBoost and AlexNet are tuned using artificial bee colony optimization
algorithm. The real smart meters’ dataset is used to assess the efficacy of the hybrid model. The substantial
amount of simulations proves that the hybrid model obtains the highest classification results as compared
to its counterparts. Our proposed model obtains 88%, 86%, 84%, 85%, 78% and 91% accuracy, precision,
recall, F1-score, Matthew correlation coefficient and area under the curve receiver operating characteristics,
respectively.

INDEX TERMS AlexNet, adaptive boosting, artificial bee colony, deep driven models, electricity theft
detection, feature extraction, smart grids.

I. INTRODUCTION
Electricity has a greater influence on our daily lives. Several
electronic devices, communication devices and modern elec-
tric vehicles are dependent on electricity. The government
and private companies distribute electricity to various
enterprises, agencies and end users. However, electricity
losses often occur in transmission and distribution lines.
These losses are classified as technical losses (TLs) and
non-technical losses (NTLs) [1], [2]. TLs happen because
of short circuits in transformers, electric shocks, lethal
fires, etc. Whereas, NTLs emerges because of energy theft
(ET), direct hooking, unpaid bills, meter tampering, meter
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hacking, etc. Among them, ET is amajor source of NTLs. The
study conducted by the northeast group in 2015 stated that
the world faces loss of $89.3 billion yearly due to NTLs [3].
In Pakistan, the power utility companies lose major portion
of their total energy supply per year due to ET. The line
losses of Peshawar electric supply company (PESCO) are
decreasing every year by 2%, but in the year 2018-19, these
losses increased up to 36.2% [4]. Moreover, these losses are
not limited to underdeveloped countries but they also affect
the economy of developed countries as well. According to a
report, the United States and the United Kingdom accounted
for loss of $10.5 and £175 billion per annum because of ET,
respectively [5].

Advanced meter infrastructure (AMI) is a new concept,
which is introduced in traditional power grids. It consists of
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TABLE 1. List of abbreviations.

smart meters, sensors, computing devices and modern com-
munication technologies, which are used to perform two-way
communication between consumers and utilities. AMI is
also responsible to collect data about electricity consumption
(EC), prices at current time and the status of power grids. The
involvement of the Internet in AMI opens numerous ways
for attackers to remotely hack the smart metering system
and steal electricity. Due to the above-mentioned issue, the
detection of NTLs is an important need for the current era.
In this regard, the researchers introduced various techniques
to deal with NTLs [6]. These techniques are listed as follows.

1. State based: In state based techniques, various hardware
components, such as sensors and transformers are integrated
with smart meters to detect NTLs. These techniques perform
well, however, extra monetary cost is required to maintain the
embedded devices [7].

2. Game theory: In game theory based techniques, two
players are involved: power utility and electricity thief. Both
players play a game with each other for achieving the equi-
librium state. These techniques are not feasible because for-
mulating a suitable utility function is a tedious task [8].

3. Data driven: These techniques get the attention of the
research community because they only require data for their
training. The integration of smart meters produces a sub-
stantial amount of data. Therefore, the researchers propose
various data driven techniques to perform electricity theft
detection (ETD) in power grids. These techniques belong to
machine learning (ML), meta learning, ensemble learning
and deep learning (DL) [9]. In this era, these techniques

become popular because they only demand data for training.
The solutions proposed in the existing work of ETD have
the following limitations: (i) In ETD, the imbalance data
is one of the main problems in which the records of one
class is more than the second class. It raises the problem
of poor generalization and overfitting because the classifi-
cation model skews towards the larger class and ignores the
smaller class. (ii) Due to the massive volume of EC data,
the diversity and dimensionality of data are increased to a
greater extent. The high dimensional data mostly misleads
classifiers during the accurate ETD. (iii) The presence of
several non-malicious factors increases the misclassification
rate of supervised learningmodels. These factors also become
the reason of high false positive rate (FPR). The classification
model gets confused and mistakenly classifies the normal
consumers as abnormal. Themajor contributions of this study
are listed below.
• An AlexNet model is employed to perform feature
extraction, which selects the most suitable patterns from
the high dimension EC data.

• The class imbalance problem is resolved using an under-
sampling technique, named as near miss (NM).

• An ensemble learning adaptive boosting (AdaBoost)
model is exploited to perform the classification of mali-
cious and non-malicious energy consumers.

• The hyper-parameter tuning of the proposed ETDmodel
is done using artificial bee colony (ABC), which belongs
to the family of the meta heuristic algorithms.

• The effectiveness of the proposed model is checked
using suitable indicators, such as precision, accuracy,
recall, F1-score, Matthew correlation coefficient (MCC)
and area under the curve receiver operating characteris-
tics (AUC-ROC).

The remaining manuscript is organized as follows: Section II
describes the related work while Section III explains the
identified problems. The proposed systemmodel is discussed
in Section IV. Section V presents the simulation results and
the conclusion is presented in Section VI.

II. RELATED WORK
This section presents the explanation of the existing tools
and techniques, which are already proposed in the literature
to handle NTLs. These techniques are mostly based on data
driven solutions. In [10], the authors employ convolutional
neural network (CNN) for performing ETD. The effective-
ness of the model is checked using suitable undersampling
and oversampling techniques. The authors work on ensemble
approaches to differentiate between normal and malicious
samples. The main purpose of their proposed model is to
reduce bias and variance. In [11], the authors introduce a
CNN, gated recurrent unit and particle swarm optimization
(CNN-GRU-PSO) based hybrid model to detect NTLs. CNN-
GRU extracts abstract and temporal features from the EC data
while PSO is leveraged for hyper-parameters’ optimization.
The underline focus of the proposed solution is to reduce
the high FPR because electric utilities have a low budget for
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onsite inspection. The authors introduce a binary black hole
algorithm (BHA) for handling the curse of dimensionality
issue [12]. BHA performs well as compared to other meta-
heuristic techniques. The BHA algorithm is a novel and
evolutionary algorithm in which multiple stars participate
and the star having the highest fitness value is selected for
black hole. In the proposed study, the stars represent features.
The features that have a large influence on the detection
accuracy are selected and the remaining ones are discarded.
In [13], the authors develop a hybrid DL model to detect
NTLs in power grids. The hybrid model is the combination
of GRU and GoogleNet. Both 1D daily and 2D weekly EC
data are used to train the model. Moreover, the simulations
confirm that the hybrid model performs better than the state-
of-the-art models. The authors of [14] employ long short-
term memory (LSTM) for NTL detection in the EC data.
LSTM captures the long-term tendency from the EC data
and avoids the effects of non-malicious factors. Moreover,
random undersampling boosting (RUSBoost) is used for data
balancing and classification. The RUSBoost model first per-
forms under sampling of majority class and then applies
an ensemble boosting strategy to perform final classifica-
tion of energy thieves. Similarly, the authors of [15] utilize
a combined DL-boosting model for efficient detection of
NTLs. In the proposed work, feature extraction is carried out
through the DL model and final classification is performed
using a boosting model. In [16], the authors develop a com-
bined ETD model, which integrates both CNN and random
forest (RF) for accurate results. The CNN model performs
efficient extraction of potential features while RF is utilized
for the classification purpose.

In [17], a hybrid DL model is designed, which uses
the advantages of both LSTM and CNN models. The pro-
posed hybrid model efficiently extracts temporal correla-
tions and hidden patterns from the consumers’ profiles
and performs ETD accordingly. In [18], a framework is
developed by combining maximum overlap discrete wavelet
packet transform (MODWPT) and RusBoost algorithms.
The former is employed to capture time-related patterns
from the EC data. While latter is utilized to differentiate
between normal and malicious EC patterns. In [19], bidi-
rectional GRU (BiGRU) and kernel principal component
analysis (KPCA) are exploited to identify fraudulent elec-
tricity consumers. In the proposed study, BiGRU is utilized
for the classification purpose and KPCA is leveraged to
perform feature extraction. The authors of [20] propose a
deep neural network, which combines an ensemble technique
and a DL model. The DL model initially resolves the high
dimensionality problem and then selects the relevant promi-
nent features. Afterwards, the selected features are passed
to the ensemble model for the final detection of fraudulent
electricity consumers. The ETD results prove the efficacy of
the proposed model over the compared models. In [21], the
authors introduce a clustering based deep model for detecting
energy thieves in power grids. The proposed technique uti-
lizes density based clustering approach and builds different

clusters, which contain similar EC records. The EC samples
which do not lie in any cluster are declared as energy thieves.
Similarly, in [22], an ETD model is designed with the help
of gradient boosting models. The boosting model increases
the ETD accuracy to a greater extent. Moreover, the class
imbalance problem is resolved by introducing synthetic theft
attacks. The authors claim that themotive of electricity theft is
to consume less energy as compared to the normal consumers.
Furthermore, supervised learning methods require labeled
data to learn patterns from the EC data. However, it is a
labor intensive and challenging task to collect labeled data.
Due to this reason, unsupervised learning models like auto
encoders attract the attention of research community. In [23],
the authors introduce a stacked sparse denoising autoencoder
(SDAE) for the accurate detection of fraudulent electric-
ity consumers. The results confirm that the ‘unsupervised
learning models perform well as compared to the supervised
learning models in case of less availability of labeled data.
Moreover, they introduce some noise and sparsity in the reg-
ular autoencoder to enhance its robustness against intelligent
attacks. Furthermore, a meta-heuristic technique, termed as
PSO, is used to find optimal hyper-parameters of SDAE.
By doing this, the performance of SDAE is improved to a
greater extent. In [24], the authors propose a novel technique
to detect malicious patterns in the EC data. The proposed
model is developed for smart homes where statistical and
machine learning techniques are integrated to detect the
anomalous EC patterns. Similarly, the authors of [25] design
a robust ETD model to detect the following types of attacks:
zero days, shunt and double tapping. In the proposed model,
a pattern recognition technique is used for capturing the
fraudulent EC patterns. In [26], the authors develop a novel
technique for ETD by combining a clustering method with a
statistical technique to explore the EC profiles of consumers.
In the proposed work, the correlation among EC patterns
is identified by maximum information coefficient method.
Meanwhile, anomalous electricity consumers are detected by
the density based clustering method. In [27], a new ensemble
method is introduced to identify the anomalous patterns from
the EC data. The proposed method efficiently detects real
time anomaly from the EC data and overcomes the high FPR
accordingly. In [28], a finite mixture model is leveraged for
the soft clustering while GA is employed for the parameter
tuning. The results confirm that the proposed work is an
efficient solution for ETD.

III. PROBLEM ANALYSIS
Electricity thefts are harmful to the power grids. They not
only increase the revenue losses, but also generate fatal
electricity shocks. In the past, electricity thefts were cap-
tured through onsite field inspection, which is a labor inten-
sive and financially expensive task. To overcome these
problems, data driven based ML and DL techniques are
employed for ETD. However, these techniques face the prob-
lems of overfitting, curse of dimensionality and imbalanced
proportion of classes [13], [17], [22]. Moreover, a high
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FPR problem occurs when the dataset is imbalanced and the
classifier has limited abilities to learn long-term temporal
patterns [29]–[31]. Keeping the above issues in view, a hybrid
model is developed to perform ETD in power grids. More-
over, it is important tomention that this article is the extension
of our conference paper [32].

IV. PROPOSED METHODOLOGY
This section provides the in depth discussion of the proposed
ETD model. Fig. 1 shows the working mechanism of the
model. Furthermore, different components of the model are
explained below.

A. DATA PREPROCESSING
The underlying purpose of preprocessing is to give a stan-
dardized structure of the EC data before training and test-
ing of the model. In this stage, various data preprocessing
operations are performed, such as filling missing values,
handling outliers and normalizing data. The description of
each operation is described below.

1) HANDLING MISSING VALUES
In this work, the real-time smart meter dataset is used that
is collected through onsite inspection. Therefore, it contains
missing and noisy values. In most cases, missing values in
data are denoted by not a number (NaN). If data with miss-
ing values is fed into ML or DL models, it decreases their
performance. In the existing studies, different approaches are
introduced to cope with the missing values. In this work,
a linear interpolation (LI) method is utilized to fill the missing
values [33]. The LI method takes the average of the next day
and the previous day EC values and fills the missing values
accordingly.

2) REMOVING OUTLIERS
The outlier is a value that has significantly different behavior
from other observations or values in a dataset. The pres-
ence of outliers disturbs the performance of classification
models. In the proposed work, three-sigma rule of thumb is
exploited to handle the outliers present in the EC profiles of
consumers [33].

3) NORMALIZING DATA VALUES
DL models poorly performed on the diverse range of values.
Moreover, these values negatively affect the learning process
of DL models and push them towards the gradient exploding
problem. In this regard, we use min-max normalization to
scale the values of features between 0 and 1 [33].

B. SOLVING UNEVEN DISTRIBUTION OF CLASSES
The uneven distribution of classes is a critical problem being
faced when performing ETD. In real world scenarios, normal
electricity consumers are more than the abnormal consumers.
The less availability of abnormal consumers creates the prob-
lem of imbalance data distribution, which adversely affects
the performance of supervised learning models. Furthermore,
the classification models are skewed towards the larger class

FIGURE 1. Proposed ETD model.

and overlook the smaller class, which generates false results.
Therefore, in this study, an undersampling technique is uti-
lized to resolve the problem of imbalance data. Synthetic
Minority Oversampling Technique (SMOTE) is an oversam-
pling technique, which is mostly used to handle uneven dis-
tribution of class samples [29] and [30]. It takes samples
of both classes as input and generates synthetic samples of
the minority class until both classes have equal distribution.
However, this sampling technique raises an overfitting prob-
lem because of creating duplicate records. So, we use an
under-sampling technique, termed as NM, to solve the class
imbalance problem. This technique intelligently eliminates
instances from the larger class to equalize the distribution of
both classes. It eliminates those points, which are near the
decision boundary. The working of NM is illustrated in Fig. 2.
Moreover, the steps of NM are defined below.

1) First, it calculates the distance between all points of
minority and majority classes.

2) Then, it selects those instances, which have least dis-
tance to the smaller class. The n number of instances
will be eliminated.

3) If there are m instances in the minority class, then the
algorithm will return m ∗ n instances of the majority
class.

C. PROPOSED DEEP LEARNING BASED ENSEMBLE
MODEL
In this work, a hybrid model is developed for ETD that
integrates the benefits of both AlexNet and AdaBoost.
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FIGURE 2. Block diagram of NM.

The AlexNet model extracts latent and dense characteristics
from the EC profiles of consumers. Whereas, the final ETD is
carried out through AdaBoost. In [16], the authors introduce
a combined model by integrating CNN and RF in a sequential
manner. They prove that the combined models give more
satisfactory results than the standalone ML and DL models.
Therefore, after getting motivation from [16], we develop a
hybrid model to perform ETD in power grids. The proposed
model combines two modules. The first module contains
AlexNet model, which is used to learn features. The AlexNet
model is a variant of CNN, which overcomes its limitations
and gives better performance results. While the second mod-
ule consists of an AdaBoost classifier, which takes extracted
features of the AlexNet model as input and differentiates
between normal and malicious patterns. The performance of
AdaBoost is increased by enhancing the number of decision
trees. Moreover, the ABC algorithm is practiced to select
suitable hyper-parameters for both AlexNet and AdaBoost
models. The description of each module is given below.

1) AlexNet MODEL AS FEATURE EXTRACTOR
The EC data is collected through smart meters. It often con-
tains missing and noisy values. The noise in the EC data
may be in terms of anomalies, outliers, overlapping and
redundant records, missing records, inconsistent EC values,
etc. These noises should be handled, otherwise, the proposed
ETD model produces false results and increases the FPR to
a greater extent. Therefore, in this work, we adopt essential
preprocessing techniques to handle the noises. The anomalies
and outliers are handled through three sigma rule, miss-
ing values are filled through LI and the inconsistent values
are tackled through normalization. Moreover, the irrelevant
and noisy features are discarded by the AlexNet model.
The AlexNet model auto selects the relevant features and
reduces the effects of noises to a minimal level. In addi-
tion, the selection of suitable EC features is a necessary
task towards performing efficient ETD. Therefore, we uti-
lize AlexNet to extract hidden and dense features from the
consumers’ profiles. It was designed to reduce the shortcom-
ings of the traditional models of that time like LeNet [34].
The architecture of AlexNet is similar to the LeNet model.
However, it has more number of filters as compared to the
LeNet model. It comprises of convolution, pooling and fully

connected layers. Convolution layers are used to attain
abstract and latent features while pooling layers are helpful
to get high level features, which reduce the curse of dimen-
sionality issues. Moreover, dropout layers are used in place of
regularization techniques to control the overfitting problem.
However, dropout layers increase the training time of the
AlexNet model. The basic architecture of the AlexNet model
is illustrated in Fig. 3. Moreover, the explanation of each
component is given below.

FIGURE 3. Block diagram of AlexNet .

a: CONVOLUTION LAYER
Convolution layers are an important part of CNN. These
layers apply two dimensional (2D) filters on input images
to extract the high level features that have high relevancy
with predictive labels. Moreover, these layers are also used to
obtain features from one dimensional (1D) and three dimen-
sional (3D) data. In this study, the EC data is converted into
2D weekly data. In the literature, some studies show that
it is possible to extract high level features from EC data if
we align it according to weeks. 2D filters are moved on the
input feature vector and different feature maps are created
accordingly. These feature maps are the high level represen-
tation of 2D input data. Moreover, the optimal values of these
filters are attained using stochastic gradient descent method,
which gives better results as compared to handcrafted filters.
Furthermore, Fig. 4 shows the architecture of convolution
layer. The mathematical representations of the steps used in
the convolution layers are as follows. Dim (input shape) =
(nh, nw) where nh denotes features and nw depicts observa-
tions. Filter = (fw, fh) where fw and fh represent width and
height of the filter, respectively. The convolution operation
between input shape and filters is described by the equation
given below [35].

Conv(inputshape,filter) =
nh∑
i=1

nw∑
j=1

fij. (1)

The learnable process in the convolution is described as [11].

yconv(X
ft
t ) = σ (

ft∑
ft=1

W ft
t ∗ X

ft
t + b

ft
t ), (2)
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FIGURE 4. Architecture of convolution layer.

where X ftt is the output feature map after the application of
filter f t . W ft

t and bftt refer to the learnable parameters, which
describe the weight and bias factors. σ represents the rectified
linear unit (ReLU) activation while ∗ is a dot product between
filters and features.

b: POOLING LAYER
Convolution layers are very helpful because they extract the
low-level features from the EC data. These layers extract the
precise location of features. As a result, a minor change in
the input data creates a different feature map. These changes
happen due to cropping, rotation and flipping of input images.
Researchers use signal processing techniques to decrease the
resolution size of feature map. However, these techniques
do not give good results and decrease the performance of
DL models. Pooling layers are a new concept in the
DL models. They are applied after performing the convolu-
tion operations. These layers diminish the spatial dimension
of feature map without affecting the original resolution of
input data. Moreover, they overcome the computational over-
head issues. In the literature, several pooling operations are
introduced by researchers. Among them, max-pooling per-
forms better than the rest. Therefore, we adopt max-pooling
strategy reduce the spatial dimensions of the EC data [36].
The max-pooling strategy only keeps the largest value from
the specific area of a feature map and discards the rest
of the values. Fig. 5 represents the working mechanism of
the max-pooling operation. The mathematical representation
of the max-pooling layer is as follows [35].

ym = maxi,j ∈ R(yi,j), (3)

where ym shows the outcomes of max-pooling operations
and R represents the set of real numbers. i and j denote the
ith convolution layer and the jth neuron, respectively.

c: ACTIVATION FUNCTION
After convolution operations, activation functions are applied
on the extracted feature maps. In the literature, different
activation functions are available like tanh, linear, sigmoid,
ReLU, Leaky ReLU (LReLU), etc. Each function has its
own advantages and disadvantages like sigmoid and tanh

FIGURE 5. Working of max-pooling layer.

functions create exploding and vanishing gradient problems,
which disturb the performance of DL models. In this study,
we use ReLU as an activation function after each convolu-
tional layer. This function converts negative values into zeros
and passes the remaining values to the upcoming convolu-
tional layers without any changes. The research work shows
that ReLU function overcomes exploding and vanishing gra-
dients problems of DL models and enhances their perfor-
mance. The mathematical equation used for ReLU function
is given below [33].

Relu = max(0, value). (4)

d: DROPOUT LAYER
DL models are sensitive to overfitting with a few training
examples of datasets. Ensemble DL models are introduced
to overcome this issue. However, these models have their
own disadvantages and are difficult to maintain the training
of multiple models. A single neural network can be simu-
lated with different architectures by introducing the concept
of dropout layers. These layers deactivate some neurons of
hidden layers to overcome the overfitting and poor gener-
alization issues. The average activation rate of the dropout
layer is from 0 to 1. However, the literature shows that
DL models give optimal results when the dropout rate is set
at 0.5 where half number of neurons are deactivated during
the training process. Moreover, Fig. 6 shows the activation
and deactivation of neurons before and after the dropout
operations.

e: FLATTEN LAYER
After performing above mentioned operations, feature maps
are converted into 1D data and passed into a simple neu-
ral network to differentiate between normal and malicious
EC patterns. However, in this study, output of flatten layer
is considered as an extracted feature set, which is obtained
after removing the overlapping and noisy values. This feature
set is a more suitable representation of the EC data. Fig. 7
represents the working of flatten layer.

f: FULLY CONNECTED LAYER
This layer is the last layer of AlexNet [37]. It connects the
neurons of preceding layers to the neurons of upcoming
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FIGURE 6. Standard layer versus dropout layer.

FIGURE 7. Working of flatten layer.

layers.Moreover, it extracts global features from the provided
feature maps. It also compiles the result of the previous layer
to perform final classification. The architecture of fully con-
nected layer is shown in Fig. 8. Furthermore, the mathemat-
ical formula used for the fully connected layer is presented
below.

fo = σ (Wt .xt + bt ), (5)

where xt represents input feature vector. Wt and bt denote
weight and bias factors, respectively. σ shows the ReLU func-
tion while fo represents the final output. ReLU is used after
each convolution to avoid the vanishing gradient problem.

FIGURE 8. Architecture of fully connected layer.

The basic purpose of dropout layer is to solve overfitting and
vanishing gradient problems.

2) AdaBoost MODEL AS CLASSIFIER
Ensemble methods attract the attention of the research com-
munity because they win many Kaggle competitions. Kaggle
is a data science community, which launches different compe-
titions to solve real-world problems [38]. Ensemble methods
are of two types: bagging and boosting. In former methods,
multiple weak learners are initially trained on different ratios
of data and then a voting mechanism is used to decide about
the normal and malicious samples. RF is a bagging method,
which trains multiple decision trees on data. The bagging
methods give good results if all weak learners get diverse
knowledge from the EC data. However, their performance is
decreased when the results of weak classifiers are overlapped.
Contrarily, in boosting methods, different weak learners are
integrated in a sequential manner to make a strong learner.

The AdaBoost classifier is based on the boosting approach
where high weights are assigned to the wrong predictions
of a weak learner and passed to the next weak learner for
better classification. So, the extracted features of AlexNet are
passed to AdaBoost classifier, which uses ensemble approach
to differentiate between normal and malicious EC patterns.
Through this approach, the performance of the standalone
ML classifier is increased by reducing loss function’s value
iteratively. The working mechanism of AdaBoost classifier is
shown in Fig. 9.

FIGURE 9. Workflow of AdaBoost classifier.

3) TUNING HYPER-PARAMETER OF THE PROPOSED MODEL
THROUGH ENHANCED ABC ALGORITHM
In [39], the authors proposed a hybrid model by combining
a Jaya optimization algorithm with an ensemble learning
model. The model is introduced to identify the transient
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stability status of power systems. The Jaya algorithm has
significantly increased the efficiency of the proposed model
by finding the optimal hyper-parameters. Therefore, being
motivated from this work, we employ ABC algorithm for
hyper-parameters’ tuning of the proposed ETD model. The
ABC algorithm comes under the umbrella of meta heuristics
techniques [40]. It was founded by Karaboga in 2005.Mostly,
it is used for optimization tasks. It mimics the working pro-
cedure of the honey bees when they search for food. The
collection of honey bees is called a swarm. In ABC algorithm,
there are three types of bees: employee, onlooker and scout.
The employee bee initially searches the food sources using
its own intelligence and memory power and then informs
the onlooker bees about these sources. The onlooker bee finds
the rich source of food through the information provided
by the employee bee. The onlooker bee chooses those food
sources, which have good quality of fitness. The scout bee
is picked from the onlooker bees. This bee tries to find new
sources and abandon the old ones for a rich food source [35].
The total number of solutions, onlooker bees and employee
bees are equal in the swarm [36]. Fig.10 exhibits the working
behavior of ABC.

Algorithm 1 Proposed Model’s Overall Working
1: Take Imbdst ∈ SGCC.
2: Data preprocessing phase:
3: Apply NM(Imbdst ) to make it Baldst .
4: Apply min-max, interpolation (Baldst )
5: Data splitting phase
6: Split BalDst into Baldtrain, Baldtest
7: Feature extraction phase: AlexNet is used to select the
featuresrelevent form the BalDst

8: Hyper-parameter tuning based binary classification:
i. featuresrelevent are passed to AdaBoost technique for
classification
ii. The best well tuned ensemble model EnsAdaBoost−ABC
is trained on the BalDstrain ∈ Adaboostparameters which
are maxdepth, nestimator for the featuresrelevent to meet the
best convergence

9: Loss calculation:
10: Loss is computed on Baldst by the binary cross entropy

from the featuresrelevent on the basis of EnsAdaBoost−ABC

11: If loss is minimum then goto step 15 otherwise goto
step 8 (ii)

12: Benchmark techniques
13: Performance comparison is performed with benchmark

techniques
14: Performance evaluation metrics
15: Performance of the model is measured through suitable

metrics

The ABC algorithm is a well-known and powerful opti-
mization algorithm. The selection of ABC is made because of
its powerful exploration abilities and some unique properties

FIGURE 10. Schematic diagram of ABC algorithm.

compared with other optimization algorithms. These prop-
erties are as follows. The ABC algorithm has fewer control
parameters as compared to other optimization algorithms like
PSO and GA [40]. It efficiently handles stochastic cost objec-
tive function. Furthermore, the convergence rate of ABC is
fast due to the separate phases for exploitation and explo-
ration as compared to other optimization techniques [41].
Moreover, the authors of [42], [43] exploit ABC algorithm
for hyper-parameters’ tuning of the proposed deep learn-
ing models. The simulation results prove that the selected
hyper-parameters of ABC greatly improve the performance
results. Therefore, based on these unique properties and being
motivated from [42], [43], we utilize ABC algorithm for
hyper-parameters’ tuning of the proposed ETD model. The
founded hyper-parameters of ABC improves the ETD perfor-
mance to a greater extent.

Besides, it is important to discuss that the traditional
ABC algorithm has the problem of premature convergence
in which the algorithm gets stuck in exploitation phase due
to less diversity in the population. Therefore, in this work,
an advance variant of the ABC algorithm is used that is
proposed by [44]. In the modified version, a new control
parameter, named as cognitive learning factor (CLF), is intro-
duced to regulate the current position of candidate solution
in employee and onlooker bee phases. This enhancement
significantly reduces the problem of premature convergence
in ABC. Through simulations, it is seen that the proposed
model efficiently performs on the selected hyper-parameters
of the enhanced ABC algorithm. Moreover, the working of
the proposed ETD model is given in Algorithm 1.
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TABLE 2. Mapping of identified problems and suggested solutions with validations.

V. SIMULATION RESULTS
In this section, the simulation results and discussion of
the proposed and baseline models are provided. To per-
form simulations, we use a real dataset of smart meters.
The detail of dataset is provided in Section V-A. Moreover,
Python 3.0 andGoogle Colab are used for the implementation
of the proposed and baseline models.

A. DATASET ACQUISITION
The dataset used in this work is released by the state grid of
China (SGCC), a well-known electric utility in China [33].
The dataset is publicly available on the Internet. It comprises
the EC records of 42,372 consumers from Jan 1, 2014 to
Oct 31, 2016. In the dataset, rows exhibit the overall
records of electricity consumers and columns denote the daily
electricity usage. Table 3 presents the explanation of the
dataset.

TABLE 3. Description of dataset.

B. PERFORMANCE METRICS
The suitable selection of performance metrics is a necessary
task in the case of imbalance classification. The AUC-ROC
metric is a reliable indicator for imbalanced classification
problems. It computes the difference between positive and
negative class samples. The value of AUC ranges between
0 and 1. Moreover, it plots TPR and FPR at different classi-
fication thresholds. The mathematical formula used for AUC
is given below [4].

AUC =

∑
Ranki∈positiveclass −

S(1+T )
2

S ∗ T
, (6)

where S shows positive class and T represents negative class.
The classification model performs well when the value of
AUC is 1. Similarly, if the value of AUC is 0.5, the model
performs by random guessing.

REC =
TruePositive

TruePositive+ FalseNegative
, (7)

PRE =
TruePositive

TruePositive+ FalsePositive
, (8)

F1− Score = 2 ∗
PRE ∗ REC
PRE + REC

. (9)

where PRE and REC denote precision and recall,
respectively. Moreover, precision is another useful metric to
measure the relevancy of total positive predicted results. Sim-
ilarly, recall calculates the number of truly predicted positive
samples out of the actual class labels. In addition, F1-score
measures the balance ratio between precision and recall for
better evaluation of the model [36]. On the other hand,
MCC is another suitable performance metric, which pro-
vides the correlation between positive and negative predic-
tions [45]. The formula used to calculate the MCC score is
described below [45].

MCC =
TP ∗ TN − FP ∗ FN

√
(TP+ FP)(TP+ FN )(TN + FP)(TN + FN )

,

(10)

where TP,FP,FN and TN represent true positive, false posi-
tive, false negative and true negative, respectively. All of these
outcomes are computed through a confusion matrix, which
provides the summary of the overall correct and incorrect
predictions of the classification model.

C. MAPPING OF IDENTIFIED PROBLEMS WITH
SUGGESTED SOLUTIONS
Table 2 presents themapping of identified problemswith suit-
able suggested solutions. Moreover, the problems, solutions
and validations are labeled as L, S and V, respectively. L1 is
about class imbalance problem, which is solved through NM.
In L2, curse of dimensionality issue is discussed, which is
handled through the AlexNet model. The overfitting problem
is highlighted in L3, which is solved through generating syn-
thetic theft data. In L4, the problem of high FPR is discussed,
which is minimized through the proposed hybrid model.

D. BENCHMARK MODELS AND THEIR SIMULATION
RESULTS
The description and the performance analysis of the baseline
models are provided in this section.

1) SUPPORT VECTOR MACHINE
It is a popular classification technique, which is mostly used
in the ETD. It is mostly used for a binary classification task.
The simulation results of support vector machine (SVM) [46]
using SMOTE, NM and imbalance data distribution are given
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TABLE 4. Classification results of SVM.

in Table 4. The results exhibit that SVM performs well on
NM instead of SMOTE and imbalanced data distribution.
However, it underperforms on all baselinemodels. The reason
is that it draws n−1 hyperplanes for making the classification
boundary where n represents number of features. The EC data
is high dimensional, which increases the computational over-
head of SVM to a great extent. Moreover, the convergence
speed of the SVM model is greatly affected. Fig. 13 shows
AUC-ROC of SVM during training and validation process.

2) LOGISTIC REGRESSION
Logistic regression (LR) is a well-known ML model, which
is mostly used for binary classification tasks [47]. It is a
probabilistic model. In LR, the final classification is per-
formed using a sigmoid function. Table 5 presents the results
of LR. The LR model performs better than SVM using NM
data balancing technique. However, it poorly performs for the
SMOTE technique as compared to SVM.

TABLE 5. Classification results of LR.

3) CONVOLUTIONAL NEURAL NETWORK
It is a deep learning model, which is mostly practiced in ETD
as a benchmark model [17], [48]. Firstly, CNN uses different
convolutional and pooling operations to capture the promi-
nent features from the consumption profiles of consumers.
Subsequently, the classification is carried out accordingly.
The ETD results of CNN are provided in Table 6.

E. PROPOSED AlexNet-AdaBoost-ABC
The performance analysis of the proposed hybrid model
is presented in this section. Fig. 11 and Fig. 12 show the
learning process of the model in terms of loss and accu-
racy. The blue curve denotes training loss and orange curve
exhibits testing loss. In the figures, the decrement in loss
and increment in accuracy prompt that the hybrid model

TABLE 6. Classification results of CNN.

TABLE 7. Classification results of AlexNet-ABC.

FIGURE 11. Accuracy curve of the proposed model.

FIGURE 12. Loss curve of the proposed model.

intelligently learns EC patterns. It is seen that the model
converges quickly due to the self learning of latent features.
Table 7 and Table 8 describe the overall performance results
of the AlexNet-ABC and the proposed model, respectively.
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FIGURE 13. ROC curve of the proposed and baseline classifiers.

FIGURE 14. Performance of the proposed and baseline models using
SMOTE.

FIGURE 15. Performance of the proposed and baseline models using NM.

Moreover, Fig. 13 illustrates AUC-ROC of the proposed and
benchmark models. The proposed model obtains the highest
AUC-ROC of 0.91 due to the strong feature learning abilities
of AlexNet and the integration of ABC for hyper-parameter
tuning. The ABC attempts to find the suitable parameter
set for both AlexNet and AdaBoost models. By doing this,
the convergence rate of the hybrid model is increased to a
greater extent. Moreover, high value of AUC indicates that
the model efficiently differentiates between the positive and
the negative class samples. Furthermore, Fig. 14 and Fig. 15

TABLE 8. Classification results of the proposed AlexNet-AdaBoost-ABC.

show the performance results of the proposed and baseline
models using SMOTE and NM sampling techniques. From
the figures, it is seen that the model performs well using NM
as compared to SMOTE. The reason is that SMOTE generates
overlapping samples after a certain threshold, which leads
to overfitting issue. However, NM intelligently removes the
overlapping samples from the larger class. That is why it gives
better results as compared to SMOTE. Similarly, Fig. 16 and
Fig. 17 show the MCC score of the proposed and baseline
models using NM and SMOTE sampling techniques, respec-
tively. The proposed model obtains the highest MCC score
using NM as compared to SMOTE. This implies that the
model successfully maintains the correlation between posi-
tive and negative predicted classes. This achievement enables
the application of the proposed model in real world scenarios.
Moreover, it is important to mention that the basic building
block of our proposed ETD model is based on data driven
models [37]. Thesemodels performmore efficiently when the
dataset is huge. In this work, amassive dataset of smart meters
is leveraged to train the proposed ETD model. So, the model
learns EC patterns more efficiently when a large number of
EC records is used. As a result, the proposed ETD model
easily deals with the less or high volume of data, which shows
the scalability of the proposed ETD model. Furthermore,
the training time of the proposed and benchmark models is
shown in Fig.18. The figure illustrates that the computational
complexity of the proposed ETD model is greater than the
baseline models except SVM. The reason is that the inte-
gration of ABC incurs extra time to find the optimal subset
of hyper-parameters. However, there is a tradeoff between
computational time and detection accuracy. The ETD results
of the proposed model are better than its counterparts. So,
in ETD, accurate detection of energy thieves is more impor-
tant instead of computational time. Moreover, SVM has the
highest computational overhead because it does not perform
well on non-linear and high dimensional data. In SVM, n− 1
(n represents features) hyperplanes are drawn and only one
hyperplane is selected from them having maximum margin
from the support vectors. Due to this reason, it has the highest
computational overhead. In contrast, LR has the least exe-
cution time because it consists of a single layer of neural
networks. However, the performance of LR is not satisfactory
because it is unable to capture complex non-linearity from the
EC data. In addition, CNN consumes less execution time as

VOLUME 10, 2022 18691



A. Ullah et al.: AlexNet, AdaBoost and ABC Based Hybrid Model for ET Detection in Smart Grids

FIGURE 16. MCC score of the proposed model using NM.

FIGURE 17. MCC score of the proposed model using SMOTE.

FIGURE 18. Training time of ETD models.

compared to other deep models. However, it underperforms
while achieving satisfactory ETD accuracy. Similarly, the
computational complexity of the AlexNet model is more than
CNN and LR because of extra convolution and max pooling
layers.

VI. CONCLUSION AND FUTURE WORK
In this article, a hybrid deep learning model is introduced
for the detection of malicious and non-malicious electric-
ity consumers. The proposed model combines AlexNet,
AdaBoost and ABC optimization algorithm. The Alexnet
model is employed to cope with the high dimensionality
problem. Whereas, the AdaBoost model is utilized to differ-
entiate between honest and dishonest electricity consumers.
Moreover, the problem of imbalanced data distribution is
handled using an undersampling technique, named as NM.

The NM technique intelligently equalizes the proportion
of classes by minimizing the majority class samples.
Furthermore, ABC optimization algorithm is exploited for
hyper-parameters’ tuning of the proposed ETD model. The
efficacy of the proposed model is ensured on a realistic
smart meters’ dataset that is taken from SGCC, a well-known
electric utility in China. Afterwards, the appropriate perfor-
mance metrics are opted to measure the effectiveness of the
proposed ETD model. The simulation results exhibit that the
proposed ETD model outperforms the benchmark models.
Our model achieves 88%, 86%, 84%, 85%, 78% and 91%
accuracy, precision, recall, F1-score, MCC and AUC-ROC
scores, respectively. Besides, the proposed model has some
shortcomings. The model is trained on only EC dataset with-
out considering other non-sequential factors, which limits its
performance towards identifying the accurate location of the
energy thieves. Moreover, the low-sampled EC data is con-
sidered, which affects the ability of the proposed model while
capturing more granular information about energy theft. So,
in the future, we will consider high sampling EC data and
other non-sequential data for the accurate identification of
energy thieves.
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