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A B S T R A C T   

Brain computed tomography (CTB) scans are widely used to evaluate intracranial pathology. The implementa
tion and adoption of CTB has led to clinical improvements. However, interpretation errors occur and may have 
substantial morbidity and mortality implications for patients. Deep learning has shown promise for facilitating 
improved diagnostic accuracy and triage. This research charts the potential of deep learning applied to the 
analysis of CTB scans. It draws on the experience of practicing clinicians and technologists involved in devel
opment and implementation of deep learning-based clinical decision support systems. We consider the past, 
present and future of the CTB, along with limitations of existing systems as well as untapped beneficial use cases. 
Implementing deep learning CTB interpretation systems and effectively navigating development and imple
mentation risks can deliver many benefits to clinicians and patients, ultimately improving efficiency and safety in 
healthcare.   

1. Introduction 

1.1. The past and present of brain computed tomography 

Prior to the invention of computed tomography (CT) it was not 
possible to directly image the brain. Invasive techniques such as cerebral 
angiography and pneumoencephalography were used to infer the pres
ence of intracranial lesions by the shift in the position of intracranial 
vessels or displacement of the ventricles. The first CT brain (CTB) scan 
was performed in 1971 and represented a major advancement in the 
field of medical imaging. Godfrey Hounsfield and Allan Cormack were 
awarded the Nobel Prize for Physiology and Medicine in 1979 for the 
invention of the CT scanner. 

The spatial and contrast resolution of CT allowed for the imaging of a 
wide range of intracranial pathologies including tumours, intracranial 
haemorrhage (ICH) and hydrocephalus. This technology led to signifi
cant reductions in the number of pneumoencephalograms and cerebral 
angiograms performed [1,2] and the associated complications and 
morbidities of these invasive imaging techniques. Improvements were 
particularly notable in the emergency department (ED) setting, with 3D 
visualisation of ICH offering considerable benefit over conventional 
methods at the time [3]. In the 50 years since its adoption, advance
ments in CT technology have been substantial. Initially, 30 minutes were 
required for a single non-contrast CT brain (NCCTB) scan, during which 
the patient’s head was immobilised to prevent artefacts [2] and avail
able postprocessing techniques to create non-axial projections were 
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limited and time-consuming. A whole brain can now be scanned in a few 
seconds, due to the introduction of multiple rows of detectors and helical 
scanning techniques, which allow for improved spatial resolution and 
thinner scan slices and enable isotropic and multiplanar visualisation. 
The wide availability and short acquisition time of CTB scans make them 
a common first-line imaging modality for patients with suspected 
intracranial pathology, with over 15 million CTB studies conducted in 
2016 in the United States alone [4]. They are particularly useful in 
emergency settings (e.g., trauma, stroke, etc.) [5] where time is brain, 
and when rapid diagnosis is important for the provision of appropriate 
care to patients who might otherwise suffer significant morbidity and 
mortality [6]. Image reconstruction has also improved through the use 
of iterative reconstruction algorithms, which allow for lower dose scans 
with less beam hardening artefact [1]. More recently, deep learning 
applications have led to reduced artifact and improved image quality in 
low dose CT reconstruction [3]. 

2. Recent advancements in machine learning 

Artificial intelligence (AI) encompasses a wide range of functions 
performed by computer systems, which attempt to reproduce human- 
level cognitive capabilities using learning algorithms applied to data. 
Currently the most successful algorithms for visual perception are deep 
neural networks, which are composed of many layers of highly inter
connected processing elements and share basic structural similarities 
with biological neural networks in the human brain [7]. These networks 
are non-linear differentiable functions that contain many trainable free 
parameters and are capable of modelling complex nonlinear relation
ships by representing progressively higher-level abstractions of data [8]. 
Current neural nets only achieve human-level cognitive performance in 
narrow application domains, but nonetheless have demonstrated sub
stantial utility. Several developments have accelerated the impact of 
these algorithms including computational power improvements, 
increased availability of digital imaging datasets to train and test models 
[9], advancements in algorithm design and the democratisation of ac
cess to high performing algorithms [10]. 

Convolutional neural networks (CNNs) learn through the use of 
many filters that are capable of finding features in images and they excel 
at visual perception applications because the filters scan the entire 
image allowing them to learn repeated patterns in different parts of an 
image, enabling them to detect patterns even when translated or shifted. 
CNNs have demonstrated high performance in medical image analysis 
[11], alongside recent developments in transformer architectures [12]. 
The number of applied machine learning studies in medicine is growing 
rapidly [13,14]. In this article, we review machine learning applications 
to CTB and consider potentially beneficial use cases from the perspective 
of clinicians and technologists who develop and deploy machine 
learning systems to clinical practice. 

3. The current state of machine learning applied to CTB data 

Despite the widespread use of CTB scans [15] the detection of pa
thology is still associated with a considerable level of diagnostic error 
and misinterpretation. Patterns of interpretive and perceptual error 
have been reported, particularly in the setting of extra-axial masses, 
thrombosis, and infarct detection [16,17]. In the ED, emergency 
physician interpretation of CTB scans is a substantial source of diag
nostic error, with suboptimal accuracy and high misinterpretation rates 
[18,19]. Modern machine learning systems have the potential to 
improve detection of pathology, diagnostic accuracy and the clinical 
workflow. 

Numerous machine learning systems have been developed to 
improve the accuracy and timeliness of CTB diagnostics and reporting 
(Table 1). ICH detection, in particular, has been the subject of attention, 
with machine learning yielding diagnostic accuracies similar to or 
exceeding those of expert radiologists [20-23]. Jnawali et al. developed 

a deep learning system to classify ICH on NCCTB scans using a large 
dataset consisting of 40,367 cases. Their ensemble achieved an area 
under the receiver operating characteristic curve (AUC) of 0.87 [24]. 
Irene et al. applied a combination of deep learning classification and 
regression methods to automate the detection, segmentation and vol
ume approximation of ICH, with a system sensitivity and specificity of 
0.97 and 0.96, respectively [25]. Kuo et al. trained a deep learning al
gorithm to detect and segment ICH using a dataset consisting of 4,396 
NCCTB scans. Their model performed exceedingly well, achieving an 
AUC of 0.99 and demonstrating a higher performance on the test set 
than two of the four radiologists involved in the study [21]. Ojeda et al. 
evaluated the performance of the commercially available Aidoc system 
to triage ICH patients using a test set of 7,112 NCCTB scans. The per
formance of their model was compared to ground truth labels by expert 
neuroradiologists and it performed well, demonstrating a specificity of 
0.99, a sensitivity of 0.95, and an accuracy of 0.98 [26]. Multiple similar 
systems have been used to facilitate haematoma segmentation on CT 
[27,28]. 

Machine learning has been applied to facilitate ischaemic stroke 
diagnosis and treatment. Kniep et al. developed a machine learning 
model to detect early ischaemic stroke changes using NCCTB scans [29]. 
Qui et al. developed a model to detect and segment stroke on NCCTB, 
automating the process of lesion volume quantification [30]. Beecy et al. 
developed a deep learning model to detect acute ischemic stroke on 
NCCTB. Algorithm AUC for voxel accuracy was 0.97. Accuracy, sensi
tivity, and specificity were 0.92, 0.93, and 0.92, respectively. AUC for 
the diagnosis of infarction at an image level was 0.91. Corresponding 
diagnostic accuracy, sensitivity, and specificity were 0.88, 0.65, and 
0.91, respectively [31]. Dourado et al. developed a deep learning model 
to detect and classify ischaemic and haemorrhagic stroke. Authors 
trained and evaluated 144 model ensembles using only 50 scans. Top 
performing models achieved perfect classification accuracy, F1-score, 
recall and precision [32]. Gonzalez et al. developed a model to classify 
clot histology and chemical composition, with the potential to guide 
more targeted stroke therapy [33]. Chen et al. developed a system to 
segment cerebrospinal fluid on CT and automate the quantification of 
cerebral oedema after stroke [34]. Several models have been developed 
to automate the Alberta stroke programme early CT score (ASPECTS) 
process. Such models have demonstrated non-inferior performance in 
detecting early ischaemic stroke changes when compared to radiologists 
[35] and model outputs appear to agree well with neuroradiologist 
consensus [36]. 

Machine learning has been applied to CT image data to detect such 
varied diagnoses as dementia, intracranial aneurysms, and metastases. 
Gao et al. applied deep learning to CTB data to facilitate early diagnosis 
of Alzheimer’s disease and to detect intracranial lesions, with a mean 
accuracy of 0.88 and individual accuracies for Alzheimer’s disease, 
lesion and normal brain of 0.85, 0.80 and 0.95, respectively [40]. Dai 
et al. applied deep learning to a dataset consisting of 311 CT angiog
raphy (CTA) scans to facilitate detection of cerebrovascular aneurysms. 
Their model demonstrated an overall sensitivity of 0.92 while the 
sensitivity for detecting aneurysms larger than 3 mm was 0.97 [39]. Shi 
et al. also applied deep learning to detect intracranial aneurysms on CTA 
using a trained model validated on four internal and three external co
horts [49]. Takao et al. applied deep learning to detect brain metastases 
on both contrast enhanced and NCCTB scans, with their highest per
forming model achieving a sensitivity of 0.89. The model that was 
trained on both contrast-enhanced and non-contrast CTs significantly 
outperformed the model trained on just non-contrast studies [51] 
demonstrating the value of varied data sets for training. 

Deep learning systems can facilitate patient triage and improve 
clinical efficiency. O’Neill et al. developed a model to detect ICH on 
NCCTB and showed that using this system as a triage tool reduced image 
interpretation turnaround times [52]. A similar system reduced time to 
diagnosis of outpatient ICH by 96% [53]. Arbabshirani et al. developed a 
model capable of detecting ICH on CT and prioritising those studies to 
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Table 1 
Characteristics of studies applying deep learning to the CT brain scan. ASPECT, Alberta Stroke Program Early Computed Tomography. CNN, convolutional neural 
network. CTA, computed tomography angiography. ICH, intracranial haemorrhage. LSTM, Long-Short Term Memory. NCCTB, non-contrast computed tomography of 
the brain. NN, neural network. PPV, positive predictive value. RMSE, root mean square error.  

Reference N 
patients 

Data type Algorithm / 
architecture 

N clinical 
findings/ 
outputs 

Output Performance 

Beecy et al. 
(2018) [31] 

114 NCCTB 3D multiscale, fully 
convolutional NN 

1 Acute ischemic stroke Voxel accuracy AUC 0.97. Diagnostic 
accuracy 0.92, sensitivity 0.93, and 
specificity 0.92. Diagnosis of infarction AUC 
at an image level 0.91. Corresponding 
diagnostic accuracy 0.88, sensitivity 0.65, 
and specificity 0.91. 

Bermudez et al. 
(2019) [37] 

1,313 NCCTB 3D CNN 1 Patient age Models predicted patient age with a median 
absolute error of 9.99 years. 

Chang et al. 
(2018) [22] 

11,021 NCCTB Hybrid 3D/2D mask 
region of interest 
based CNN 

1 ICH Test set: accuracy 0.97, AUC 0.98, 
sensitivity 0.95, specificity 0.97, PPV 0.83, 
and NPV 0.99. Dice scores were 0.93, 0.86, 
and 0.77. 

Chilamkurthy 
et al. (2018)  
[38] 

313,318 NCCTB Ensemble of 
ResNet18 3D CNNs 

9 ICH, intraparenchymal haemorrhage, 
intraventricular haemorrhage, subdural 
haemorrhage, extradural haemorrhage, 
subarachnoid haemorrhage, calvarial 
fractures, midline shift, mass effect 

AUCs: intraparenchymal haemorrhage 0.90, 
0.95; intraventricular haemorrhage 0.96, 
0.93; subdural haemorrhage 0.92, 0.95; 
extradural haemorrhage 0.93, 0.97; 
subarachnoid haemorrhage 0.90, 0.96; 
calvarial fractures 0.92, 0.96; midline shift 
0.93, 0.97; mass effect 0.86, 0.92. 

Dai et al. (2020)  
[39] 

311 CTA ResNet-50 region- 
based CNN 

1 Cerebrovascular aneurysms Sensitivity 0.92. 

Dourado et al. 
(2019) [32] 

50 NCCTB 3D CNN 2 ICH, ischaemic stroke Accuracy, F1-score, recall and precision 
1.00. 

Farzaneh et al. 
(2020) [27] 

110 NCCTB U-Net and random 
forest classifier 

1 Subdural haematoma Recall 0.79, precision 0.76, and Dice score 
0.75. 

Gao et al. (2019)  
[40] 

285 NCCTB 2D (MatConvNet) 
and 3D CNNs 

2 Alzheimer’s disease, lesion (e.g., tumour) Mean accuracy 0.88. Accuracies for 
Alzheimer’s disease, lesion and normal: 
0.85, 0.80 and 0.95. 

Grewal et al. 
(2018) [23] 

329 NCCTB DenseNet and 
bidirectional LSTM 

1 ICH Accuracy 0.82. 

Harms et al. 
(2019) [41] 

24 NCCTB Cycle-GAN and CNN 1 Image correction Superior image quality compared to the 
scatter correction method, reducing noise 
and artifact severity. 

Irene et al. 
(2020) [25] 

27 NCCTB Dynamic Graph 
CNN 

1 ICH - segmentation and approximation of 
blood volume 

Sensitivity 0.98, specificity 0.96. 

Jain et al. (2019) 
[42] 

213 NCCTB 2D and 3D U-Net 3 Acute intracranial lesions, midline shift, 
cistern volume 

Median volume differences were 0.07 mL 
for acute intracranial lesions and − 0.01 mL 
for cistern segmentation. Correlations 0.91 
for volume of intracranial lesions, 0.94 for 
volume of cisterns, and 0.93 with expert 
assessments. Median error for midline shift 
computation was − 0.22 mm. 

Jnawali et al. 
(2018) [24] 

40,367 NCCTB 3D CNN 1 ICH AUC 0.87. 

Ker et al. (2019)  
[43] 

399 NCCTB 3D CNN 1 ICH F1 scores ranged from 0.92 to 0.95. 

Klimont et al. 
(2020) [44] 

131 NCCTB U-Net and ResNet18 1 Angiography generation Dice coefficients 0.64 and 0.67. 

Kuo et al. (2019)  
[21] 

4,396 NCCTB Patch-based fully 
CNN 

1 ICH AUC 0.99. 

Murata et al. 
(2021) [45] 

236 SPECT Autoencoder and U- 
Net 

1 Image correction Mean errors < 1%. 

Nag et al. (2019)  
[28] 

48 CTB Autoencoder and 
Chan-Vese model 

1 ICH Sensitivity 0.71, PPV 0.73, Dice score 0.70. 

Nagel et al. 
(2017) [35] 

132 NCCTB e-ASPECTS software 1 ASPECT score Sensitivity 0.44, specificity 0.93, accuracy 
0.87. Noninferior to neuroradiologists. 

Ojeda et al. 
(2019) [26] 

7,112 NCCTB Aidoc CNN 1 ICH Specificity 0.99, sensitivity 0.95, accuracy 
0.98. 

Park et al. (2018) 
[46] 

65 NCCTB U-Net 1 Image correction Image noise was lower than the ground 
truth. 

Poirot et al. 
(2019) [47] 

182 Dual- 
energy CT 

2D CNN ResNet 1 Image generation Significantly lower RMSE. Spearman’s rank 
correlation coefficients for relative pixel 
intensities and correspondence for true and 
deep learning images were 0.71 and 0.62. 

Remedios et al. 
(2019) [48] 

45 NCCTB 3D CNN 1 ICH Lesion mask Dice similarity 0.64; 
correlation of segmented hematoma 
volumes vs manual 0.87. 

Shi et al. (2020)  
[49] 

3,029 CTA 3D CNN 1 Cerebrovascular aneurysms Specificity 0.99, lesion-level sensitivity 0.96 
with a Dice ratio of 0.75. 

1,539 10 Image type 

(continued on next page) 
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reduce time to diagnosis. This predictive model was implemented pro
spectively in a real-world ED setting for three-months and demonstrated 
an AUC of 0.85, reprioritizing 94 of 347 NCCTB studies to the top of the 
routine worklist, 60 of which were confirmed to contain ICH by radi
ologists. Median interpretation time in prioritized studies containing 
ICH was 96% lower (19 min) than routine studies (512 min), demon
strating a clinical benefit from using machine learning for triage [53]. 

Even in situations in which diagnosis detection may be performed by 
human operators, machine learning can play a role through the auto
mation of ancillary data, including intracranial pathology measure
ments, estimation of patient age, and improvement in image processing. 
Jain et al. developed a deep learning system to automate and improve 
the quantification of feature measurements in acute brain injury pa
tients, including the measurement of midline shift, cistern volume and 
acute intracranial lesion volume. The system correlated strongly with 
ground truth measurements by experts (0.91–0.94) and error was low 
[42]. Bermudez et al. developed a model to conduct imaging-based age 
prediction using deep convolutional features and traditional structural 
features. Models were able to predict patient age with a median absolute 
error of 9.99 years [37]. Park et al. applied deep learning to improve 
NCCTB image resolution, converting low resolution (thick slice) images 
to high resolution (thin slice) images. The model was capable of accu
rately producing high resolution images from low resolution inputs, 
reducing blur and image noise. Murata et al. applied deep learning to 
facilitate attenuation correction in single-photon emission computed 
tomography, potentially removing the need for intermediate CT imaging 
[45]. Klimont et al. applied deep learning to segment cerebral arteries on 
NCCTB scans and generate angiography images without requiring the 
administration of contrast with test dataset and cross-validation Dice 
scores of 0.638 and 0.673 [44]. Poirot et al. applied deep learning to 
improve dual-energy CT (DECT) scan processing. Their model was 
trained to generate NCCTB images from DECT images and then these 
generated NCCTB scan images were compared to true scans and those 
generated using a physics-based algorithm. Images generated using deep 
learning were significantly more similar to the true images than those 
generated using the physics-based algorithm [47]. Harms et al. applied 
generative adversarial network methods to facilitate cone-beam CT 
image correction. Their method resulted in superior image quality 
compared to scatter correction and other machine learning methods, 
with reductions in image noise and artifact severity [41]. Sugimori 
tested different image slice sample sizes and deep learning architectures 
on the problem of classifying the body region (brain, neck, chest, 
abdomen, pelvis) of non-contrast and contrast-enhanced CT images and 
demonstrated that model accuracy varied substantially depending on 
image dataset size, algorithm applied and the number of output classes 
[50]. 

Most machine learning models developed to facilitate the interpre
tation of CTB scans have demonstrated promising results, but they are 
generally narrow in focus, encompassing only a small number of clinical 
findings. In the largest study in this domain to date, Chilamkurthy et al. 
[38] developed an algorithm to identify nine clinical findings on CTB, 
including haemorrhage subtypes, calvarial fractures, midline shift and 
mass effect. Algorithms were trained and tested using datasets consisting 
of 292,223 and 21,095 CTB scans, respectively. External validation was 
conducted using 491 scans. This system achieved a level of sensitivity 

that was non-inferior to the consensus of a panel of radiologists [54]. 
AUCs were high, illustrating that deep learning algorithms can accu
rately identify CTB abnormalities requiring urgent attention. This proj
ect was a milestone in the field and highlighted the potential of applying 
deep learning to facilitate pathology detection on CTB scans. 

Most extant CTB machine learning systems remain limited, however. 
Models are rarely clinically comprehensive and most have not been 
externally validated [55]. While demonstrating high levels of classifi
cation performance, they may result in limited clinical utility, poor 
uptake, and low impact. A model capable of identifying a wide range of 
clinically critical findings simultaneously (e.g., multiple haemorrhage 
types, ischaemic stroke, fractures, mass effect, herniation, tumours, etc.) 
on CTB is expected to be much more useful to clinicians as a diagnostic 
and triage tool than a model that is only capable of identifying a few 
clinical findings. There is an opportunity to develop low bias, compre
hensive CTB deep learning systems that are more clinically useful than 
those currently in existence. 

Deep learning is a data hungry technology. A deep learning project 
may quickly become hobbled by a lack of data and it is often prohibitive 
or impractical to transfer protected health information (PHI) between 
institutions. To ameliorate this issue, Remedios et al. applied a distrib
uted approach to training deep learning models to detect ICH without 
the need to transfer PHI. They trained three models on three different 
institutional datasets and combined these models into a classification 
ensemble. The multisite ensemble achieved higher segmentation per
formance than any of the three individual models alone [48]. Although 
there have been advancements in the availability of imaging datasets to 
facilitate the development of machine learning models, the range of 
publicly available datasets remains limited and they are mostly inade
quate for the development of high performing clinically comprehensive 
models, as these public datasets often lack adequate pathology diversity, 
case volumes and diagnostic labelling. These deficiencies can lead to the 
development of narrow, brittle, and often overfitted, models that 
demonstrate deceptively strong performance on training data but 
perform poorly when externally validated [56]. These types of algo
rithms may not perform well on images acquired in different healthcare 
centres, on different scanners, or in different populations. Rare intra
cranial findings also pose a challenge due to the paucity of available 
training data in most datasets, and varying data quality can hamper 
training. Accurate models and effective validation activities generally 
require large samples of well-labelled cases to achieve high levels of 
performance and credible validation assessments. The development of 
datasets that meet adequate quality standards often requires substantial 
investment and deep medical expertise to carry out ontology tree 
development and case labelling activities. 

4. Potential future benefits of CTB machine learning systems 

A survey of current CTB machine learning systems suggests that use 
cases have been diverse with substantial opportunity for improvement. 
The creation of models that can augment the diagnostic accuracy of 
radiologists is only the first step in the successful integration of func
tional machine learning tools into clinical practice. CTB machine 
learning systems show substantial untapped promise for the improve
ment of service delivery in the developing world, treatment planning, 

Table 1 (continued ) 

Reference N 
patients 

Data type Algorithm / 
architecture 

N clinical 
findings/ 
outputs 

Output Performance 

Sugimori (2018)  
[50] 

Contrast 
& NCCTB 

AlexNet and 
GoogLeNet 

10-class accuracy 0.72, 5-class accuracy 
0.86. 

Sundaram 
(2019) [36] 

58 NCCTB Brainomix software 1 ASPECT score Agreement with neuroradiologist consensus 
(k 0.84). 

Takao et al. 
(2021) [51] 

116 Contrast 
& NCCTB 

Single-shot detector 
models 

1 Brain metastases Sensitivity 0.89, PPV 0.44.  
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patient safety, organisational efficiency, clinician capability develop
ment and quality control. Machine learning for advanced image 
enhancement and noise reduction may reduce contrast dose and radia
tion exposure for patients. Systems leveraging state-of-the-art natural 
language processing models may go beyond just providing a list of likely 
clinical findings to automatically and quickly generating accurate re
ports that mention salient negatives and offer useful relevant clinical 
conclusions. Quantitative imaging that automatically provides estimates 
of lesion volumes may facilitate triage, surgical planning and research. 
Automation and rapid delivery of objectively measured volumes and 
contours of certain pathologies (e.g., subfalcine shift, intracranial hae
morrhagic volumes and diffuse axonal injury burden) is likely to facil
itate short- and long-term outcome prediction as well as prospective 
tracking of traumatic pathologies over time. It is not unreasonable to 
envision that CTB machine learning systems will become integral to all 
components of medical care including diagnosis, treatment and follow 
up. 

Machine learning systems have the potential to improve clinical 
safety in hospitals overnight and during times of fatigue or stress thereby 
decreasing error or missed findings. For junior radiologists or on-call 
trainees with less supervision in busy teaching hospitals, these systems 
may feel like a reassuring senior colleague looking over their shoulder, 
encouraging a systematic approach and reinforcing diagnostic confi
dence. By highlighting “check areas”, they may assist in detecting pa
thologies that might otherwise have been missed or mitigate the 
occurrence of “sentinel cases” in high–risk environments. Shift 
changeovers and overnight shifts are time periods associated with 
higher risk for medical errors [57] and machine learning systems could 
assist in smoothing these periods of increased risk. These improvements 
in safety and efficiency may be especially useful in publicly funded 
systems in which resources are often limited. 

Current machine learning systems almost universally focus on 
diagnosing and delineating regions of interest for CTB pathologies at the 
time of scan acquisition. Acutely, they may be applied to aid radiogra
phers in alerting radiologists sooner to the presence of urgent findings or 
those requiring contrast administration. However, systems capable of 
projecting forward in time and visualising pathology changes over time 
without the need for re-scanning may also be useful to clinicians. These 
systems may better facilitate triage and lead to more effective identifi
cation of patients who may benefit from intervention. They may facili
tate long-term clinical planning, predicting and visualising the speed of 
cerebral atrophy in dementia, for example, or visualising the likely 
therapeutic effects of clot retrieval or neurosurgery. 

Clinical teams may use machine learning systems to meet organisa
tional metrics more effectively. EDs are required to meet targets for 
time-to-treatment or disposition. A frequent substantial bottleneck in 
the ED treatment process is the time for a radiology report to be returned 
to the treating clinician. At present, a CTB scan in some public teaching 
hospitals may take hours to be reported. In our experience, some trauma 
patients may experience hours of discomfort lying flat in the ED on 
cervical spine precautions while they wait for their CT scans to be re
ported. An automated report delivered by a well-validated machine 
learning system has the potential to markedly improve ED efficiency, 
reduce wait times and discomfort for patients and speed up the treat
ment process. 

Accurate machine learning systems may improve the efficiency, ef
ficacy and scalability of teaching and performance evaluation processes. 
Currently training often requires a consultant physician and the registrar 
to review many hundreds of cases together, which is an inefficient use of 
scarce resources. A machine learning system may offer a limitless expert 
coach for trainees, which may free up consultants to focus on clinical 
priorities. Such systems could even be used for continuing medical ed
ucation, with senior clinicians provided with a set of test cases and the 
ability to compare their performance with that of the machine learning 
system. This method may comprise an efficient form of feedback to 
facilitate clinical development, capability improvement and quality 

assurance. If needed, machine learning systems could offer remedial 
assistance in a non-confronting way for radiologists who may have fallen 
into suboptimal reporting patterns, and play the role of a “check buddy” 
for radiologists who are identified as requiring assistance. Clinicians 
managing anxiety disorders [58], in particular, may benefit from these 
diagnostic support systems. These systems have the potential to decrease 
the likelihood of long-term burnout amongst radiologists, who, like most 
medical specialists, represent a major societal investment and are 
difficult to replace. Robust quality control and service auditing processes 
are increasingly becoming contractual requisites for hospital radiology 
service providers. As the evidence mounts that machine learning deci
sion support software devices can demonstrate robust performance 
augmentation effects, these systems may become contractual re
quirements [59]. 

Machine learning systems may be used to assist clinicians in parts of 
the developing world that experience a shortage of trained radiologists. 
CT scanners may exist in some hospitals, but there may not be enough 
people trained to report the scans. Accurate machine learning systems 
would help clinicians in these resource-constrained contexts with ac
curate diagnosis and timely management and thereby facilitate im
provements to patient safety and service quality. 

In our experience, some radiologists perceive machine learning 
systems initially as a challenge to their profession, authority and careers. 
We have seen this apprehension drive competitive and defensive atti
tudes in some clinicians. We have observed encouraging signs, however, 
within a large practice currently using machine learning systems to 
facilitate radiology interpretation and diagnosis. These signs include 
subjectively improved concentration levels and a broad acceptance 
(even amongst early critics) that these systems do offer useful assistance 
and that their effects are likely to benefit patients [60]. In addition, we 
have observed renewed enthusiasm amongst radiologists for their clin
ical work. Some clinicians have commented that the machine learning 
system removes some of the drudgery of routine reporting and allows 
focus on nuanced interpretation of more challenging clinical findings 
and unusual cases. 

The risks associated with machine learning systems have been well 
described [61,62] and systems should be developed, implemented and 
evaluated rigorously and correctly to mitigate these risks [62-64]. 
Clinical safety is a core concern and it is imperative therefore to involve 
clinicians and maintain a clear understanding of the quantity and im
pacts of false positives and false negatives. Mature development of 
machine learning systems will require sufficient data quantity and 
quality, validated expert annotations, minimised overfitting, prevention 
of data leakage, maximised interpretability, effective validation and 
prospective evaluation. Mature implementation necessitates an evalua
tion of effective clinical workflow integration and change management. 
With appropriate risk management and mature development and 
implementation, applied CTB machine learning systems have the po
tential to drive substantial clinical benefits and meaningful improve
ments in healthcare [60]. 

5. Conclusion 

We are on the cusp of the implementation epoch. Developments in 
applied CTB machine learning technologies afford confidence in clinical 
finding detection and have the potential to improve healthcare effi
ciency and patient safety. More sophisticated and comprehensive CTB 
machine learning systems promise to facilitate more accurate diagnosis, 
higher quality clinical decision making, more timely treatment, error 
rate reduction, clinical audits, and education and may fundamentally 
drive better outcomes for patients. In the context of growing healthcare 
costs, strained healthcare systems across the globe, ageing populations, 
ever-increasing patient volumes, climate change and the COVID-19 
pandemic, high-quality machine learning systems may offer some 
respite in the form of system-wide quality and efficiency improvements. 
Future well-validated, low-bias, high-quality, clinically comprehensive 
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CTB machine learning systems have the potential to improve timely 
delivery of quality care to patients at scale.  
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