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Abstract 
Multi-criteria decision-making (MCDM) methods have significantly been used for evaluating and ranking critical factors with conflicting 

characteristics in different fields and disciplines. Up-to-date literature indicated no study reported which method was most suitable for assessing 
hazard, risk, and emergency assessment. Practicians were still seeking a single responsive approach to keep the computing system’s lower load. The 
recent study indicated the PCA as the predominant, and the Entropy method as the second most widely adopted method. However, there was no 
answer for a better approach between the PCA and Entropy method. The practical implication suggested that comparative analysis should always be 
conducted to each case and determine the appropriate weighting method in the relevant circumstances or business system applications. 

Keywords: PCA, Entropy, Multi-criteria decision-making, weighting methods

Received Date: March 07, 2022

Published Date: March 15, 2022
*Corresponding author: Robert M.X. Wu, School of Engineering and 
Technology, Central Queensland University, Australia

Introduction
Multi-criteria decision-making (MCDM) methods have 

significantly been used for evaluating and ranking critical factors 
with conflicting characteristics in different fields and disciplines 
[1- 4]. Literature divided MCDM methods into subjective methods, 
objective methods, and subjective and objective mixed methods. 
They depended on whether weight is calculated indirectly from 
the given methods, directly from the domain experts [4], or the 
decision-makers. Until 2019, 56 single and mixed MCDM methods 
were reported [1]. Each MCDM procedure has been developed 
with different advantages and disadvantages, however, though 
the scholars usually select an approach based on the nature and 
intricacy of the problem [5]. Up-to-date literature indicated no study 
reported which method was most suitable for evaluating hazard, 
risk, and emergency assessment. Relatively limited attention was 
paid to the appropriate selection for such decision problems [1].  

 
Practicians were still seeking a single responsive approach to keep 
the computing system’s lower load [6].

A Mini-Review on Weighting Methods
Subjective weighting methods depended on the assessments of 

decision-makers. The design and determination of weights could be 
interpreted in terms of value judgments, that methods based on the 
subjective opinions of individual experts were preferred [7]. They 
had at least two limitations: improper human judgments raising the 
level of vagueness [8] and a large number of comparisons making 
the application of the model more complex [9]. Objective methods 
determined the weight-based known evaluation information by 
solving a mathematical model, which was particularly useful in 
situations where the decision-makers did not exist, or the options 
of the decision-maker were inconsistent [4]. Several objective 
methods have mainly been used, including Criteria significance 
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Through Intercriteria Correlation (CRITIC), Entropy, FANMA, The 
Principal Component Analysis (PCA), and Technique for Order 
Preference by Similarity to Ideal Solution (TOPSIS). Subjective 
and objective-mixed methods were adopted in various studies to 
combine the advantages of different methods to make up for the 
deficiency of subjective methods and reduce the potential bias of 
a single method [7]. However, complex computing processes to the 
real-time system could significantly increase the computational 
burden for system implementation [10]. 

Which is a Better Objective Method 
Different objective methods might lead to completely different 

values in the estimates of the weights of the criteria [7]. They might 
lead to inconsistent results and other results to solve the same case 
[1,4,7]. No single method could be better for weighting the criteria 
[6]. A recent study indicated the PCA as the predominant, and the 
Entropy method as the second most widely adopted method [6]. 

The PCA method was a dimension reduction technique to 
transform a high-dimensional dataset into a low-dimensional one 
while preserving the information content [11, 12]. The main idea of 
the PCA was to analyze the characteristic properties of a covariance 
matrix to obtain the principal components of data (eigenvectors) 
and their weights (eigenvalues) by retaining the lower-order 
principal components (corresponding to the maximum eigenvalue) 
[13]. It distilled multiple, potentially correlated variables into 
new, independent constructs/factors; typically, the number of 
constructs is much smaller than the number of variables in the 
original datasets [11]. The PCA could be handy for identifying 
the most critical variables or the main contributing factors to the 
phenomenon based on the common factors under investigation: it 
might then conclude the linear relationship between variables by 
extracting the most relevant information in the datasets [11,14]. 
The PCA method could also effectively reduce computational 
complexity and rapidly select solutions to emergency decision-
making in a large dataset group [15]. Notably, the PCA method 
was sensitive to outliers in the datasets [16]. This method might 
be well-applied for developing predicting and forecasting systems. 
It could be a promising alternative for other weighting schemes 
[17]. However, the PCA method was not developed for identifying a 
subset of variables among many variables [11].

The Entropy method might establish the objective weights 
for the attributes/responses: defining the importance of every 
response but not including any thoughtfulness of the preference 
of the decision-makers [18]. It was considered suitable for all the 
decision-making processes that required weight determination 
[19]. The Entropy might deliver a quantitative measure of 
information content that could compare and analyze the effect of 
using different statistical models, algorithms, and corresponding 
tuning parameters [20]: the lower the Entropy of the criterion, the 
more valuable information the criterion contains [7]. The Entropy 
method might measure variables’ uncertainty and evaluate how 
the controlling factors influenced the outcome [21]. This method 
was highly influential in modeling and mapping different natural 
hazards [13]. Other studies also believed that the Entropy method 

allowed a quantitative appraisal of effectiveness and advantage/
cost responses [18]. The Entropy method provided higher accuracy 
than the PCA method: the higher the number of dimensions in 
the datasets, the more accurate the entropy measure. The main 
disadvantage of the entropy method for assessing weight was the 
high sensitivity or hypersensitivity of significance to the entropy 
values of various criteria [7]. But the Entropy values demonstrated 
higher sensitivity for evaluating the weight to the higher 
dimensional datasets than the lower dimensions.

Conclusion
There was no answer for a better approach between the PCA 

and Entropy method. The PCA method could be handy and rapidly 
select solutions for identifying the critical variables or factors and 
effectively used in large datasets in hazard, risk, and emergency 
decision-making. The PCA method was sensitive to outliers in the 
datasets and might be well-applied for developing predicting and 
forecasting systems. But it was not suitable for evaluating a subset 
of variables. The Entropy method might be adopted for all the 
cases requiring the MCDM. It could deliver, compare, and analyze 
different quantitative measures of information content and might 
measure variables’ uncertainty. Generally, the Entropy method 
provided higher accuracy than the PCA method. But the Entropy 
method demonstrated more heightened sensitivity to the higher 
dimensional datasets.

Although both the PCA and Entropy methods ignored decision-
maker opinions and avoided personal bias, they determined the 
weights of criteria based on the information in the decision-making 
matrix using specific mathematical models [9]. The rationality of 
all objective methods for evaluating the consequences for MCDM 
tasks was questionable: specific algorithms for accurate methods to 
assess the importance of criteria still require further study [7]. The 
practical implication suggested that comparative analysis should 
always be conducted to each case and determine the appropriate 
weighting method in the relevant circumstances or business system 
applications. 
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