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A B S T R A C T   

Background: Chest computed tomography (CT) has a high sensitivity for detecting COVID-19 lung involvement 
and is widely used for diagnosis and disease monitoring. We proposed a new image classification model, swin- 
textural, that combined swin-based patch division with textual feature extraction for automated diagnosis of 
COVID-19 on chest CT images. The main objective of this work is to evaluate the performance of the swin ar-
chitecture in feature engineering. 
Material and method: We used a public dataset comprising 2167, 1247, and 757 (total 4171) transverse chest CT 
images belonging to 80, 80, and 50 (total 210) subjects with COVID-19, other non-COVID lung conditions, and 
normal lung findings. In our model, resized 420 × 420 input images were divided using uniform square patches 
of incremental dimensions, which yielded ten feature extraction layers. At each layer, local binary pattern and 
local phase quantization operations extracted textural features from individual patches as well as the undivided 
input image. Iterative neighborhood component analysis was used to select the most informative set of features 
to form ten selected feature vectors and also used to select the 11th vector from among the top selected feature 
vectors with accuracy >97.5%. The downstream kNN classifier calculated 11 prediction vectors. From these, 
iterative hard majority voting generated another nine voted prediction vectors. Finally, the best result among the 
twenty was determined using a greedy algorithm. 
Results: Swin-textural attained 98.71% three-class classification accuracy, outperforming published deep learning 
models trained on the same dataset. The model has linear time complexity. 
Conclusions: Our handcrafted computationally lightweight swin-textural model can detect COVID-19 accurately 
on chest CT images with low misclassification rates. The model can be implemented in hospitals for efficient 
automated screening of COVID-19 on chest CT images. Moreover, findings demonstrate that our presented swin- 
textural is a self-organized, highly accurate, and lightweight image classification model and is better than the 
compared deep learning models for this dataset.   
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1. Introduction 

The COVID-19 (Coronavirus disease 2019) pandemic has claimed 
millions of lives worldwide since it is a global pandemic [1,2]. The virus 
can invade the lungs, resulting in structural alterations in lung tissues 
that may be detected on medical imaging. Computed tomography (CT) 
has been used to diagnose COVID-19 and monitor patients’ progress [3]. 
Several studies have demonstrated high sensitivity of chest CT for 
COVID-19 detection, with reports suggesting that CT abnormalities may 
precede positive virological assay results [4,5]. Chest CT also allows 
physicians to assess the pathological condition of the lungs, stage the 
disease, and formulate a treatment plan for the patient [6]. Not sur-
prisingly, interest in chest CT for diagnosing and managing COVID-19 
patients has grown apace. To harmonize the assessment and reporting 
of COVID-19 lung involvement in patients on CT images, the consensus 
COVID-19 Reporting and Data System has been developed [7], which 
uses a scaling method to visually evaluate CT images. However, this 
process can be manually intensive and is subject to human biases. 

To overcome the limitations of manual reading of medical images, 
various machine learning methods have been proposed to facilitate 
automated detection of COVID-19 using medical images, including CT 
chest (Table 1). 

Deep learning methods are frequently employed in deep models, 
with the majority of the studies reporting classification accuracy rates of 
over 90%. However, the computational complexities of these deep 
models are high, which make real-world implementation challenging. 
Hence, we have been motivated to develop an accurate yet efficient 
model for image-based COVID-19 classification using handcrafted 
feature engineering. To this end, we have been inspired by the reported 
success of computer vision-based image classification models like vision 
transformer [8], multilevel perceptron-mixer (MLP-mixer) [9], Con-
vMixer [10], and Swin transformer [11], use the strategy of dividing the 
input images into patches for multilevel downstream feature extraction. 
In this study, we adapted the Swin transformer-based patch division to 
build a new handcrafted feature engineering chest CT image classifica-
tion model for automated COVID-19 diagnosis. 

Table 1 summarizes some state-of-art Covid19 detection models. As 
highlighted in Table 1, COVID-19 detection models were used advanced 
computer vision models such as CNNs [49,50]. These models solved 
many image classification problems. Symptoms of COVID-19 can be 
seen from medical images. Hence, these models can easily attain high 
classification rates from the COVID-19 images. 

Moreover, these works generally used COVID-19, pneumonia, and 
control classes. The symptoms of these categories are different. There-
fore, advanced image classification models can detect these differences. 
The categories in our used dataset are COVID-19, control, and others. In 
the third category (other), there are variable pulmonary disorders, and 
the symptom of some of them are similar to COVID-19. Therefore, deep 
learning models (CNNs) did not attain high classification performance. 
To solve this problem, a patch-based model must be used [51]. 
Patch-based models can detect small changes since a patch-based can 
attain high classification performances [52]. In addition, the detected 
literature gaps are given below.  

- As can be seen from Table 1, most of the Covid19 detection models 
have used CNN models to get classification results since CNNs are the 
best way to get high classification for images. Nowadays, there are 
new generation approximations to get higher classification models 
than CNNs, and one of them is swin architecture. The previously 
presented models were not used swin architecture to test their 
results.  

- Most studies have used Covid, Control, and Pneumonia classes. They 
are specific disorders. We have used other classes in this work to 
classify other pulmonology disorders.  

- CNN models have a high (exponential) time burden. 

Table 1 
State-of-the-art machine learning methods for COVID-19 detection on medical 
images.  

Paper Method Dataset 
information 

Results 
(%) 

Key point(s) 

Muhammad & 
Hossain 
2021 [12] 

Convolutional 
Neural 
Network (CNN) 

3-class 
(COVID-19, 
pneumonia, 
healthy); lung 
US images; 
POCUS 
dataset [13] 

Acc: 
91.8 
Pre: 
92.5 
Rec: 
93.2  

- High-time 
complexity  

- Low accuracy  
- Small data 

Wang 2021 
[14] 

Image 
preprocessing; 
data 
augmentation; 
CNN 

4-class 
(COVID-19, 
pneumonia, 
tuberculosis, 
healthy); 
chest CT; own 
dataset 

Ma_F1: 
97.04  

- High-time 
complexity  

- Data 
augmentation 

Keidar 2021 
[15] 

Image 
preprocessing; 
data 
augmentation; 
image 
segmentation; 
ensemble CNN 
(ResNet34, 
ResNet50, 
ResNet152, 
VGG16, 
CheXpert) 

2-class 
(COVID-19, 
non-COVID- 
19); CXR 
images; own 
dataset 

Acc: 
90.3 
Spe: 
90.0 
Sen: 
90.5  

- Data 
augmentation  

- Low accuracy  
- High-time 

complexity  
- Low number 

of classes 

Kc 2021 [16] CNN 
(DenseNet121) 

4-class 
(COVID-19, 
bacterial 
pneumonia, 
viral 
pneumonia, 
healthy); CXR 
images; 
combined 2 
datasets [17, 
18] 

Acc: 
98.69 
Ma:_F1 
99.0  

- High-time 
complexity 

Ravi 2022 [19] Image 
preprocessing; 
deep feature 
extraction 
using global 
average 
pooling layer of 
EfficientNet; 
feature 
merging; 
principal 
component 
analysis; 
random forest 
& SVM 
classifiers 

2-class 
(COVID-19, 
non-COVID- 
19); CXR & 
chest CT 
images; 2 
datasets [20] 

X-ray 
Acc: 
99.48 
CT 
Acc: 
99.46  

- Low number 
of classes 

Barua 2021 
[21] 

Deep feature 
extraction 
using fully 
connected layer 
of Exemplar, 
iterative 
neighborhood 
component 
analysis feature 
selection; SVM- 
classifier 

DB1: 4-class 
(COVID-19, 
bacterial 
pneumonia, 
viral 
pneumonia, 
healthy) [22, 
23]; DB2: 
3-class 
(COVID-19, 
pneumonia, 
healthy) [17]; 
DB3: 3-class 
(COVID-19, 
pneumonia, 
healthy) [24, 
25]; DB4: 
2-class 
(COVID-19, 

DB1 
Acc: 
97.6 
DB2 
Acc 
89.96 
DB3 
Acc: 
98.84 
DB4 
Acc: 
99.64  

- High-time 
complexity 

(continued on next page) 
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- There is no need to apply augmentation. Other previously presented 
works generally used augmentation to get  

- Some of the used datasets are small. Therefore, some models used 
augmentation.  

- In Table 1, there is no feature engineering model since they cannot 
perform like CNNs. However, a highly accurate feature engineering 
model can be presented. 

As mentioned above, the researchers have generally preferred the 
popular CNNs to get high classification performances on image datasets. 
Still, CNN’s have an exponential time burden since they assign millions 
of parameters. Therefore, a lightweight model must be proposed to get 
high classification performance for COVID-19 detection. 

Motivation, innovations, and contributions are given below. 

1.1. Motivation and our model 

In this work, we have selected a relatively extensive and public CT 
dataset [33] to detect Covid19 and other disorders. The new version of 
this dataset contains three classes, and CNNs cannot have very high 
classification results (they resulted in <95% classification accuracy). 
Our main objective is to get >95% classification performance on this 
dataset with a lightweight image classification model. 

In this wprk, we have proposed a new feature engineering archi-
tecture to get a high-classification model with low-classification per-
formance. As stated in the research gap, CNNs models have generally 
been used to detect COVID-19, but these CNNs have exponential 
computational complexity. Therefore, we need both highly accurate and 
lightweight models. The best way to propose a lightweight model 
feature engineering is the best option. However, feature engineering 
models cannot get high classification performances like deep learning. 
New solutions have been presented in the literature, one of which is swin 
architecture. Our main motivation is to present a new swin-based 
feature engineering model for image classification. Therefore, we have 
used two image descriptors in this architecture: textural feature ex-
tractors. In the swin architecture, variable-sized windows have been 
used. Various local features have been extracted by extracting features 
from these windows, and the classification ability has improved. 

Our model has a multileveled feature extraction with ten layers. In 
each layer, variable-sized patches have been used. By using ten layers, 

Table 1 (continued ) 

Paper Method Dataset 
information 

Results 
(%) 

Key point(s) 

healthy); CXR 
images 

Saad 2022 [26] Image 
segmentation; 
custom- 
designed CNN-, 
ResNet18- & 
GoogleNet- 
based deep 
feature 
extraction; 
feature 
merging; 
classification 

2-class 
(COVID-19, 
non-COVID- 
19); CXR & 
CT images; 
extensive 
COVID-19 
dataset [27] 

CT 
Acc 
98.9 
X-ray 
Acc: 
99.3  

- High-time 
complexity  

- Low number 
of classes 

Sousa 2022 
[28] 

Image 
preprocessing; 
data 
augmentation; 
custom- 
designed CNN 

2-class 
(COVID-19, 
non-COVID- 
19); DB1: 
combined 2 
CXR datasets 
[17,29]; DB2: 
CXR & CT 
images [30] 

DB1 
Acc: 
97.87 
DB2 
Acc: 
98.39  

- High-time 
complexity  

- Low number 
of classes  

- Data 
augmentation 

Aslan et al. 
[31] 

CNN, iterative 
neighborhood 
component 
analysis and 
iterative 
ReliefF 

3-class 
(COVID-19, 
non-COVID- 
19, Viral 
Pneumonia) 
CXR images 
[30] 

Acc: 
99.14  

- High-time 
complexity  

- Small data 

Garg et al. [32] CNN 3- class 
(COVID-19, 
Healthy, 
Others) chest 
CT image 
dataset [33] 

Acc: 
98.83  

- High-time 
complexity  

- Data 
augmentation 

Luz et al. [34] EfficientNet 
family 

3- class 
(COVID-19, 
Normal, 
Pneumonia) 
CXR images 
[35] 

Acc: 
93.90  

- High-time 
complexity  

- Data 
augmentation 

Bhattacharyya 
[36] 

VGG-19, 
Random forest 

3- class 
(COVID-19, 
Normal, 
Pneumonia) 
CXR images 
[35] 

Acc: 
96.60  

- High-time 
complexity  

- Data 
augmentation 

Agrawal and 
Choudhary 
[37] 

CNN 3- class 
(COVID-19, 
Normal, 
Pneumonia) 
CXR images 
[35] 

Acc: 
95.20  

- High-time 
complexity  

- Data 
augmentation 

Haghanifar 
[38] 

CheXNet 2- class 
(COVID-19, 
Normal) CXR 
images [39] 

Acc: 
96.58  

- High-time 
complexity  

- Low number 
of classes  

- Data 
augmentation 

Ortiz et al. [40] CNN 3- class 
(COVID-19, 
Normal, 
Pneumonia) 
CT images 
[41] 

Acc: 
92.00 
Pre: 
69.00 
Rec: 
59.00 
F1: 
75.00  

- High-time 
complexity  

- Low accuracy 

Polat [42] Modified 
DeepLabV3+

2- class 
(COVID-19, 
Normal) CT 
images [43] 

Sen: 
90.00 
Spe: 
97.80  

- High-time 
complexity  

- Low number 
of classes  

- Low 
sensitivity 

CNN  

Table 1 (continued ) 

Paper Method Dataset 
information 

Results 
(%) 

Key point(s) 

Wang et al. 
[44] 

2- class 
(COVID-19, 
Normal) CT 
images from 
the combined 
dataset 

Acc: 
99.37 
Rec: 
99.81  

- High-time 
complexity  

- Low number 
of classes  

- Data 
augmentation 

Padmapriya 
et al. [45] 

CNN 2- class 
(COVID-19, 
Normal) CT 
images [46] 
and CXR 
images [17, 
47] 

Acc: 
99.75 
Sen: 
100.0 
Spe: 
99.00 
Pre: 
98.00 
F1: 
98.00  

- High-time 
complexity  

- Data 
augmentation  

- Low number 
of classes 

Xu et al. [48] CNN 3- class 
(COVID-19, 
Influenza-A, 
Normal) CT 
images 

Acc: 
86.70  

- High-time 
complexity  

- Low accuracy  
- Data 

augmentation 

*Acc, accuracy; CNN, convolutional neural network; CXR, chest X-ray; DB, 
database; Ma_F1, macro averaged F1 score; Pre, precision; Rec, recall; Sen, 
sensitivity; Spe, specificity; SVM, support vector machine; US, ultrasound. 
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ten feature vectors have been created. In the feature selection layer, 
iterative neighborhood component analysis (INCA) has been used to 
choose the most meaningful features from the generated features have 
been selected. The classification accuracies of these ten selected features 
have been calculated classification performances. By merging top k 
features and applying INCA 11th feature vector has been created and 
classification performances of these 11 feature vectors have been 
calculated by deploying the k nearest neighbors (kNN) classifier. To get 
the best classification performance, iterative hard majority voting 
(IHMV) has been applied. Therefore, this model is named swin-textural, 
and the proposed swin-textural generates 20 results and selects the best 
results automatically since it uses the greedy algorithm. In this respect, 
our proposed swin-textural is a self-organized image classification 
model. To test this model, we have used a publicly available Covid19 
dataset. Moreover, this dataset has been tested using popular CNN 
models. Therefore, it is very suitable to show the high classification 
performance of the presented swin-textural. 

1.2. Theoretical background 

Symptoms are in the local areas in the CT images. Therefore, a ma-
chine learning model should focus on this area to get higher classifica-
tion results, but this process is a difficult challenge for machine learning 
models. Patch-based models have been proposed to solve this problem 
without using any segmentation or pretrained algorithm. In the last of 
2020, a new patch-based deep learning model was presented, named ViT 
(vision transformer) [8]. ViT obtained higher classification performance 
than popular CNNs [53–56]. Swin transformer [11] is an improved 
version of the ViT and uses variable-sized patch division operations. By 
using this strategy, we have proposed a new feature engineering model. 
Textural feature extractors are good options for extracting distinctive 
features from the symptomatic areas since CT symptoms generally show 
textural attributes. Therefore, we have used swin architecture with ten 
layers, an iterative feature selector, feature combining-based (selecting 
the best accurate features) child feature generation, and majority voting 
to get high classification performance. Feature fusion, iterative feature 
selection, and iterative hard majority voting have been used to get the 
maximum classification performance. 

1.3. Innovations and contributions 

The innovations and contributions of the presented swin-textural are 
given below. 

1.3.1. Innovations  

- Textural feature extractors are effective but not powerful enough to 
compete with deep learning models. To increase the classification 
capability of these models, we have proposed a new feature engi-
neering architecture named swin-textural. In this architecture, ten 
types of fixed-size patch division have been used.  

- A new swin-based Covid19 detection model has been proposed. As 
stated in the literature, swin architectures (swin transformer) are 
very effective new-generation image classification models. Herein, 
we are the first team to use a swin architecture-based feature engi-
neering model for lung disorder detection as far as we know. 

1.3.2. Contributions  

- We have proposed a new lightweight model (the computational 
complexity of the presented swin-textural is linear) to get high 
classification performance from a CT image dataset.  

- Our used CT image dataset has results using variable deep-learning 
models. In this article, we aim to propose a feature engineering 
model that can be an alternative to deep learning, especially CNNs. 
The classification results showed swin-textural (98.71% 

classification accuracy) outperformed, and it is more effective than 
CNNs for this dataset. 

2. Materials and methods 

2.1. Dataset 

The study CT image dataset was downloaded from Kaggle [33]. It 
comprised three classes of 2167, 1247, and 757 (total 4171) transverse 
chest CT images belonging to 80, 80, and 50 (total 210) subjects with 
COVID-19 (“COVID-19”), other non-COVID lung conditions (“Others”), 
and normal lung findings (“Healthy”), respectively. 

2.2. Swin-textural image classification model 

We proposed a self-organized handcrafted CT image classification 
model, Swin-textural (Fig. 1), that combined computer vision-inspired 
shifted windows (Swin)-based patch division [11] with two estab-
lished textural feature extractors, local binary pattern (LBP) and local 
phase quantization (LPQ). In Swin transformers [11], the input image is 
resized to 224 × 224, and divided using 14 × 14, 28 × 28, 56 × 56, and 
112 × 112 non-overlapping square patches. In our model, we resized the 
input image to 420 × 420 and designed ten schemes of patch division 
using 20 × 20, 30 × 30, 35 × 35, 42 × 42, 60 × 60, 70 × 70, 84 × 84, 
105 × 105, 140 × 140, and 210 × 210 non-overlapping square patches, 
which yielded ten feature extraction layers, giving the model added 
optionality. At each layer, LBP and LPQ operations extracted textural 
features from individual patches and the undivided input image; all the 
features were then concatenated and fed to the iterative neighborhood 
component analysis (INCA) [57] feature selector. INCA selected the 
most informative set of features in each of the ten extracted feature 
vectors based on classification accuracies calculated using k-nearest 
neighbor (kNN) [58]. Among the resultant ten selected feature vectors, 
features from those that surpassed a preset threshold accuracy of 97.5% 
were concatenated, and INCA was again applied to create the 11th 
selected feature vector. All 11 selected feature vectors were input to kNN 
classifier to generate 11 prediction vectors. From the 11 prediction 
vectors, iterative hard majority voting (IHMV) [59] was used to generate 
another nine voted prediction vectors. Finally, the best result among the 
twenty generated vectors was determined using a greedy algorithm. 
Details of the individual steps–(1) preprocessing; (2) patch-based 
textural feature extraction; (3) feature selection; (4) classification; (5) 
majority voting; and (6) best vector selection–are explained in the 
following sections. 

2.2.1. Preprocessing 
First, the gray-level transformation was performed to facilitate the 

operations of downstream LBP and LPQ feature extraction functions. 
Next, the gray-leveled images were resized to 420 × 420 to enable the 
creation of variable-sized patches with pre-specified dimensions (Fig. 1). 
The steps of this phase are. 

Step 0: Read each CT image from the study dataset. 
Step 1: Convert the CT image into the gray-level image. 
Step 2: Resize the gray-leveled image to 420 × 420 

2.2.2. Feature extraction 
This constitutes the most novel and important phase of Swin- 

textural. Patch division of the resized input images was performed as 
described above (Fig. 1) to create ten feature extraction layers. At each 
layer, LBP and LPQ operations extracted 59 and 256 features, respec-
tively, from every patch as well as the input image. LBP is a popular 
textural feature generator that uses 3 × 3 sized overlapping matrices and 
a basic comparative function, signum, to transform the image to create a 
map, the histogram of which constitutes the feature vector. LPQ is an 
LBP-like feature generator that typically uses 5 × 5 sized overlapping 
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matrixes to extract features; the size of the matrix is a parameter for LPQ. 
In LPQ, a short-time Fourier transform is used for blurring and gener-
ating imaginary and real components. By coding these components, a bit 
array with a length of 8 (four most significant bits belong to the imag-
inary components; and the four least significant bits real components). 
Using these 8 bits calculated for every overlapping matrix, the trans-
formed image is generated, the histogram of which image is utilized as a 
feature vector, analogous to LBP. The feature extraction steps are given 
below. 

Step 3: Divide the preprocessed image into patches.   

where pk
t represents the tth patch of kth type patch division; array, length 

of the used square patch; and I, the resized 420 × 420 input image. 
Equation (1) defines the multiple patch division function. 

Step 4: Extract features from the created patches and input images 
using LBP and LPQ feature extractors. 

f k1 =ψ(ρ(I),φ(I)) (2)  

f kt+1 =ψ
(
ρ
(
pkt
)
,φ

(
pkt
))

(3)  

where fk
t represents the tth feature vector of the kth layer (the length of 

each feature vector is 315 = 59 + 256); ψ(.), concatenation function; 

ρ(.), LBP feature extraction function; and φ(.), LPQ feature extraction 
function. 

Step 5: Concatenate the generated feature vectors at each level. 

cf k =ψ
(
f k1 , f

k
2 ,…, f kt+1

)
(4)  

where cfk represents the defined concatenated features of the kth level/ 
layer. The length of the concatenated feature vector at each layer is the 
product of extracted feature vector length (315) and the number of 
feature vectors (Table 2). 

2.2.3. Feature selection 
INCA [57], an improved neighborhood component analysis (NCA), 

Fig. 1. Block diagram of the proposed Swin-textural 
model. Ten schemes of patch division produced ten 
feature extraction layers. For every resized 420 × 420 
input image, as the square patch dimensions enlarged 
incrementally 20 × 20, 30 × 30, 35 × 35, 42 × 42, 
60 × 60, 70 × 70, 84 × 84, 105 × 105, 140 × 140, 
and 210 × 210, the number of patches in successive 
layers decremented: 21 × 21, 14 × 14, 12 × 12, 10 ×
10, 7 × 7, 6 × 6, 5 × 5, 4 × 4, 3 × 3, and 2 × 2 
respectively. ac, vector accuracy; F, selected feature 
vector; f, extracted feature vector; IHMV, iterative 
hard majority voting; k, number of selected feature 
vectors with accuracy rates above preset threshold; 
kNN, k-nearest neighbor; P, patch; p, prediction vec-
tor; v, voted vector. Distance-based kNN was used as 
loss function (accuracy) calculator and classifier at 
the feature selection and classification phases, 
respectively.   

Table 2 
Lengths of concatenated feature vectors at the various feature extraction layers.  

Layer Patch size Feature vectors, n Merged feature vector length 

1 20 × 20 442 139,320 
2 30 × 30 197 62,055 
3 35 × 35 145 45,675 
4 42 × 42 101 31,815 
5 60 × 60 50 15,750 
6 70 × 70 37 11,615 
7 84 × 84 26 8190 
8 105 × 105 17 5355 
9 140 × 140 10 3150 
10 210 × 210 5 1575  

pkt (a, b) = I(i+ a − 1, j+ b − 1), i ∈
{

1, arrayk,…, 420 − arrayk + 1
}
,

j ∈
{

1, arrayk,…, 420 − arrayk + 1
}
, a ∈

{
1, 2,…, arrayk

}
, b ∈

{
1, 2,…, arrayk

}
,

array ∈ {20, 30, 35, 42, 60, 70, 84, 105, 140, 210}, k ∈ {1, 2,…, 10}, t ∈
{

1, 2,…,
420

arrayk

} (1)   
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was used to choose the most informative features from the extracted 
features. In INCA, qualified indexes are first calculated using NCA. Next, 
the iterative feature selection process is performed using the calculated 
indexes and a preset loop range, and a loss function calculator is used to 
calculate the classification accuracy of each selected feature vector. 
Finally, the feature vector with the maximum classification accuracy is 
selected. In our model, hyperparameters of the INCA function were set 
at: loop range, 100 to 1000; classifier, kNN classifier with ten-fold 
cross-validation. The detailed steps are given below. 

Step 6: Apply NCA feature selector to calculate the qualified indexes. 

idk = n
(
cf k, y

)
(5)  

where idk represents the qualified index of the kth combined feature 
vector, and y, the actual output. 

Step 7: Select the feature vectors using the defined loop. 

fvkr− fl+1(p, q) = cf k
(
k, idk(q)

)
, p ∈ {1, 2,…,D},

q ∈ {1, 2,…, r}, r ∈ {fl, fl+ 1,…, ll}
(6)  

where fv represents the selected feature vector; fl, the first loop value; ll, 
the last loop value; and D, number of images. 

Step 8: Calculate the accuracies of the selected feature vectors. 

acckr− fl+1 =K

(
fvkr− fl+1, y

)
(7)  

where K (.) represents the kNN classification function. 

Step 9: Compute indexes of the best accurate feature vectors. 

indk = argmax
(
acck

)
(8)  

where indk represents the index of the kth most accurate vector. 

Step 10: Select feature vectors using the calculated indexes in Step 9. 

Fk = fvkindk+fl− 1 (9)  

where Fk represents kth, the selected feature vector. 
In addition, we generated an 11th feature vector from the n most 

accurate feature vectors, where n was defined using a threshold value of 
classification accuracy pre-specified at 97.5%. 

Step 11: Calculate the accuracies of the selected feature vectors. 

acck =K
(
Fk, y

)
(10)   

Step 12: Merge the extracted feature vectors with classification ac-
curacies over 97.5%. 

X(p, c+ q) = Fk(p, q), if acck > 97.5%, c = c+ L (Fk),

q ∈ {1, 2,…,L (Fk)}, p ∈ {1, 2,…,D} (11)  

where X represents the merged top most accurate features; L (.), the 
length calculation function. 

Step 13: Apply the INCA feature selector to calculate the 11th feature 
vector (see Steps 6–10). 

F11 =I (X, y) (12)  

where I (.) represents the INCA feature selection function. 
The attributes of all the selected feature vectors are shown in Table 3. 

With the study dataset, n was 4, i.e., selected feature vectors from the 
fourth, fifth, sixth, and seventh layers (highlighted in bold type in 
Table 3) were used to calculate the 11th selected feature layer. The 
latter’s merged length was 2925 (=719 + 684 + 900 + 622), which was 
reduced after INCA selection to 723. 

2.2.4. Classification 
In Swin-textural, kNN, a standard shallow machine learning classi-

fier [58], was used at both feature selection and classification phases. 
For the latter, the hyperparameters were: k,1; distance, L1-norm; voting, 
none; validation, and ten-fold cross-validation. The details of the clas-
sification phase are given below. 

Step 14: Classify 11 selected features by deploying kNN classifier. 

Pru =K (Fu, y), u ∈ {1, 2,…, 11} (13)  

where Pru represents the calculated uth predicted vector. 11 prediction 
vectors were obtained. 

2.2.5. Majority voting 
IHMV [59], the mode operator and a loop to generate more than one 

voted vector, was used to obtain voted results. Our model’s loop range 
was set from 3 to 11, generating nine voted vectors. The detailed steps 
are given below. 

Step 15: Sort the generated predicted vectors in Step 14 by 
descending order of accuracy rates. 

inx=S(accu) (14)  

where inx represents the sorted indexes; and S(.), the sorting function. 

Step 16: Apply the mode operator iteratively to create voted vectors. 

vt− 2(i)=ω
(
Prinx(1)(i),Prinx(2)(i),…,Prinx(t)(i)

)
, t∈{3, 4,…, 11}, i

∈ {1, 2,…,D} (15)  

where ω(.) represents the mode operator, D is the number of observa-
tions, and v defines the voted vectors. 

2.2.6. Selection of the best result 
A greedy algorithm was used to select the best result from among the 

11 predictions and 9 voted vectors generated by kNN classifier and 
IHMV, respectively. By incorporating this final step, the Swin-textural 
model fully acquired the self-organized attribute. The steps are given 
below. 

Step 16: Calculate the accuracy rates of the generated prediction 
vectors and voted vectors. 

accu = δ(Pru, y), u ∈ {1, 2,…, 11} (16) 

Table 3 
Lengths of the selected feature vectors and the calculated accuracies.  

Feature 
vector 

Patch size/used 
features 

Length of the created feature 
vectors by INCA 

Accuracy 
(%) 

F1 20 × 20 821 87.75 
F2 30 × 30 989 96.48 
F3 35 × 35 376 96.88 
F4 42 × 42 719 98.20 
F5 60 × 60 684 97.65 
F6 70 × 70 900 98.20 
F7 84 × 84 622 97.72 
F8 105 × 105 311 97.43 
F9 140 × 140 111 97.39 
F10 210 × 210 181 96.12 
F11 F4+F5+F6+F7 723 98.47  
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accu+h = δ
(
vh, y

)
, h ∈ {1, 2,…, 9} (17)  

where δ(.) represents the accuracy calculation function, and twenty 
accuracy values were calculated. 

Step 17. Apply the greedy algorithm to choose the most accurate 
result. 

id= argmax(acc) (18)  

R=

{
Prid, id ≤ 11
vid− 11, id > 11 (19)  

where R represents the final predicted value and id, is the index of the 
most accurate predicted vector. 

The given 17 steps have been defined the proposed model. 

3. Results 

The proposed swin-textural has been tested on the Kaggle CT image 
dataset, and the results are presented in this section. 

3.1. Model construction 

The swin-textural is a parametric feature engineering model. To 
implementation of this model, we have used a simple configured com-
puter, and this model only needs a computer with ≥8 GB main memory, 
a processing unit with ≥2 GHz, and MATLAB (≥2015) programming 
environment. The first parameter of the swin-textural is the size of the 
image. Herein, we resized all images to 420 × 420 to create 10 different 
patch sizes. Then, 202, 302, 352, 422, 602, 702, 842, 1052, and 2102 sized 
patches have been used to create feature extraction layers. In the feature 
generation phase, two popular feature extraction models have been 
used: LBP and LPQ. INCA selected the most informative features. Pa-
rameters of the INCA are: loop range is from 100 to 1000 and the loss 
function: kNN with 10-fold CV. The lengths of the selected 10 feature 
vectors are 821 (F1), 989 (F2), 376 (F3), 719 (F4), 684 (F5), 622 (F6), 
900 (F7), 111 (F8), 311 (F9) and 181 (F10) respectively. We want to 
create a child feature vector (11th feature vector) using these features. 
The best accurate feature vectors have been selected to create child 
feature vector (11th feature vector). A threshold point (>97.5% classi-
fication accuracy condition) has been used to select the best feature 
vectors, and the top feature vectors have been merged. These feature 
vectors are F4, F5, F6 and F7. The length of the 11th feature vector is 
calculated as 723 (by merging F4, F5, F6 and F7 and applying INCA) and 
the best accurate vector is the 11th feature vector (it reached 98.47% 
classification accuracy). In the last phase, IHMV was used. In the IHMV, 
a mode function and a loop (from 3 to 11) have been used and 9 voted 
prediction label vectors have been created. Our proposal selected the 
best resulted voted vector by using a greedy algorithm (it selects the 
maximum accurate vector as a result). 

3.2. Performance metrics 

To evaluate the proposed swin-textural, we have used the commonly 
used performance evaluation metrics. These metrics are recall – it is 
shown class-wise classification accuracy –precision – which is a very 
important performance to demonstrate detection rate –. F1-score – this 
performance metric is the harmonic average of the recall and precision – 
and classification accuracy. The mathematical expressions of these 
performance metrics are given below. 

recall=
tp

fn+ tp
(20)  

precision=
tp

fp+ tp
(21)  

F1=
2tp

fp+ fn+ 2tp
(22)  

accuracy=
tn+ tp

fn+ fp+ tn+ tp
(23)  

Herein, the critical parameters are fn, fp, tn, tp and these parameters 
represent false negatives, false positives, true negatives, and true posi-
tives, respectively. 

3.3. Classification results 

This section gives the classification performance of the presented 
swin-textural are. Our proposed swin-textural generates 20 classification 
results (10 feature-based results+ 1 child feature vector result + 9 voted 
results) and selects the best accurate result as the final result. The 18th 
and 20th results, the best-voted results (highlighted in bold in Table 4), 
were obtained by majority voting of the top 9 and all 11 prediction 
vectors, respectively. The former (18th result), which required fewer 
predictor vectors, was selected as the final result. The confusion matrix 
of the 18th result is also shown in Fig. 2. 

By using the given confusion matrix, the comprehensive results have 
been calculated. 

3.4. Time complexity 

Processing time for grayscale conversion and image resizing in the 
preprocessing phase is dependent on size of the original image. The 
associated time complexity was O(2n) ≅ O(n), where n represents the 
size of the image. Processing time for patch division and textural feature 
extraction by the two image descriptors in the feature generation phase 
was O(2pnlogn) ≅ O(pnlogn), where p represents the number of patches, 
and the time complexities of used image descriptors are equal to O(n). 
The time complexity of the INCA function in the feature selection phase 
was O(N + IC), where N represents the complexity coefficient of the 
NCA; I, the number of iterations; and C, the time burden of the kNN 
classifier. For generating the 11th feature vector using the calculated 
accuracies of the ten selected feature vectors, the time burden was 
O(10C + M) ≅ O(C + M), where M represents the length of the fea-
tures. In the kNN classification phase, the time burden was O(K). For the 

Table 4 
Performance of the predicted and voted vectors in the Swin-textural model.  

No Accuracy (%) Precision (%) Recall (%) F1 score (%) 

1 87.75 86.81 84.90 85.77 
2 96.48 95.95 95.68 95.81 
3 96.88 96.16 96.28 96.21 
4 98.20 97.78 97.87 97.82 
5 97.65 97.23 97.22 97.22 
6 97.72 97.35 97.39 97.36 
7 98.20 97.70 97.88 97.79 
8 97.39 96.62 97.26 96.91 
9 97.43 96.93 97.09 97.00 
10 96.12 94.89 95.60 95.22 
11 98.47 98.26 98.18 98.22 
12 98.59 98.31 98.30 98.30 
13 98.44 98.21 98.08 98.13 
14 98.63 98.44 98.36 98.40 
15 98.44 98.30 98.08 98.18 
16 98.61 98.43 98.37 98.40 
17 98.59 98.41 98.28 98.34 
18 98.71 98.51 98.42 98.46 
19 98.56 98.35 98.26 98.29 
20 98.71 98.46 98.45 98.44 

The ten feature extraction layers generated the first ten results; the 11th result, 
by applying iterative neighborhood component analysis function to the four 
most discriminative feature vectors; and the 12th to 20th results were generated 
by iterative hard majority voting. 
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majority voting of voted vectors, the time complexity was O(iM), where i 
represents the number of iterations of the IHMV. For the final selection 
of the best result, the time complexity was O(M). The swin-textural 
method has a linear time burden as demonstrated by the total and 
component-time complexities shown in Table 5. 

4. Discussion 

Our novel self-organizing handcrafted swin-textural CT image clas-
sification model is computationally lightweight and attained high clas-
sification performance for detecting COVID-19 on a public three-class 
chest CT image dataset [33] that had been used in training several deep 
learning models [32,60]. In our model, we modified the swin trans-
former architecture, increasing the number of patch division schemes 
from four to ten, which produced ten feature extraction layers. In each 
layer, LBP and LPQ were used to extract textural features from the in-
dividual patches as well as the input image, which were all concatenated 
to form one merged feature vector, i.e., ten feature vectors per input 
image. INCA was used to select the most discriminative features from the 
merged features vectors. An 11th feature vector was created by applying 
INCA to the threshold-specified top selected feature vectors. All 11 
selected feature vectors were fed to kNN classifier to generate 11 pre-
dicted vectors. Nine additional voted vectors were created using the 
IHMV algorithm, and the best result among the final 20 results deter-
mined using a greedy algorithm. 

From Table 3, the fourth and sixth patch division schemes, with 
patch dimensions of 42 × 42 and 70 × 70, respectively, yielded equal 

highest 98.20% classification accuracy rates on our study dataset. Even 
though LBP and LPQ extracted 59 and 256 textural features per patch or 
undivided input image, respectively, by design, LBP-based features 
predominated among the features that were selected by INCA (see 
Fig. 3). Despite the disproportionate representation of LBP among 
selected features, it is important to note that the inclusion of both image 
descriptors contributed to the overall accuracy of the model, which 
outperformed both LPB- and LPQ-based ablation models as shown in 
Fig. 4 (Table 6). 

4.1. Comparisons 

Garg et al. [32] tested 20 deep learning models on the same dataset 
as ours. Swin-textural outperformed these deep learning models, 
achieving 2.13%, 5.19%, and 7.48% higher class-wise classification 
accuracies than the next best model, EfficientNetB5, for “COVID-19”, 
“Healthy”, and “Others” classes, respectively. The comparative results 
are listed in Table 6. 

Additionally, there are two classes in the former version of this 

Fig. 2. Confusion matrix of the best calculated result. 1, 2, and 3 represent 
“COVID-19”, “Healthy”, and “Others” classes, respectively. 

Table 5 
Computational complexities of the Swin-textural model.  

Phase Time burden 

Preprocessing O(n)
Feature extraction O(pnlogn)
Feature selection O(N + IC + C + M)

Classification O(K)
Majority voting O(iM)

Selection the best result O(M)

Total O(n + pnlogn + N + IC + C + M + K + iM + M)

Fig. 3. Distribution of local binary pattern (LBP) and local phase quantization 
(LPQ) features per feature extraction layer. Except for layers 1, 2 and 10, LBP is 
the more effective feature extractor than LPQ. 

Fig. 4. Comparison of classification accuracies of deep learning models in 
Soares [32] and the Swin-textural model. The former and later reported two- 
and three-class accuracies for detection of COVID-19 on CT images. 
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dataset and these classes are COVID-19 and healthy. Other classes were 
added later. In his thesis investigating deep learning models on the same 
dataset, Soares [60] reported two-class “COVID-19” versus “Healthy” 
results. The best deep learning model, xDNN, attained 97.38% classifi-
cation accuracy, which was still lower than the 98.71% overall accuracy 
achieved by Swin-textural for three-class classification on the dataset. 

Finally, the swin-textural model performed favorably against state- 
of-the-art models for three- [32] and two-class [60] classification of 
COVID-19 on CT images. 

4.2. Ablations 

We performed ablation studies comparing the Swin-textural model 

with two classification models that combined our modified Swin ar-
chitecture with either LBP and LPQ feature extraction functions sepa-
rately (Fig. 5). The Swin-textural model outperformed both LBP-based 
and LPQ-based models by over 7% classification accuracy on the same 
dataset (Table 7). 

As stated in Table 7, the classification performance of the LBP and 
LPQ is very close. We gave the number of features per the used layers in 
Fig. 3. According to the results, the best-resulted layers are 4th and 6th 
layers since these layers yielded over 98% classification accuracy. The 
common attribute of these layers is to use more LBP features than LPQ 
features. 

In this work, we have used the INCA feature selector. INCA selects 
the best feature combination automatically. To choose the best feature 
selection, we have tested NCA (INCA uses NCA), mRMR (minimum 
redundancy maximum relevance), Chi2, and ReliefF feature selectors. 
The calculated classification accuracies for the 4th layer (this layer 
reached 98.20% classification accuracy by using INCA) have been given 
in Fig. 6. 

Fig. 6 demonstrates that the best accurate feature selector is NCA. 
Therefore, we have used INCA as a feature selector in this model. 
Moreover, k values of the kNN have been ablated in this section. We 
have selected k values from 1 to 10 for ablation, and this test was applied 
on the 4th layer. The calculated classification accuracies per the used k 
values are depicted in Fig. 7. 

Fig. 7 demonstrates that the best k value for the kNN is 1. Therefore, 
we have used 1NN as classifier. 

4.3. Highlights 

The proposed swin-textural model has the following advantages. 
First, it possesses linear time complexity and does not require heavy 
computing power or expensive hardware/software to run, which en-
hances the ease of implementation. For example, it can be used in 

Table 6 
Comparison of classification accuracies of 20 deep learning models in Garg et al. 
[32] and the Swin-textural model.  

No Model Accuracy (%) 

COVID-19 Healthy Others 

1 DenseNet121 96.99 91.93 89.66 
2 DenseNet169 97.19 91.95 89.71 
3 DenseNet201 97.23 91.97 89.89 
4 EfficientNetB0 96.33 92.01 89.80 
5 EfficientNetB1 92.76 89.65 86.23 
6 EfficientNetB2 95.30 91.97 89.31 
7 EfficientNetB3 95.80 91.94 89.52 
8 EfficientNetB4 96.34 92.20 90.09 
9 EfficientNetB5 97.59 93.22 90.77 
10 EfficientNetB6 95.97 91.77 89.63 
11 EfficientNetB7 94.32 91.61 88.56 
12 InceptionResNetv2 94.27 91.54 87.90 
13 InceptionV3 95.49 91.30 88.24 
14 ResNet101V2 93.64 90.35 87.17 
15 ResNet152V2 93.80 90.93 87.66 
16 ResNet50 96.25 91.74 89.33 
17 ResNet50V2 93.08 90.81 86.68 
18 VGG16 88.89 89.86 82.40 
19 VGG19 85.58 87.49 78.40 
20 Xception 94.70 91.79 88.54 
21 Swin-textural 99.72 98.41 97.11 

As highlighted in Table 6, the best model for this dataset is swin-textural. This 
model attained superior classification performances than other popular 20 deep 
learning models for three classes classification. 

Fig. 5. Block diagrams of the local binary pattern (LBP) and local phase 
quantization (LPQ)-based image classification models for ablations. 

Table 7 
Overall classification performances of the Swin-textural model versus local bi-
nary pattern (LBP) and local phase quantization (LPQ)-based classification 
models.  

Model Accuracy (%) Precision (%) Recall (%) F1 score (%) 

LBP 91.56 88.84 89.74 89.27 
LPQ 91.39 88.16 88.97 88.55 
Swin-textural 98.71 98.51 98.42 98.46  

Fig. 6. Classification accuracies per the used basic feature selector for the 
4th layer. 
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hospitals for automated screening of CT images for COVID-19. Second, 
the model outperforms published deep learning models, achieving 
98.71% overall classification accuracy despite using shallow hand-
crafted methods with a shorter training time cost. It is possible that 
further improvement can be obtained by optimizing and fine-tuning the 
operation processes. Third, swin-textural is a parametric model, the 
parameters in the model being the number of layers, feature extractors, 
feature selection function, classifier, and majority voting technique. By 
modifying these parameters, new generation models can be developed. 

Our limitations are given as follows. The recommended swin-textural 
attained higher classification accuracy for this dataset, but it can be 
tested on bigger datasets in the near future. Moreover, there is no fine- 
tuning operation not to increase computational complexity. On the other 
hand, by using fine-tuning, higher classification performances can be 
calculated. 

As future work, we plan to incorporate transfer learning in the ar-
chitecture for efficient deep feature engineering and explainable artifi-
cial intelligence to understand the results using our model [61–63]. In 
addition, such a deep feature engineering model may be re-purposed to 
solve other image classification problems. 

5. Conclusion 

A novel hand-modeled image classification model has been proposed 
in this research, and our proposal is named swin-textural. The recom-
mended swin-textural was tested on a public CT image dataset. Using CT 
images and a machine learning technique for COVID-19 detection is one 
of the processes that will speed up COVID-19 detection. High- 
performance machine learning methods are seen as one of the most 
important solutions to solve the bottlenecks caused by PCR testing. 
Thus, many researchers have used deep learning models to propose an 
effective COVID-19 detection model. We presented a hand-modeled 
image classification architecture and we demonstrated the superiority 
of our presented swin-textural. The important points about our proposal 
are.  

- The most suitable sizes of patches are 42 × 42 and 70 × 70 to solve 
the COVID-19 detection problem for this dataset. Using these 
patches, a classification accuracy of 98.2% was obtained.  

- The worst sizes of patches are 20 × 20 and 210 × 210 since the worst 
two results were attained using these patches.  

- The classification result of the 11th feature is the best (it reached 
98.47% overall accuracy), and the 11th feature vector is created 
using the 4th, 5th, 6th, and 7th feature vectors.  

- Swin-textural reached 98.71% overall classification accuracy.  
- The best result is a voted result. To get the best result, there is no 

need to used the 1st and 10th feature vectors (there is no need to use 
20 × 20 and 210 × 210 sized patch division).  

- LBP is a more effective feature extraction function than LPQ to get 
high classification performance for this problem. 

Swin-textural is ready to use in a medical center for COVID-19 
detection since it has attained high classification performance. Soon, 
we will develop an automated COVID-19 detection assistant and COVID- 
19 detection duration will be decreased (using PCR tests, COVID-19 
detection durations are from 6 h to 4 days), and this duration will be 
decreased from hours/days to minutes. Moreover, swin-textural is a 
parametric model, the parameters of this model are a number of layers, 
feature extractors, feature selection function, classifier and the used 
majority voting technique. By changing these parameters, new genera-
tion models can be proposed. In the future, we are planning to use 
transfer learning in this architecture and a deep feature engineering 
model will be proposed. By using this deep feature engineering model, 
other image classification problems will be solved. 
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