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Abstract: The aims of this study are to assess the impacts of accelerated climate change on summer
maximum temperatures since the early 1990s in the Australian city of Sydney’s eastern coastal and
western inland suburbs. Western Sydney currently experiences far more intense summer (December–
March) heat waves than coastal Sydney, with maximum temperatures exceeding those of coastal
Sydney by up to 10 ◦C. Aside from increased bushfire danger, extreme temperature days pose health
and socio-economic threats to western Sydney. Permutation tests of consecutive summer periods,
1962–1991 and 1992–2021, are employed to determine the differential climate change impacts on
maximum summer temperatures at two locations: Sydney and Richmond, representative of eastern
and western Sydney, respectively. Attribution of observed maximum summer temperature trends
in Sydney and Richmond was performed using machine learning techniques applied to known
Australian region oceanic and atmospheric climate drivers. It was found that there is a marked
disparity in the percentage of summer days above the 95th percentile during the accelerated climate
change period (1992–2021) between Richmond (+35%) and Sydney (−24%), relative to 1962–1991. The
climate drivers detected as attributes were similar in both Sydney and Richmond, but, unsurprisingly,
Sydney was more affected than Richmond by the oceanic climate drivers.

Keywords: Sydney eastern and western suburbs; maximum summer temperatures; climate change;
machine learning; climate drivers; attribution

1. Introduction

Increasing global emissions threaten to disproportionately impact the future of Greater
Western Sydney (GWS) [1], with some suburbs already experiencing temperatures 8 ◦C to
10.5 ◦C greater than the Sydney coastal region during heatwaves. While this disparity is
partially underpinned by western Sydney’s inadequate urban planning and its geographical
distance away from coastal sea breezes [2], a more contentious point at present is whether
the recent extreme temperatures are caused by climate change, natural variability, or both.
GWS starts approximately 30 km inland from coastal Sydney. GWS extends about another
30 km inland and includes the suburbs of Penrith, Blacktown, Liverpool, and Richmond
(Figure 1).

The impacts of rising temperatures and extreme heat are contributing to longer sum-
mers, shorter winters, and decreasing time frames for implementing bushfire management
strategies [3]. The 2019/2020 Australian bushfires were a pronounced consequence of
this warming, with a report by the Royal Commission into National Natural Disaster
Arrangements [4] highlighting that future fires will be more difficult to control as there
is less time to take precautions such as prescribed burning. With 24 million hectares of
land and ecosystems burnt, 3000 homes destroyed, and around three billion animals killed
or displaced, the ramifications of the bushfires are captured in the quote, “ . . . what was
unprecedented is now our future” [4].

Climate 2023, 11, 76. https://doi.org/10.3390/cli11040076 https://www.mdpi.com/journal/climate

https://doi.org/10.3390/cli11040076
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/climate
https://www.mdpi.com
https://orcid.org/0009-0003-7918-4876
https://orcid.org/0000-0003-0421-7744
https://orcid.org/0000-0002-7783-9440
https://orcid.org/0000-0003-4957-4008
https://doi.org/10.3390/cli11040076
https://www.mdpi.com/journal/climate
https://www.mdpi.com/article/10.3390/cli11040076?type=check_update&version=1


Climate 2023, 11, 76 2 of 20

Climate 2023, 11, x FOR PEER REVIEW 3 of 23 
 

 

statistically significant. Second, the application of a range of machine learning (ML) tech-

niques is employed to attribute the monthly maximum temperatures to identify the most 

significant Australian climate drivers for each of the two locations over the past 60 years. 

Additionally, it is of particular interest to determine how well the non-linear ML tech-

niques, including Support Vector Machines (with a range of kernels) and Random Forests, 

performed compared with multiple linear regression. 

 

Figure 1. Map of Sydney metropolitan area enclosed by dashed lines. GWS is enclosed by the dashed 

lines that includes the cities of Richmond, Penrith, Blacktown, and Liverpool. Additionally marked 

are the two Australian Bureau of Meteorology observing sites of Observatory Hill and Richmond 

RAAF Base. The detailed Sydney Metropolitan area is also shown as an inset map within Australia. 

  

Figure 1. Map of Sydney metropolitan area enclosed by dashed lines. GWS is enclosed by the dashed
lines that includes the cities of Richmond, Penrith, Blacktown, and Liverpool. Additionally marked
are the two Australian Bureau of Meteorology observing sites of Observatory Hill and Richmond
RAAF Base. The detailed Sydney Metropolitan area is also shown as an inset map within Australia.

The urban heat island effect occurs in areas where high concentrations of buildings
and manufactured surfaces, which absorb and retain heat more readily, have replaced
natural land cover. This effect is present in both coastal Sydney and GWS, exacerbating
temperatures that push the limits of human endurance [5]. The human body’s ability to cool
itself reduces at temperatures above 35 ◦C [6], especially if dewpoints are elevated, and the
effects on vulnerable populations, such as children in classrooms without air-conditioning
and low-income family households, contrasts with the effects on populations living near



Climate 2023, 11, 76 3 of 20

cooler coastal areas [7]. A report titled, ‘HeatWatch: Extreme heat in western Sydney’ by [2],
highlights the ongoing trend in rising extreme temperature days, with analysis finding that
western Sydney is projected to experience up to 46 days per year above 35 ◦C by 2090 [2].

With longer, intense summers driving more prolonged heatwaves, droughts, and
bushfires, the economic burden of dealing with these disastrous events is increasing [5].
Climate Council statistics [7] highlight that the costs associated with extreme weather
events in Australia have more than doubled since the 1970s and that Australians are five
times more likely to be displaced by such events than people living in Europe. GWS has
a higher unemployment rate and the highest proportion of low-income families in the
Sydney region [8]. The escalating climate crisis threatens to exacerbate the socioeconomic
divide and push more people into poverty. As this disparity, relative to coastal Sydney,
increases in GWS, the consequences are striking, with regions such as the Blacktown city
council implementing evacuation shelters to mitigate growing heatwave risks [9].

Two-thirds of the population growth in Sydney, by 2036, is projected to occur in
GWS, and with the increased population comes extensive infrastructure development and
a growing economy [8], one which is set to be disproportionately impacted by extreme
temperatures. Given this alarming reality, there is an urgent need to understand how
Sydney’s western suburbs differ from near-coastal suburbs in terms of temperature as well
as factors that contribute to these differences.

Recent research highlights a growing interest in understanding the roles of Australian
region climate drivers, particularly global warming, in influencing these changes. One
study [10] examined precipitation and temperature trends to understand drought condi-
tions in Canberra, a rapidly growing region in inland southeast Australia. An increase in
mean temperature was established for all seasons through permutation testing for two
20-year periods, starting in 1979. In addition, wavelet analysis was used to identify El
Niño South Oscillation (ENSO) trends over time, providing a solid rationale to attribute
climate drivers. However, the combination of linear and non-linear statistical models
concluded that the most important drivers were the Indian Ocean Dipole (IOD) and the
global warming temperature attributes. Another study investigating differences between
inland and coastal locations [11] performed a comparative study between inland Scone
and coastal Newcastle, in the Hunter region of NSW. This research performed permuta-
tion testing on the differences in mean minimum and maximum temperature across three
20-year periods; it was concluded that temperatures have strongly increased in Newcastle
since 1958. The inland location showed gradually increasing temperature but had weaker
statistically significant evidence. This comparative study of coastal and inland locations
did not attempt to link these changes to climate drivers, highlighting an overall gap in
the literature.

The above-mentioned comparative studies did attempt to link the observed changes
to climate drivers, highlighting a significant gap in the literature. Unlike those studies,
the present research aims at assessing the impacts of climate change on rising maximum
summer temperatures in Sydney, compared with those in western Sydney, with a focus on
identifying links with large-scale Australian region climate drivers.

Hence, the aims of this study are twofold. First, the maximum temperature data for two
locations, one in western Sydney and the other in coastal Sydney (see Figure 1), are split into
two 30-year periods (1962–1991 and 1992–2021). To quantify the rising temperatures over
the most recent 30-year period relative to the first 30-year period, resampling permutation
testing was employed to assess whether the observed changes are statistically significant.
Second, the application of a range of machine learning (ML) techniques is employed to
attribute the monthly maximum temperatures to identify the most significant Australian
climate drivers for each of the two locations over the past 60 years. Additionally, it is of
particular interest to determine how well the non-linear ML techniques, including Support
Vector Machines (with a range of kernels) and Random Forests, performed compared with
multiple linear regression.



Climate 2023, 11, 76 4 of 20

2. Materials and Methods
2.1. Data Sources and Pre-Processing

The time series data for the mean monthly maximum temperature were obtained from
the Australian Bureau of Meteorology (BOM) Climate Change datasets, for the coastal and
western Sydney locations, Sydney and Richmond, respectively [12]. The datasets spanned
the years 1961–2021. The BOM Climate Change data are rigorously quality controlled, and
data are included only if no errors are detected [13]. To assess the impacts of accelerated
global warming, the datasets were split into two 30-year climate periods, 1962–1991 and
1992–2021, with the second period aligning with accelerated global warming [14].

The present study focusses on the summer months, defined as December to March,
rather than December to February, consistent with [3] who found that temperatures marking
summer are not cooling until after March. They also showed that Sydney’s summer now is
28 days longer than between 1950 and 1969. Hence, March is included in our definition
of summer.

2.2. Permutation Testing

Permutation testing is a non-parametric test that makes few assumptions about the
underlying distribution, such as stationarity, making it an effective technique to test the
null hypothesis that two data groups have identical distributions [15,16]. This technique is
similar to bootstrap resampling, where a sampling distribution is built for both periods by
permuting the observed data without replacement. From the built sampling distributions,
statistical significance tests can be performed to assess the difference between the two
distributions, with the null hypothesis assuming that there is no difference between both
distributions. Permutation tests in the present study were performed to determine the
statistical significance of differences in the mean, median, and variance and in the 25th
and 90th percentiles, of maximum temperatures between the two periods, for both Sydney
and Richmond.

2.3. Wavelet Analysis

A wavelet analysis was employed on the detrended maximum temperature time series
to transform the one-dimensional time series into a two-dimensional time–frequency space
and to determine the periodicity of signals [16]. Wavelet analysis is well-suited to our data,
for detecting potential periodic climate drivers that are non-stationary and multiscale, such
as the El-Niño Southern Oscillation (ENSO). Following [17], the Morlet wavelet was used
in this study, which is described by,

ψ0(η) = π−
1
4 eiω0ηe−

η2
2 ,

where η is a non-dimensional time parameter, and ω0 is the non-dimensional frequency.
The continuous wavelet for a given time series, xn, is given by,

Wn(s) =
N−1

∑
n′=0

xn′ψ
∗
(
(n′ − n)δt

s

)
,

where n is a localized time index; s is the wavelet scale; N is the number of points in the
time series; and ∗ is the complex conjugate. For computational efficiency, the wavelet
transform is computed in the Fourier space using the discrete Fourier transform of xn:

x̂k =
1
N

N−1

∑
n=0

xne−
2πikn

N ,
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where, k = 0, 1, . . . , N− 1 is the frequency index. The Fourier transform of ψ(t/s) is given
by ψ̂(sω). Applying the convolution theorem and taking the Fourier transform provide the
wavelet transform in Fourier space:

Wη(s) =
N−1

∑
k=0

x̂kψ̂∗(sωk)eωknδt,

where

ωk =

{ 2πk
Nδt : k ≤ N

2
−2πk
Nδt : k > N

2

The local wavelet power spectrum is defined by

P(s) = |Wn(s)|2,

which provides the time evolution of periodic signals in the time series. The global power
spectrum, which is equivalent to applying a Fourier transform on the time series and
provides an overview of the dominant periodicities in the time series, can also be calcu-
lated using,

W2
(s) =

1
N

N−1

∑
n=0
|Wn(s)|2.

2.4. Machine Learning for Attribution

Machine learning techniques are used to reveal the attributes that explain trends
found in the summer monthly maximum temperature data, for both Sydney and Richmond.
The predictor variables considered are the known Australian region climate drivers, both
individually as well as two-way interactions of some of the drivers. The interactions are
obtained by scalar multiplication of the two selected climate drivers (e.g., GlobalT * DMI).
The interactions are intended to account for the compounded influences of drivers, as one
driver may reinforce another [18,19]. Other interactions considered but not included in the
study were three-way interactions and inverse relationships. They have not been assessed
because they require prohibitive amounts of time for testing.

Following the approach of [10,20], three ML approaches were chosen in reference to
capture both linear and non-linear effects. The techniques chosen were Linear Regression
(LR), Support Vector Regression (SVR), and Random Forests (RF). Each ML technique uses
expanding window cross validation and both forward and backward selection methods.

2.4.1. Linear Regression (LR)

As described by [21], linear regression is the relationship of variables established by
fitting a linear equation. Advantages of the regression model include its simplicity and
effectiveness at finding relationships between the predictors and output if they fall along a
hyperplane. For instance, if there is a curvilinear relationship, then additional quadratic
or cubic forms of a predictor can be added [22]. However, these alternatives were not
considered here because linear regression is ineffective for detecting non-linear relationships
between climate drivers and outputs. Hence, we also apply the following methods to
capture non-linear relationships between the climate drivers and response variables.

2.4.2. Support Vector Regression (SVR)

To capture non-linear effects, we employed SVR with two kernels: radial basis func-
tions and polynomial functions. Whereas linear regression seeks to find parameters so
that the model’s root sum of squares is minimized, SVR allows more flexibility to define
how much error is acceptable to fit the data. This is important as a limitation of the linear
regression is that it can be influenced by outlier points [22]. The objective function becomes
to minimize the coefficients or the L2 norm of the coefficient vector, w, given the maximum
absolute allowable error, ε. Values that fall outside this error are described by slack vari-
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ables, ξ, that measure the deviation of the data outside the ε bounds [23]. There also is
another hyperparameter, C, which can be tuned to set a tolerance for the inclusion of points
that do lie outside the initially selected error bounds.

As described by [23], the SVR techniques becomes the minimization of

1
2
‖w‖2 + C

n

∑
i=1

[ξi],

subject to

|y − wixi| ≤ ε + ξ

where y is the variable of interest being predicted, and xi are the predictors included in the
SVR model.

The linear model used for prediction is represented as:

f (x) = β +
n

∑
i=1

âiK(xi, x)

where n is the number of support vectors; β is the bias term; âi are the support vectors
(when âi 6= 0); and K is the kernel function [22,23].

When the predictors are linear, the Kernel function reduces to the form:

K(xi, x) =
m

∑
j=1

xijxj,

where m is the number of predictors.
However, some kernel functions, which have slightly different optimization problems,

can be used to capture non-linear functions, such as those used in this study [22]: polyno-
mials (poly) = (φ(xijxj) + 1)d and radial basis functions (RBF) = exp(−σ‖xij − xj‖2), where
φ and σ are scaling parameters.

2.4.3. Random Forests (RF)

Random forests are ensemble methods that take many decorrelated decision trees and
average them [21,22]. Each tree is built on a set of predictors [24], and the RF process is
described in detail by [21,22]. As [21] note, an advantage of RF is that they are relatively
simple to train and tune while also overcoming the inherent noisiness of individual trees.
In general, they also improve predictive accuracy by reducing the variance inherent in a
single tree [22]. Trees are also appropriate candidates as they capture complex structures
and relationships within the data. For this study, they can capture possible non-linear
relationships [24].

2.4.4. Forward and Backward Selection

The three ML methods are modeled on training data, using forward and backward
selection. They are described by [25]. Simply put, forward selection begins with one climate
driver and sequentially adds another, based on which additional climate driver achieves
minimal error. This process continues until the testing error is minimized. Backward
selection, in contrast, begins with all predictors and eliminates candidates until the testing
errors rise above those with all predictors.

2.4.5. Expanding Window Cross Validation

Expanding window cross-validation, e.g., [26], is one of several methods available to
avoid over-fitting of the attributes in a time series. The technique avoids the possibility
of the training datasets obtaining knowledge of the future values of the time series (the
testing data), when testing the accuracy of the predictors against the test data. Here, the
window of the training dataset was expanded in several stages until the entire time series
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was used in the modeling approach, with a fixed size of the test dataset. For example, an
initial training window of size 15 and testing window of size 5 would begin with training
a model on years 1962–1976 and testing it on the years 1977–1981; it would gradually be
expanded until the method trains a model on years 1962–2014 and tests on data from 2015
to 2019. The expanding window method was applied to a range of training and testing
window sizes. It should be noted that the availability of climate driver data resulted in the
models only being trained on data up to 2019.

2.5. Australian Climate Drivers

The climate drivers chosen here are the known influences on eastern Australian climate.
These climate drivers were chosen as they have been selected in several previous studies as
possible attributes (e.g., [19,20,27]. The drivers selected were global temperature anomalies
(GlobalT), global sea surface temperature anomalies and Tasman Sea surface temperature
anomalies (GlobalSSTA and TSSSTA, respectively), Niño3.4 anomalies (Niño3.4), the Dipole
mode index (DMI), the Southern annular mode (SAM), and the Southern oscillation index
(SOI). Note that GlobalT, SOI, and SAM are atmospheric drivers, whereas GlobalSSTA,
TSSTA, Niño3.4, and DMI are oceanic drivers.

Tasman Sea surface temperature anomalies (TSSSTA) were attained from the BOM
(Climate change and variability: Tracker: Australian timeseries graphs), and all other datasets
were obtained from the National Oceanic and Atmospheric Administration (NOAA) climate
timeseries (https://psl.noaa.gov/gcos_wgsp/Timeseries/ (accessed on 14 October 2022).

2.5.1. Global Temperature (GlobalT)

The global mean temperature is a key indicator for measuring global warming [28]
and is linked to the sharp rise in Earth’s surface temperature [29]. The present study uses
monthly global temperature datasets from the NASA GISTEMP analysis. There are two
other major data reconstructions, one by the Climatic Research Unit (CRU) of the University
of East Anglia and the other by NOAA’s National Climatic Data Centre (NCDC). However,
all three methodologies are underpinned by input data from NOAA’s Global Historical
Climatology Network (GHCN), which collects data from more than 40,000 climate stations
around the globe [29]. The data are represented as anomalies or departures from the 1951
to 1980 average [30,31].

In general, there is no consensus on how global warming will affect ENSO events
and the sea surface temperature variability associated with it [32]. However, [33] presents
strong evidence for the increase in El Niño events in the eastern Equatorial Pacific and
Central Pacific in the future as a response to global warming.

2.5.2. Global and Tasman Sea Surface Temperature Anomalies (GlobalSSTA and TSSTA)

Sea surface temperatures (SSTs) are a measure of temperature from the top millimeter
of the ocean’s surface and are an important driver of the climate [34]. SST time series are
analyzed as departures from average temperature conditions, as these anomalies are more
consistent for wider areas than actual temperatures [35].

There are two sea surface temperature anomaly (SSTA) datasets used in this analy-
sis: the global SSTA (GlobalSSTA) and the Tasman Sea SSTA (TSSSTA). The Tasman Sea
provides a smaller localized representation of the regional climate drivers around eastern
Australia. The Tasman Sea also is a global warming hotspot [36], with the warmest anoma-
lies since 1880 being recorded in 2015/2016 [37]. Increasing temperatures drive change
in the ocean circulation patterns and can result in currents changing, as evidenced by the
East Australian Current extending further south [38]. With these rising temperatures in
the Tasman Sea being more pronounced than the global temperatures [38], the impact of
this on marine life, ecosystems, and the climate becomes far reaching. At intervals of about
2–7 years, the global SSTA becomes significantly higher than usual and marks the occur-
rence of El Niño events [39,40]. These warm conditions also correlate with negative SOI
values and contribute to changes in weather patterns by imposing usual to dry conditions

https://psl.noaa.gov/gcos_wgsp/Timeseries/
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in eastern Australia [39]. The State of the Climate Report 2018 [41] highlights that oceans
around Australia have warmed by around 1 ◦C since 1910 [41].

Niño3.4 is an oceanic driver that measures the average SST between 5◦ N–5◦ S and
170◦–120◦ W and is one of indices the BOM uses to classify El Niño–Southern Oscillation, or
ENSO, phases [42,43]. ENSO is a quasi-periodic climate variation that occurs in the tropical
Pacific Ocean every 2–7 years [44]. The Australian Bureau of Meteorology (BOM) defines El
Niño phases as having significantly warmer SSTs in the equatorial pacific for a given time
of the year, with the opposite for La Niña [38]. Currently, an El Niño event is declared when
the Niño3.4 index shows temperatures 0.8 ◦C warmer than average, alongside meeting SOI
criteria. For a La Niña phase, the Niño3.4 index must be 0.8 ◦C cooler than average [42,45].
Weisheimer et al. [46] argue that ENSO phases are the most predictable climate variable,
with several current models providing predictions 6–12 months ahead. Measuring the entire
tropical Pacific through one index is difficult, so multiple indices are used to determine
ENSO events [47].

2.5.3. The Dipole Mode Index (DMI)

The dipole mode index (DMI) measures the intensity of the Indian Ocean Dipole
(IOD) [48]. It is defined as the SST anomaly gradient between the western pole of the
Arabian sea and the eastern pole to the south of Indonesia. Figure 2.4 These regions are the
west and east of the Equatorial Indian Ocean, respectively [48,49]. The IOD can coincide
with ENSO events to intensify the impacts of El Niño and La Niña [49,50]. There are three
DMI phases—neutral, positive, and negative—which usually begin around May or June
and peak between August and October [51].

During a positive IOD, there is a weakening of westerly winds near the equator from
Africa, allowing warm pools of water to shift toward the west [52]. Thus, a positive DMI
refers to the phase during which the western Equatorial region is warmer than usual, and
SSTs in the eastern region are cooler than usual. This positive SST gradient results in
lower rainfall and higher than normal temperatures across Australia during spring and
winter [51]. Conversely, a negative SST gradient is a result of intensified westerlies and
an increase in the concentration of warm waters near Australia [52], typically producing
above average rainfall over south Australia as weather systems have more moisture [51].
As such, positive IOD phases correlate with El Niño while negative phases correlate with
La Niña events [49].

2.5.4. The Southern Annular Mode (SAM)

The Southern Annular Mode (SAM) refers to the north-to-south movement of pre-
vailing westerlies in the Southern Hemisphere (SH) [51]. SAM signals capture 22–34% of
the variability in atmospheric circulation, and, consequently, SAM is seen as the leading
mode of climate variability in the SH middle and high latitudes [53]. This study uses the
methodology described by Marshall [54] to calculate SAM. SAM is an important climate
driver because of its impacts on the westerlies encircling Antarctica, and it affects both
rainfall and temperatures variations over eastern Australia.

In positive phases of SAM, the westerly winds encircling Antarctica intensify and
result in weaker westerly winds and cold fronts penetrating eastern Australia. For summer
months, this means a positive SAM is associated with increased rainfall as moist air
from the Tasman Sea is brought in by the resulting increase in easterly winds [49]. These
rainfall variabilities also influence surface temperatures, with the increased rainfall reducing
maximum temperatures across southern and eastern Australia [55]. A negative phase of
SAM is characterized by the westerly winds expanding toward Australia and can cause
lower than normal rainfall in parts of eastern Australia [49,56].



Climate 2023, 11, 76 9 of 20Climate 2023, 11, x FOR PEER REVIEW 11 of 23 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 2. (a) Sydney (Observatory Hill) mean maximum temperature for summer (December–

March) 1962–1991, (b) as in (a), except for 1992–2021, (c) Richmond mean maximum temperature 

for summer (December–March) 1962–1991, (d) as in (c), except for 1992–2021. The solid black line is 

the average of the mean maximum temperature for the summer months. The dotted lines show the 

5th and 95th percentiles (bottom and top red), 10th and 90th (bottom and top yellow), 15th and 85th 

(bottom and top green), 20th and 80th (bottom and top brown), 25th and 75th (bottom and top blue), 

and 50th percentiles (middle black) for each climate period. 

3.1.2. Box Plots 

The temperature values were converted into box plots to understand better the data 

distribution for each month and for the entire summer (December–March). These box 

plots (Figure 3) show that the medians and the variances have increased in the second 

climate period at both locations. The pronounced differences in Sydney (Figure 3a) for 

December to March indicate a possibly significant difference in medians across the two 

periods. The Richmond plots (Figure 3b) show a smaller increase except for February. For 

both regions, January is the warmest month. The Sydney plots also highlight larger upper 

Figure 2. (a) Sydney (Observatory Hill) mean maximum temperature for summer (December–March)
1962–1991, (b) as in (a), except for 1992–2021, (c) Richmond mean maximum temperature for summer
(December–March) 1962–1991, (d) as in (c), except for 1992–2021. The solid black line is the average
of the mean maximum temperature for the summer months. The dotted lines show the 5th and 95th
percentiles (bottom and top red), 10th and 90th (bottom and top yellow), 15th and 85th (bottom and
top green), 20th and 80th (bottom and top brown), 25th and 75th (bottom and top blue), and 50th
percentiles (middle black) for each climate period.

2.5.5. Southern Oscillation Index (SOI)

The SOI is an atmospheric index used by the BOM for determining the intensity
of ENSO patterns [48]. It is a measure of the normalized difference in sea level pressure
between Tahiti, in the Central Pacific, and Darwin, in the western Pacific [57]. SOI anomalies
indicate the intensity of the Walker Circulation, a large-scale atmospheric circulation over
the tropical Pacific. El Niño events are characterized by a weakening or even a reversal of
this circulation, with more convection, moist air, and below average pressure anomalies
occurring in Tahiti and the opposite occurring in the western Pacific [58]. However, a
positive SOI indicates the strengthening of easterlies and increases oceanic upwelling,
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leading to a decrease in sea surface temperature [40,59]. These anomalies often begin at the
coast but eventually shift westward along the equator and result in positive SST anomalies
over most of the equatorial Pacific which in turn, further weaken the easterly winds [58].
This coupled atmospheric and oceanic pattern is referred to as El Niño-Southern Oscillation,
or ENSO. Currently, the BOM declares a La Niña event when there have been persistent
positive SOI values about +7 or +8 or an El Niño event when there have been negative SOI
values below −7 or −8 [49].

3. Results
3.1. Exploratory Data Analysis
3.1.1. Percentile Plots

To interpret the time series, the data are plotted for both Sydney and Richmond and
are divided into two climate periods: a representative accelerated climate warming period
(1992–2021) and the immediately preceding climate period (1962–1991). These plots are
shown in Figure 2a–d, respectively. There are some pronounced differences in the two
periods. For Sydney, whereas the lower percentiles exhibit very small changes, the upper
90th and 95th percentiles have risen by 0.8 ◦C and 0.9 ◦C, respectively, over the second
climate period, 1992–2021. The variance in the 1992–2021 period has increased, and the
median maximum temperature has increased by more than half a degree, suggesting
significant warming. The upper percentile bands also have shifted upward, implying that
the Sydney summers are becoming hotter and more extreme. Notably, the change in the
Richmond median maximum temperature has increased, only by 0.18 ◦C during the second
period. However, the 90th and 95th Richmond mean maximum temperatures are very high
at 35.4 ◦C and 37.8 ◦C, respectively, which amplify any further increase.

More important is the rise of the Sydney and Richmond 90th and 95th percentiles, by
over 0.5 ◦C, with the 90th percentile of the second period even exceeding the 95th percentile
of the first climate period. The lower percentiles, such as the 20th and 25th percentiles, have
also shifted higher, indicating that the temperature range also is shifting upward. Note that
in both plots, since about 2013, temperatures have been increasing, and between 2017 and
2019 they were above the 90th percentile band. Finally, the most recent two summers, 2020
and 2021, have cooler mean maximum temperatures, having been influenced by climate
drivers La Niña and the IOD, which brought increased cloud cover and rainfall [51].

3.1.2. Box Plots

The temperature values were converted into box plots to understand better the data
distribution for each month and for the entire summer (December–March). These box plots
(Figure 3) show that the medians and the variances have increased in the second climate
period at both locations. The pronounced differences in Sydney (Figure 3a) for December
to March indicate a possibly significant difference in medians across the two periods. The
Richmond plots (Figure 3b) show a smaller increase except for February. For both regions,
January is the warmest month. The Sydney plots also highlight larger upper quartile values
in the second period than the first, suggesting an increase in upper extreme maximum
temperatures over the last 30 years. Note the trend in the data, which are more negatively
skewed in the second period compared to the first period, with more of the data shifting
upward. This likely indicates a change in the median.
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3.2. Permutation Testing

Permutation testing was performed to detect statistically significant differences be-
tween the two climate periods. The results for each month mostly affirm what was noted
in the boxplots and percentile charts (Table 1). Over the last 30 years, there has been
a clear increase in median temperatures in Sydney, with statistically significant results
(p-values < 0.05) for January (p-value = 0.002), February (p-value = 0.014), and March
(p-value = 0.011). Despite the increasing trends noted in the exploratory analysis for
Richmond, most of the differences are not statistically significant, except for January
(p-value = 0.049). Notably, January has become significantly warmer in both Sydney and
Richmond since 1992, and with the 90th percentile differences also being statistically signif-
icant, there is strong evidence that extreme temperatures have increased in January.

Table 1. p-values of difference in mean, median, variance, 25th percentile, and 95th percentile for
each summer month. p-values < 0.05 for the mean, median, and variance are in bold, as are p-values
for the changes in the 25th and 90th percentiles. Tests were conducted using 5000 resamples.

Mean Median Variance 25th Percentile 90th Percentile

Sydney

December 0.5674 0.2254 0.6450 0.8470 0.7654

January 0.0066 0.0024 0.4996 0.0340 0.0316

February 0.0490 0.0138 0.1322 0.3262 0.0300

March 0.0250 0.0112 0.2646 0.1962 0.0406

Richmond

December 0.8598 0.5884 0.5222 0.6534 0.9114

January 0.0492 0.2642 0.6308 0.1414 0.0222

February 0.3456 0.1578 0.3524 0.3748 0.6270

March 0.8912 0.8142 0.2938 0.7790 0.6814

As noted by [3], Greater Sydney summers have extended beyond February. When
the summer months (December–March) are aggregated to capture the entire summer
period, there is stronger evidence for an increase in median temperatures for both Sydney
(p-value = 0.005, Table 2) and Richmond (p-value = 0.087, Table 2). As a measure of central
tendency, the median is more appropriate than the mean because it is more robust to the
presence of outliers such as upper extreme temperature values.

Table 2. p-values for difference in mean, median, variance, 25th percentile, and 95th percentile for
entire summer months combined. Significant p-values < 0.05 are in bold, and those just above or
< 0.10 are in bold italics. Tests were conducted using 5000 resamples.

Mean Median Variance 25th Percentile 90th Percentile

Sydney 0.0026 0.0054 0.0466 0.1686 0.0008

Richmond 0.2272 0.0870 0.1040 1.0000 0.1732

3.3. Daily Data

The daily data for both regions were obtained from the Australian Bureau of Meteorol-
ogy (http://www.bom.gov.au/climate/data/index.shtml, accessed on 14 October 2022),
for the same two climate periods. To investigate the extreme daily temperatures, the upper
90th and 95th percentiles from the first climate period were used as baselines to calculate
the number of days over these percentile values for both periods. Notably, the number
of days above the 90th and 95th percentile for both periods in Sydney has not changed
significantly with p-values both greater than 0.05 (Table 3). In fact, the number of days
above the 95th percentile has decreased by about 24%, dropping from 181 days to 139 days
(Figure 4 and Table 4).

http://www.bom.gov.au/climate/data/index.shtml
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Table 3. p-values from the permutation testing of differences in the average number of summer days
above the 90th and 95th percentiles for Sydney and Richmond. Tests were conducted using 5000 resamples.

90th Percentile 95th Percentile

SYDNEY
Mean 0.9498 0.3476

Median 0.6086 0.2070

RICHMOND
Mean 0.0728 0.2036

Median 0.2120 0.7924
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Table 4. Total number of days above the 90th and 95th percentile for Sydney and Richmond. The
percentile values are computed using the first climate period.

Period Days Above 90th Percentile Days Above 95th Percentile

SYDNEY
1962–1991 358 181

1992–2021 354 139

RICHMOND
1962–1991 375 188

1992–2021 495 252

Conversely, Richmond shows clear differences, with the total number of days having
increased by 120 days for the 90th percentile and 64 days for the 95th percentile (Table 4).
The time series plot (Figure 5) visualizes this increase, with a greater number of high values
evident in the second period. The mean number of days above the 90th percentile each year
has also significantly risen (p-value = 0.0728, Table 3). However, despite a 35% increase in
the number of days above the 95th percentile, it does not represent a statistically significant
change (p = 0.236).
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3.4. Wavelet Analysis

Wavelet analysis was applied to the mean maximum temperature, for each area
and for all summers from 1962 to 2021 (Figure 6a,b). For the local wavelet spectra, the
solid, black contour is the cone of influence. The thin, dashed, black, and red contours
represent statistically significant signals at the 90th and 95th confidence levels, respectively.
The horizontal peaks in the right panel of each figure show which periodic signals are
dominant in the time series. The blue line is the global wavelet power spectrum, and the
dashed contours represent statistically significant signals at the 90% (black) and 95% (red)
confidence levels.
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3.5. Machine Learning Attribution Results 

Figure 6. (a) Sydney time wavelet analysis for summer, mean maximum temperatures. The left panel
shows the local wavelet power spectrum, and the right panel shows the global power spectrum,
(b) Richmond time wavelet analysis for summer, mean maximum temperatures. The left panel shows
the local wavelet power spectrum, and the right panel shows the global power spectrum.

The local power spectrum plot of Sydney shows statistically significant two-to-seven-
year periodicity from the late 1970s to mid-1980s. However, from the mid-1980s onward,
there is greater power, suggesting that this periodicity has more relevance since then.
Two-to-seven-year periodicities are indicative of ENSO influences, and for Sydney, ENSO
seems to strongly influence mean maximum temperature from the mid-1980s and onward.
Similarly, for Richmond, the global power spectrum shows strong statistically significant
peaks over the two-to-seven-year period, again implying the existence of an ENSO influence
on the maximum temperature. When observing how these periodic signals developed
over the time series, it is clear there is evidence of a two-to-three-year periodicity from
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the late 1970s to mid-1980s. This strengthens from the mid-1980s, and the high power
in the two-to-seven-year range suggests that ENSO has been more influential since then.
However, the global spectrum indicates statistical significance only of a two-to-five-year
periodicity. Hence, the wavelet analysis suggests that attributes such as the Niño3.4 are of
importance for both locations.

3.5. Machine Learning Attribution Results

The percentage of expanding windows for each attribute using the eight differ-
ent methods is shown in Tables 5 and 6 for Sydney and Richmond, respectively. The
most influential attributes for Sydney appear to be the TSSSTA, DMI, GlobalT * TSSSTA,
Niño3.4 * SOI, and SAM * SOI. Meanwhile, Richmond appears most influenced by DMI,
Niño3.4, GlobalT * SAM, and Niño3.4 * SOI. Additionally, SAM * SOI, DMI * GlobalSSTA,
and GlobalSSTA * TSSSTA all have a similar strong influence on Richmond mean maximum
temperature. Overall, this highlights the influence of ENSO, the Indian Ocean, SAM, and
the Tasman Sea on temperatures in both Sydney and Richmond. There also are influences
from global warming on both sites, although the influence appears strongest for Richmond
with numerous global warming indicators (as interactions with other predictors) among
the most frequently selected attributes.

Table 5. Attribute selection for Sydney data using the eight different ML techniques. The percentage
of expanding windows selecting the attribute is shown for each of the eight methods (columns 2–9).
The mean and standard deviation for rows and columns is shown.

ATTRIBUTES LR F SVM RBF F SVM Poly F RF F LR B SVM RBF B SVM Poly B RF B Mean Std Dev

DMI 92 46 69 41 74 21 38 77 57.37 24.32

GlobalSSTA 10 59 77 51 38 21 44 77 47.12 24.17

GlobalT 51 54 77 33 36 26 49 62 48.40 16.59

Niño3.4 21 64 67 49 51 31 56 74 51.60 18.26

SAM 8 44 72 49 21 15 46 90 42.95 28.21

SOI 46 49 64 51 13 28 51 85 48.40 21.56

TSSSTA 31 64 72 54 77 15 62 97 58.97 25.97

DMI * GlobalSSTA 33 49 49 31 51 23 33 74 42.95 16.26

DMI * GlobalT 36 38 46 38 77 18 36 64 44.23 18.38

DMI * Niño3.4 38 46 69 49 18 21 49 85 46.79 22.47

DMI * SAM 0 33 69 46 18 10 46 82 38.14 28.50

DMI * SOI 18 54 67 46 36 62 51 87 52.56 20.70

DMI * TSSST 3 54 62 49 44 33 44 87 46.79 24.08

GlobalSSTA * GlobalT 21 36 59 44 33 33 49 79 44.23 18.32

GlobalSSTA * Niño3.4 33 44 59 38 33 41 64 79 49.04 16.70

GlobalSSTA * SAM 13 38 44 46 15 33 44 85 39.74 22.18

GlobalSSTA * SOI 26 44 64 41 23 44 69 82 49.04 20.94

GlobalSSTA * TSSSTA 13 59 62 64 46 28 38 95 50.64 25.15

GlobalT * Niño3.4 51 38 51 41 26 54 56 64 47.76 12.10

GlobalT * SAM 41 38 54 36 56 62 56 85 53.53 15.77

GlobalT * SOI 49 41 41 36 8 41 41 77 41.67 18.83

GlobalT * TSSSTA 64 67 49 59 5 59 59 92 56.73 24.38

Niño3.4 * SAM 18 38 41 46 15 15 62 82 39.74 23.82

Niño3.4 * SOI 31 62 72 51 10 54 72 87 54.81 24.63

Niño3.4 * TSSSTA 13 49 56 49 21 21 64 87 44.87 25.46

SAM * SOI 46 44 56 51 44 41 64 90 54.49 16.20

SAM * TSSSTA 87 41 67 54 3 15 67 82 51.92 30.42

SOI * TSSSTA 8 54 64 59 8 33 64 82 46.47 27.46

Mean 32.14 48.08 60.62 46.52 32.14 32.05 52.66 81.78

Std Dev 23.28 9.48 10.54 7.98 21.65 15.23 10.84 8.67
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Table 6. Attribute selection for Richmond data using the eight different ML techniques. The percent-
age of expanding windows selecting the attribute is shown for each of the eight methods (columns
2–9). The mean and standard deviation for rows and columns is shown. Attributes are ranked from
highest to lowest mean.

ATTRIBUTES LR F SVM RBF F SVM Poly F RF F LR B SVM RBF B SVM Poly B RF B Mean Std Dev

DMI 100 62 64 36 62 46 54 79 62.82 19.81

GlobalSSTA 21 49 67 44 26 28 38 77 43.59 19.96

GlobalT 41 41 51 41 31 18 41 74 42.31 16.22

Niño3.4 79 62 69 46 46 31 56 82 58.97 17.71

SAM 23 56 67 44 23 8 49 79 43.59 24.33

SOI 21 56 64 31 31 28 46 72 43.59 18.84

TSSSTA 38 64 67 46 46 26 36 85 50.96 19.36

DMI * GlobalSSTA 62 72 62 41 44 23 59 56 52.24 15.44

DMI * GlobalT 59 59 51 44 59 23 36 77 50.96 16.59

DMI * Niño3.4 13 62 72 36 18 28 46 92 45.83 27.67

DMI * SAM 18 62 64 44 21 5 44 87 42.95 27.54

DMI * SOI 13 59 54 36 33 64 49 82 48.72 21.28

DMI * TSSST 8 62 64 59 26 23 49 90 47.44 26.86

GlobalSSTA * GlobalT 21 51 41 49 41 31 56 79 46.15 17.71

GlobalSSTA * Niño3.4 44 44 59 38 38 26 54 85 48.40 17.79

GlobalSSTA * SAM 3 46 64 41 41 28 59 85 45.83 24.61

GlobalSSTA * SOI 21 46 51 46 31 38 64 82 47.44 19.19

GlobalSSTA * TSSSTA 28 56 59 44 44 51 49 87 52.24 17.00

GlobalT * Niño3.4 23 38 56 36 23 44 54 72 43.27 16.87

GlobalT * SAM 49 41 51 49 59 36 69 77 53.85 13.84

GlobalT * SOI 15 46 49 41 13 26 51 77 39.74 21.23

GlobalT * TSSSTA 46 38 59 44 10 31 46 85 44.87 21.45

Niño3.4 * SAM 28 44 62 41 38 18 44 82 44.55 19.72

Niño3.4 * SOI 36 62 56 54 15 38 72 92 53.21 23.61

Niño3.4 * TSSSTA 5 44 69 44 21 15 64 87 43.59 28.75

SAM * SOI 62 44 64 41 51 26 54 79 52.56 16.39

SAM * TSSSTA 15 72 62 54 0 46 56 79 48.08 27.30

SOI * TSSSTA 10 56 64 38 10 36 67 90 46.47 28.00

Mean 32.14 53.30 60.07 43.04 32.14 30.04 52.20 81.14

Std Dev 23.54 9.83 7.27 6.10 16.03 12.75 9.57 7.39

4. Discussion
Analysis of Maximum Temperatures

The monthly boxplots (Figure 3) suggest that the maximum temperature medians
and ranges have increased significantly for both coastal and inland Sydney between the
climate periods of 1962–1991 and 1992–2021. In general, the largest shifts are noted for
January, implying that January, the month with the warmest summer temperatures, also
is warming fastest. The percentile charts, split across the climate periods (Figure 2), show
that some of the highest recorded summer temperatures correspond with moderate to
extreme El Niño phases. ENSO influences were also noted in the wavelets (Figure 6a,b),
with 2–7-year signals influencing temperature in both areas, supporting the reliance on
ENSO. In Sydney, mean maximum temperatures have increased strongly over the last
60 years for all months except December. Richmond’s monthly maximum temperatures
have not changed significantly, except for January. However, for entire summer periods of
December–March, maximum temperatures for both locations have increased.

Daily temperature analysis provides stronger evidence for the disparate temperatures
experienced in both areas, with the sharp rise in the number of days over the 90th and
95th percentile for Richmond (Table 1), compared to Sydney. This result is consistent
with the HeatWatch reports, which found that extreme temperature days are increasing
in Sydney’s western suburbs [2,6]. In contrast, we found that extreme temperature days
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in the summer months have been decreasing in Sydney’s coastal suburbs over the period
1992–2021 relative to the period 1962–1991. We do note that for the unexpectedly slight
decrease in the number of very hot (>90th percentile) and extreme heat (>95th percentile)
days, a possible explanation is due to increased differential heating between the hot interior
and the near-ocean water which thereby enhances the sea-breezes at the coast [60]. This
effect is also known from more recent studies [61]. Having noted January as being the
hottest month, both Sydney and Richmond exhibit the strongest evidence for January
having experienced an increased mean and 95th percentile of maximum temperature. This
reflects the fact that higher temperature values are increasing for both areas and clearly
more so for Richmond.

Machine learning attribution revealed that Sydney is mostly influenced by Tasman
SST anomalies, likely due to its coastal location. TSSSTA, GlobalSSTA, and GlobalT, all
indicators of global warming, are prominent as attributes selected. Appearing indepen-
dently and through interaction terms, we can infer that the impacts of global warming are
amplifying the influence of other atmospheric and oceanic drivers. The influence of ENSO
is also represented through the appearance of Niño3.4 in a high percentage of expanding
windows for both regions. Moreover, Niño3.4 interacting with GlobalT ranks higher for
Richmond than for Sydney. This result confirms the analysis of the Australian Bureau of
Meteorology [58] that the strongest impacts of ENSO events are usually felt inland, with
more varied effects on coastal eastern Australia. The assessment of model performance
revealed that SVR and random forests generally performed best.

5. Conclusions

This study analyzed changes in maximum summer temperatures for the Sydney
coastal location of Observatory Hill when compared with the western inland location of
Richmond, using statistical resampling methods, wavelets, and machine learning (ML)
attribution techniques. Given that Sydney’s western suburbs are projected to absorb the
majority of Sydney’s future population growth, rising temperatures will have increasing
human health, socio-economic, and urban planning impacts. Warming temperatures also
are driving significant differences in the number of extreme heat days, defined here as above
the 95th percentile, being experienced in inland suburbs compared with coastal suburbs.

Analysis of the two most recent 30-year climate periods, 1962–1991 and 1992–2021, re-
vealed increased medians and upper percentile values in the last 30 years for both locations.
This was confirmed by permutation testing of the 4-month summer December to March
periods. The results revealed significant increases in the median of maximum temperatures
both for Observatory Hill, Sydney and Richmond, coastal and inland locations, respectively.

Various climate drivers and their two-way interactions with each other were consid-
ered for ML attribution. When employing methods of linear regression, SVM with the poly
and RBF kernels, and random forests, it was SVM RBF and random forests that performed
best. The results show common, highly influential drivers for both regions: Niño3.4, DMI,
SAM * SOI, and GlobalT * SAM. Results for both Sydney and Richmond highlight the
influence of global warming indicators, both individually and in combination with other
climate drivers, in driving temperature changes.

For Sydney and Richmond, data analysis detected increasing median and 90th and
95th percentile values, suggesting that summers are becoming hotter and more extreme.
January and February are notably the warmest months.

Permutation testing of differences in the median for individual months shows that
Sydney has warmed for all months except December compared with the previous climate
period. However, January was the only statistically significant increase for Richmond.
When the entire summer period was analyzed, there is considerable evidence that median
temperatures have risen for both Sydney and Richmond.

While these results show rapidly increasing maximum summer temperatures for
Sydney compared to Richmond, the daily data analysis indicates that extreme temperature
days have increased drastically for Richmond. Using the 90th and 95th percentiles from the
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first period as a baseline, Richmond experienced an increase of 120 and 64 days, respectively,
in the second period. In contrast, for Sydney, the corresponding numbers of days shown
decreases by 4 and 52 days. These findings underline the worsening situation in western
Sydney compared with coastal Sydney.

A wavelet analysis was employed to understand periodic signals and both regions
highlight significant ENSO influences on maximum temperatures from the mid-1980s
onward. Applying ML techniques with expanding window cross-validation indicates that
both Richmond and coastal Sydney share the common influential climate drivers of Niño3.4,
SAM * SOI, IOD, and GlobalT * SAM. However, the Tasman Sea and Global SSTs have
had far more influence on Sydney than Richmond. When investigating the performance
of the ML techniques in this study, SVR with the polynomial function kernel and forward
selection method performed the best for both sites, because it selected the most prominent
attributes and produced lower standard deviations relative to other techniques.
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