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ABSTRACT

Graph models have been widely applied to represent the relationships between

objects or entities. In graph models, the objects or entities are represented by

vertices, and their relationships are represented by edges. In graph analysis,

a subset of vertices and edges with distinct patterns form a substructure in

the graph. Cohesive subgraphs and the shortest paths are two typical types

of substructures that are widely used in many real-world applications. Given

the importance of these substructures, in this thesis, we study the problems of

mining them on large graphs.

Firstly, we study the cohesive subgraph substructures. We propose a novel

cohesive subgraph model named the statistically significant cliques to fill the gap

where most cohesive subgraph models do not consider the statistical significance.

We propose an efficient branch-and-bound method with carefully designed prun-

ing techniques to compute the maximal significant cliques.

Secondly, we investigate the shortest path substructures. We specifically

study the shortest path counting problem, which is an important closeness metric

and also serves as the building block for betweenness centrality. We observe

the limitations of the state-of-the-art method and the opportunities to improve.

A more advanced index structure based on tree decomposition is designed for

the shortest path count computation. We also provide efficient algorithms to

construct such an index.

Thirdly, we investigated the dynamic updating of our proposed index in re-
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sponse to graph updates. To achieve this, we developed a basic updating method

that identifies the affected area in the index and updates the labels without re-

quiring a complete recomputation. We then proposed enhanced algorithms to

expedite these updates.

We conduct extensive experiments, and the results validate the effectiveness

and efficiency of our proposed methods.
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Chapter 1

INTRODUCTION

Graph models have been used to capture the relationships among entities in a

wide spectrum of applications, such as social networks [44, 75], biological net-

works [85, 80], collaboration networks [98, 97], and road networks [76, 77]. The

surge of graph-based applications has shifted the focus of research toward ad-

dressing the difficulties of graph management and analysis.

In graph analysis, substructures play a crucial role. Substructures are smaller

components of a larger graph with specific patterns or structures. The usefulness

of these substructures extends to a range of applications, such as detecting social

network patterns [20] or scrutinizing the architecture of a protein [104]. By

studying these substructures, analysts can gain insights into the overall structure

of a graph and potentially uncover important relationships or trends.

Cohesive subgraphs and shortest paths are two representative substructures

in graph analysis. Cohesive subgraphs are subgraphs that are more strongly

connected than the rest of the graph. The shortest paths, on the other hand,

are paths between two vertices in a graph that have the smallest lengths. This

thesis will study the substructure mining problems from these two aspects.

1



Chapter 1 1.1. SIGNIFICANT CLIQUE COMPUTATION

1.1 Significant Clique Computation

Discovering cohesive subgraphs has been recognized as a fundamental problem

with numerous applications like detecting social communities [96, 35] and mining

protein complexes [65]. This report aims to mine statistically significant cohesive

subgraphs, which have never been considered in previous studies. Generally,

the task identifies a set of densely connected subgraphs with certain properties

beyond the standard distribution.

v3

v12

v5

v7
v6

v4

v8

v11 v9

v13

v14

v10

v15v1

v2
v16 v17

B

B AB
AB
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B

B

AAB

B

AB A A

B

AB
AB

Figure 1.1: A labeled graph G and maximal (k, θ)-significant cliques in G given
k = 4, θ = 6.0, pA = 0.8, and pB = 0.2

Many efforts have been made on extracting significant substructures [81, 49,

87, 110] among the studies for mining subgraph patterns. Several works study the

problem of frequent subgraph mining [87, 110], where a subgraph is considered

to be significant if its frequency exceeds a predefined threshold. However, the

subgraph frequency only considers the structural property, while vertices in a

tremendous amount of real-world graphs are always associated with a set of

labels or attributes. For example, in a protein-protein-interaction network, each

vertex represents a protein, and the labels may represent protein functionalities.

To capture the label statistics in significant subgraph mining, Arora et al. studied

the problem of computing statistically significant connected subgraphs [9].

2



1.1. SIGNIFICANT CLIQUE COMPUTATION Chapter 1

In statistics, the significance provides the evidence concerning the plausibil-

ity of the null hypothesis, which hypothesizes that the data distribution is only

affected by random chance. If we have evidence to reject the null hypothesis,

the corresponding result is considered statistically significant. In the statisti-

cally significant connected subgraph model, the null hypothesis is that the labels

on each vertex are assumed to be assigned independently and randomly from

a fixed probability distribution. The deviation between the actual labels and

the expected labels measures the statistical significance and is computed via a

function called chi-square statistic [88], which has also been used in many other

works [9, 38, 107, 111]. The higher the chi-square, the higher the statistical sig-

nificance [9, 87]. In this report, we also evaluate the significance by the chi-square

statistic. Given a set of vertices U and their labels, the chi-square statistic is

formally defined as follows.

f(U) =
l∑

i=1

(yi − ypi)
2

ypi
,

where l is the number of distinct labels, y is the total number of all labels in U ,

yi is the number of the i-th labels, and pi is the expected frequency of the i-th

label. A higher chi-square statistic means a higher deviation between the real

and expected label distributions which may indicate some intrinsic properties.

For example, the numbers of male and female staff are expected to be similar

in a company. Given the real numbers of them, a high chi-square statistic may

indicate some gender inequality in the company.

Clique is a fundamental and commonly used model for cohesive subgraph

detection [71]. An induced subgraph S is a clique if there exists an edge between

every pair of vertices in S. The clique model has drawn a great amount of

research attention, such as enumerating maximal cliques [26, 29, 5], computing

3



Chapter 1 1.1. SIGNIFICANT CLIQUE COMPUTATION

the maximum clique [67, 25], and mining clique-based subgraphs, e.g., signed

cliques [64, 53, 74]. Several other cohesive subgraph models are briefly introduced

in Section 2.1.

Our Model. Based on the concepts of chi-square statistic and clique, we pro-

pose a novel significant cohesive subgraph model, which is called (k, θ)-significant

cliques, in vertex-labeled graphs. Given a size constraint k, a significance thresh-

old θ, and a probability distribution P as the input, a (k, θ)-clique S satisfies the

following three properties: (i) S is a clique in which every pair of vertices is con-

nected; (ii) the chi-square statistic of S is at least equal to θ; and (iii) the number

of vertices in S is no smaller than k. The first two properties support us to find

significant cohesive subgraphs in the graph, and the third property helps us avoid

some small graphlets like edges and triangles. We study the problem of enumer-

ating all maximal (k, θ)-significant cliques in a graph. Given an integer k = 4,

a real value θ = 6 and a label probability distribution {pA = 0.8, pB = 0.2},

Fig. 1.1 shows an example of all maximal (k, θ)-significant cliques.

Applications. The problem of enumerating all maximal (k, θ)-significant cliques

has many applications, including but not limited to discovering influential re-

search groups in collaboration networks [57], detecting topic-centric communities

in social networks [34], and revealing important functional organizations in PPI

networks [66].

Research group discovery in co-author networks. In a co-author network (e.g.,

DBLP), two researchers are connected by an edge if they have a common pub-

lication. A researcher may have several labels or attributes, and each label

represents a conference or a journal where the researcher has a paper published.

Setting a relatively low expected frequency for some high-ranking conferences

or journals in a research domain leads to a higher chi-square statistic for groups

with more such publications. Our model can be applied to identify outstanding

4



1.1. SIGNIFICANT CLIQUE COMPUTATION Chapter 1

research groups with many high-quality publications. We have conducted a case

study on DBLP to discover such research groups. The details can be found in

Section 4.5.

Topic-centric community detection in social networks. In social networks, each

user may have several labels representing the followed topics, like soccer and

basketball. The model can help mine topic-centric communities that have a

strong association with some specific topics (or features) far beyond others.

For example, in sports marketing, it is crucial to locate the avid sports fans.

Assume that we would like to mine a set of pure “soccer” communities for recom-

mendations and advertisements. A straightforward method is to collect all the

vertices following “soccer” and compute cliques in the induced subgraph. How-

ever, this method does not consider other labels, and the resulting communities

may also be highly interested in other sports. By setting a suitable parameter,

our model can find a set of communities whose members care about “soccer” far

beyond other sports.

Organization mining in biological networks. In PPI networks, each protein is as-

signed several labels by its functionalities. By setting specific parameters, our

model can be used to identify a set of biological organizations (closely connected

proteins) with some particular statistics far beyond normal. The derived struc-

tures may play crucial roles in certain biological processes.

Note that there have been several keyword-based community models in la-

beled networks. However, they cannot easily cover our research problem and

techniques. First, existing works either cannot guarantee strong structural co-

hesion [72, 83] or focus on other cohesion models like k-core and k-truss [32]. To

the best of our knowledge, we are the first to study significant clique mining in

labeled graphs given the prevalence of the fundamental clique model. Our model

guarantees both the strongest structural cohesion and flexible keyword signifi-

5



Chapter 1 1.1. SIGNIFICANT CLIQUE COMPUTATION

cance. Second, several works only accept an input graph and cannot support

personalized keyword (distribution) queries [32, 15, 73, 72, 84]. For example,

Chu et al. [32] find cohesive subgraphs where the common pattern is frequent

in all vertices. The common pattern is generated by the algorithm. Third, sev-

eral keyword-based community detection models accept a set of keywords as the

input and only consider the existence of keywords[42, 54, 117]. Such models

compute cohesive subgraphs where each vertex covers as many given keywords

as possible. In these models, the importance of all input keywords is always

the same. By contrast, the statistical significance model provides an input of

keyword distribution. Thus, we can flexibly assign different strengths to input

keywords according to specific scenarios.

Challenges. It is challenging to compute all maximal (k, θ)-significant cliques.

First, the problem is NP-hard, which is proved in Section 3.2.2 by showing that

the maximal clique enumeration is a special case of our problem. Second, the

significance constraint in the model is not anti-monotonic. In other words, even

though we find a clique S with a chi-square statistic less than θ, a sub-clique of

S may still have a chi-square statistic larger than θ. As a result, we still need to

check every possible sub-clique of S further. Therefore, the technical challenges

include how to correctly output maximal (k, θ)-significant cliques without any

duplication and how to prune the search space effectively.

Our Solution. Based on the concept of k-core [94] and graph coloring [99] in

existing studies, we propose a basic branch-and-bound algorithm. However, the

integer k is normally small to only filter out some small motifs, which diminishes

the pruning effectiveness of basic structural rules. To improve the practical

efficiency, we observe an upper bound for the chi-square statistic of a given

vertex set (Theorem 2). Based on the upper bound, we combine the concepts of

k-core and graph coloring and derive a vertex reduction strategy with stronger

6
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structural pruning effectiveness and a statistical pruning rule. We further extend

the ideas from vertices to edges and propose an edge pruning strategy.

Contributions. We summarize the main contributions in this work as follows.

• An elegant significant cohesive subgraph model. We propose a novel subgraph

model, called (k, θ)-significant clique in labeled graphs. We prove that the

problem of computing all maximal (k, θ)-significant cliques is NP-hard.

• An algorithm for significant clique enumeration. We propose a novel branch-

and-bound algorithm to enumerate maximal (k, θ)-significant cliques without

any duplication.

• Several strategies to prune the search space. We propose two effective pruning

strategies from the perspectives of both vertex reduction and edge reduction,

which take O(m · log degmax) and O(m1.5) times, respectively. m is the number

of edges, and degmax is the maximum degree.

• Extensive performance studies. We conduct extensive experiments on seven

real-world datasets to evaluate the efficiency of our proposed algorithms. We

also conduct a case study to show the effectiveness of our model.

The details of this work are presented in Chapter 3.

1.2 Shortest Path Counting

Given the strong expressive power of the graph model, road maps are often

abstracted as graphs, aka road networks, in many real-world location-based ser-

vices and analytical tasks. In these applications, each road is represented by an

edge, and each intersection of roads is represented by a graph vertex. The real

distance of each road is modeled as a weight value for each edge in the graph.

7
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Figure 1.2: A road network G(V,E).

In analyzing road networks, the concept of the shortest path is important and

lays the foundation of many complex location-based queries, like the shortest

distance [76], kNN [77] and betweenness centrality [10]. The distance or length

of a path is the sum of weights of all edges in the path. A path p is the shortest

path if there does not exist a path with the same terminal vertices and a distance

value smaller than p. The shortest distance between two vertices is the distance

of their shortest path. It is a standard metric to evaluate how close (or similar)

the two vertices are.

A great deal of research effort has been contributed to efficiently querying

the shortest distance between query vertices in graphs [76, 46, 4, 12, 108, 118].

However, a vertex may reach multiple other vertices with the same shortest

distance, which weakens the effectiveness of the shortest distance as a closeness

metric. A recent work [115] breaks the tie by formulating the shortest path

counting problem, which aims to compute the number of shortest paths between

two query vertices in a graph. In this thesis, we study the shortest path counting

problem on road networks, where the distance is rounded to a specific precision,

e.g., meters.

In real road network applications, more shortest paths indicate more traffic

8



1.2. SHORTEST PATH COUNTING Chapter 1

options and more flexibility for route planning from the start vertex to the des-

tination. For instance, top-k nearest neighbors search aims at finding k objects

close to the query vertex from a candidate set. It is a key operator in taxi-

hailing (e.g., Uber), restaurant (e.g., Tripadvisor), and hotel recommendation

(e.g., Booking) services. A candidate object can be more desirable than others

with the same or similar distance if many shortest paths lead to the object since

we have more backup routing plans and a higher probability of avoiding traffic

jams. For example, in a movie ticket application, there are two cinemas with

the similar shortest distance to the source location. We may prefer the one with

more shortest paths considering the traffic options.

In addition to serving as a closeness metric, the shortest path count has

been used as a building block of betweenness centrality computation [82, 86].

On road networks, the betweenness centrality is widely used as a static pre-

dictor of congestion and load, which helps predict the traffic flow [60]. Given

a vertex u, the betweenness centrality of u, denoted by CB(u), is the fraction

of shortest paths passing u, i.e., CB(u) =
∑

s̸=u̸=t∈V
spcu(s,t)
spc(s,t)

, where spc(s, t) is

the number of shortest paths between s and t, and spcu(s, t) is the number of

paths passing u in spc(s, t). [86] observes that spcu(s, t) = spc(s, u) · spc(u, t) if

sd(s, u)+ sd(u, t) = sd(s, t), where sd(s, t) is the shortest distance between s and

t. Based on this property, several works precompute the shortest distances and

the shortest path counts for a set of vertex pairs to approximately compute the

betweenness centrality [90, 86, 21, 11]. The techniques in this thesis can signifi-

cantly improve the efficiency of counting shortest paths and boost the efficiency

of betweenness centrality computation in practice. Apart from road networks,

the proposed method can also be applied to other infrastructure networks, like

power grid networks and public transportation networks, which have a small tree

height [69, 19].

9
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The State-Of-The-Art Solution. The state-of-the-art algorithm for shortest

path counting is proposed in [115]. In [115], the authors devise a labeling-based

index by assigning a total order for all vertices. Specifically, for each vertex u,

they precompute the shortest distances and the shortest path counts to some

vertices with higher ranks than u in the order. To query the number of shortest

paths between two vertices u and v, they find every common vertex in the label

sets of these two vertices. Each common vertex p acts as a bridge to connect

two shortest sub-paths. The sum of two sub-paths’ distances is their distance,

and the product of two sub-paths’ counts is the number of the shortest paths

between u and v in terms of p in the index. They sum the counts for all common

vertices whose corresponding distances are the shortest between u and v.

Challenges. Their indexing scheme works well as a general method. However,

there still exist several challenges and room for improvement. First, based on

a total vertex order, a low-ranking vertex may have a large number of labels in

the index. More labels imply more index space usage and more comparisons in

the query processing. Second, they order the labels for each vertex and perform

a merge-sort-like strategy to find common vertices in query processing. Given

that the label size for each vertex is not well-bounded, the query strategy needs

to access all labels, thus incurring much time overhead. Third, to compute the

order-based labels, [115] searches every vertex in the induced subgraph of all

vertices with lower ranks. The search space can be the whole graph, which

makes the index construction inefficient in large graphs.

Our Approach. In this thesis, we propose a new labeling-based index structure

that is carefully defined for road networks and other sparse graphs. We adopt the

concept of tree decomposition [18] and propose a tree-based labeling structure,

given that real-world road networks normally have a low average degree and

small treewidth [76, 77]. Specifically, we organize all vertices in the graph into

10



1.2. SHORTEST PATH COUNTING Chapter 1

a tree structure such that there is a one-to-one correspondence between the

vertices and the tree nodes. By our indexing scheme, we only store a label for

each ancestor of a vertex in the tree, which bounds the label size of each vertex

well. In query processing, we derive several useful properties which enable us

to only consider the common ancestors of two query vertices in the tree. As

a result, we only check a small number of labels which significantly improves

the query efficiency. Our index is also a labeling-based structure and satisfies

the concept of exact shortest path covering defined in [115]. Their hub-pushing-

based index construction paradigm can be naturally adapted to construct our

tree-based index. In order to enhance indexing efficiency, we propose a new

index construction framework and avoid the costly graph search in [115]. A

crucial phase in the index construction process involves calculating the shortest

distance and path count from a vertex u to one of its ancestors v. We propose

several rules to reduce all the descendants of u in the tree while preserving the

correctness of all shortest paths in the small reduced graph. We compute the

result from u to v by utilizing the values derived in previous rounds and avoid

searching the graph by only scanning the neighbors of u in the reduced graph.

Contributions. We summarize our main contributions as follows.

• A novel tree-based index algorithm. We design a novel index structure called

TL-Index. Let n be the number of vertices, h be the treeheight, and w be

the treewidth. Our index size is bounded by O(nh), and the query time is

bounded by O(h). By contrast, the index size and the query processing time

of the state-of-the-art solution are bounded by O(nw log n) and O(w log n),

respectively [115]. As shown in our experiments ( Section 4.5), h is much

smaller than w log n in real-world graphs. For instance of the New York City

map, we have h = 505 and w log n = 2412. Therefore, our solution achieves

higher query efficiency than the state-of-the-art method with smaller space

11
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usage.

• A new index construction paradigm. We propose a new paradigm to construct

the index and two optimizations to improve efficiency. Compared to the index

construction framework proposed in [115], we improve the time complexity of

index construction from O(nh2 + nh log n) to O(nhw + n log n), because w is

typically several times smaller than h in practice.

• Extensive experiments and evaluations. We conduct extensive experiments on

14 real-world networks, including the USA map with 24 million vertices and

58 million edges. The state-of-the-art method cannot finish indexing within

24 hours on the USA map, while our proposed method only takes one hour.

On other large real-world maps, our method achieves 20 times faster index-

ing and seven times faster querying than the state-of-the-art method. The

results validate the effectiveness of our index structure and the efficiency of

the indexing algorithm.

The details of this work are presented in Chapter 4.

1.3 TL-Index Maintenance

In real-world applications, the edge weight on road networks can change. For

example, assuming that the weight on each edge indicates the average traveling

time on each road segment, it may vary between rush hour and off-peak. As the

index size is typically very large, it would be inefficient to recompute the entire

index from scratch each time we have a weight change on the road network.

Therefore, we aim to find an efficient index maintenance method for updating

the index when the weight of some edges on the road network changes.

12



1.3. TL-INDEX MAINTENANCE Chapter 1

The problem of updating tree-decomposition-based index for shortest dis-

tance queries has been studied in some existing works [113, 116]. However, their

methods cannot be directly applied to update our index for several reasons.

• First, their methods only consider the updates of the shortest distances in

the index. In our index, apart from the shortest distances, there are also

labels for the shortest path counts. It is possible that the shortest distance

between two nodes in the tree remains unchanged, but the shortest path

count may vary when the index updates. Therefore, it is necessary to

consider more elements within the index that may be impacted by the

updates.

• Second, while the shortest distance values may always exhibit the minimal-

ity property, meaning that the updated value will always be the minimum

after multiple updates, the same property does not hold for the shortest

path count values. If the same edge is updated twice, the value may be-

come incorrect. Hence, we must design the updating process cautiously to

prevent repeat updates.

• Third, the shortest distance labels in their index differ from ours. In their

index, the shortest distance between two nodes is the global shortest dis-

tance, whereas, in our index, we use the local shortest distance as described

in Section 4.4.4. This means it is unnecessary to compute the global short-

est distances during the update process.

As a result, this work presents a novel up-and-down updating paradigm to iden-

tify nodes that may be affected by the updates. Additionally, we developed a

sophisticated label update strategy to maintain our index in the presence of an

increase and decrease in the weight of the road network, respectively. Further-

more, we explore the impact of the local distance labels in our index. Following

13
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the setting of existing works [113, 116], we only consider the weight change as

the vertices and edges can be reasonably assumed to be stable since road con-

struction and destruction are rare in practice.

The details of this work are presented in Chapter 5.

1.4 Roadmap

The rest of this thesis is organized as follows. Chapter 2 discusses related works.

Chapter 3 introduces the significant clique model on large labeled graphs. Chap-

ter 4 presents the shortest-path count queries on large road networks. Chapter 5

proposes a maintenance framework for the TL-Index proposed in Chapter 4.

Chapter 6 concludes the whole thesis.
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Chapter 2

LITERATURE REVIEW

Due to the wide applications of graph substructures like cohesive subgraphs and

shortest paths, efficient computation has drawn a lot of research work. In this

chapter, we first survey the literature on cohesive subgraph mining and then the

research on shortest path queries.

2.1 Techniques for Cohesive Subgraph Mining

Significant Sub-structures on Graphs. Many real-world applications rely

on exploiting statistically significant sub-structures on graphs, which include

significant paths [102], trees [50], and subgraphs [87, 110]. Zhang et al. propose

a sampling method based on modularity to detect significant communities on

graphs [114]. He et al. utilize the p-value bound to develop a local search

algorithm to find significant subgraphs[52]. A brief survey on significant sub-

structures can be found in [28]. However, most previous works are tailored to

unlabeled graphs that ignore the label information on vertices. Arora et al.

propose a statistically significant connected subgraph model, which depicts the

label figure with chi-square statistics [9]. This model may not be applicable to
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our problem, as the connection between the nodes inside a connected subgraph

may be very loose.

Community Modeling. The community models over graphs have been ex-

tensively explored. Communities in a graph are often modeled by a group of

densely connected nodes. In the literature, various community models and algo-

rithms have been proposed, which include clique [30, 24, 25], k-core [94, 106],

k-truss [105], k-clan [70], k-plex [16], and so on. In recent years, more mod-

els for community detection that consider graph label information have also

been developed. Notable examples include the k-core-based attributed commu-

nity model [42], the truss-based attributed community model [54], the keyword-

centric attributed community searching model [117]. However, all the above

models never consider the statistical significance of the discovered community,

which cannot be directly applied to our problem.

Maximal Clique Enumeration. The clique model has a wide range of ap-

plications. The enumeration of all maximal cliques in a graph has long been

a popular problem in graph data mining. Many existing works have been put

forward to study the problem. Most of them are based on a backtracking di-

agram [24, 100, 41]. Tomita et al. [100] propose a pivoting technique which is

proved to be worst-case optimal. [41] further improves the time complexity of

maximal clique enumeration on sparse graphs. Jin et al. [58] propose an approach

combining a hybrid data structure and a new pivot selection rule to accelerate

the enumeration. [30] and [109] propose I/O efficient and distributed algorithms,

respectively. Chang et al. [26] proposes an algorithm to progressively compute

maximal cliques in polynomial delay. More recently, enumerating cliques with

additional information has been researched. For example, [112] investigates the

problem in the context of a spatial database. Li et al. [64] propose a signed

clique model on signed networks.
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2.2 Techniques for Shortest Path Queries

Shortest Distance Query in Networks. Querying the shortest distance is

one of the most critical problems in graph data analysis as it has many real-

world applications like driving directions or network routing. The Dijkstra al-

gorithm [40] is one of the most renowned algorithms for this problem. However,

when the network is large, such online algorithms may not be efficient in solving

the shortest distance queries. Thus, existing research works mainly focus on pre-

computing an effective index to accelerate query processing. For example, Gold-

berg et al. proposed an A* search method accelerated by precomputed short-

est distances [48]. Gavoille et al. studied the labeling methods for undirected

graphs [45]. There is a class of algorithms that exploits the graph hierarchies

to accelerate the query. Sanders et al. designed the Highway Hierarchies, which

imitates the natural hierarchies of road network [93]. When answering the query,

it utilizes the highway to reduce the search space. Geisberger et al. proposed

another hierarchy-based algorithm named Contraction Hierarchies [46] which re-

lies on a pre-assigned total order. It removes the less important vertices along

the pre-assigned order and generates shortcuts between the remaining vertices.

Another important class of methods for shortest distance query is hub-labeling-

based algorithms [33]. The hub labeling is also named 2-hop labeling, which

assigns a 2-hop label for each vertex in the graph. To answer the shortest dis-

tance queries, it simply joins the 2-hop labels to compute the answers. Abraham

et al. studied efficient hub-labeling algorithms for road networks [1, 2]. Ouyang

et al. leveraged the advantages of both hub labeling and hierarchy to devise a

Hierarchical 2-Hop (H2H) labeling scheme for road networks [76]. This approach

organizes the hub-labels into a tree structure and utilizes the tree decomposition

to facilitate hop-link searches. The H2H-Index assigns a label for each vertex and

at the same time preserves a hierarchy among all vertices. When query the index
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for the shortest distance between two given vertices, H2H examines their labels

for the vertices recorded in their common ancestor node to get the result. The

time complexity of this approach is O(w), where w represents the treewidth,

which is equivalent to the number of vertices recorded in the ancestor node.

Nonetheless, despite the similar tree structure used by H2H, their method isn’t

directly applicable to our scenario since it is specifically engineered for querying

the shortest distance and falls short when computing shortest path count values.

Unlike shortest distance computations, the shortest path count displays a more

intricate property, which presents a challenge in designing refined structures to

circumvent repetition or omission. Chen et al. [27] proposed the P2H method

which improves the H2H labeling scheme by reducing the label size. Akiba et al.

presented the pruned highway labeling [3] and the pruned landmark labeling [4]

for road networks and scale-free networks, respectively.

In real-world networks, the weights of edges may fluctuate over time, thereby

affecting the resulting shortest distance between vertices. Consequently, several

algorithms have been introduced to update indexes for dynamic networks. For

instance, Geisberger et al. proposed a vertex-centric method for maintaining

Contraction Hierarchies (CH) based index [47]. This method identifies the af-

fected vertices and then re-contracts the shortcut index for updated networks.

In a similar vein, Delling et al. suggested a method for maintaining overlay

graphs for the CRP algorithm [37]. Ouyang et al., on the other hand, proposed

a shortcut-centric algorithm to update the CH [78]. For the H2H index, Zhang

et al. presented a method known as DTDH for updating the shortest distance

labels [113]. Despite its effectiveness in updating tree-decomposition-based index

for shortest distance queries, as discussed in Section 1.3, this method cannot be

directly applied to our index for shortest path counting. This limitation arises

because DTDHL only contemplates the shortest distance, which is simpler to
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maintain during value changes compared to shortest path count values. More-

over, the information our index stores differs from theirs, making the application

of the DTDHL method to our index even more infeasible. On top of DTDHL,

Zhang and Yu have developed an improved method for updating the H2H in-

dex [116]. However, just like its predecessor, this method encounters significant

challenges when applied to our specific scenario.

Network Substructure Counting. Counting the occurrence of certain sub-

structures is also a fundamental problem in graph data analysis. In the liter-

ature, many research works have been done on counting small subgraphs like

motifs [23, 68] or graphlets [22]. Jain et al. proposed an elegant clique count-

ing algorithm based on classic pivoting techniques [56]. Shi et al. developed a

parallel clique counting algorithm [95]. A comparison between different k-clique

counting or listing algorithms can be found in [63].

Triangle counting has gained popularity in graph substructure counting due

to its fundamental significance in diverse fields, including social network analysis,

computational biology, and recommendation systems. The simplest method to

count triangles is a brute-force approach: enumerating all vertex triplets and

verifying if these three vertices constitute a triangle. The complexity of this

method is O(n3). However, for real-world graphs, a more efficient node-iterative

approach can be employed by examining the neighboring vertex pairs for each

vertex in the graph, reducing the time complexity to O(n · d2max).

In the literature, many methods boasting better runtime performance have

been proposed. Itai and Rodeh developed one of the earliest triangle enumer-

ation methods with a running time of O(m
3
2 ) [55]. Alon, Yuster, and Zwick

devised the AYZ method to count triangles by combining the node-iterator and

matrix multiplication [7]. Their method achieves a complexity of O(m
2γ
γ+1 ).

Due to its complex nature, researchers have sought ways to accelerate trian-
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gle counting. One such approach is approximation, with Tsourakakis et al.

proposing one of the earliest methods for approximating triangle counting named

DOULION[101].Recently, GPU-based acceleration has garnered increased inter-

est in academia. For instance, Pandey et al. proposed a vertex-centric hashing-

based method called TRUST that achieves over one trillion Traversed Edges Per

Second (TEPS) rate for triangle counting on GPUs [79]. A comprehensive survey

on triangle counting can be found in [6].

There are also many works study the counting of paths or cycles in the liter-

ature. Flum et al. proved that counting the cycles and paths of length k in both

directed and undirected graphs, parameterized by k, is #W[1]-complete [43].

Valiant proved that the s−t simple path counting problem is #P-complete [103].

Because of its #P-complete complexity, Roberts gave an estimating algorithm

to estimate the number of simple paths [91]. Given the specific query vertices

s and t, Bezakova et al. provided a shortest paths counting query method for

planar graphs [17]. Zhang et al. devised a hub-labeling-based method for short-

est path counting on large graphs [115]. There are also studies on other specific

graphs. Ren et al. studied the problem of shortest path counting in probabilistic

biological networks[89]. He et al. proposed a data structure for categorical path

counting queries, which asks the number of distinct categories on a path in a

given tree between two query nodes [51].
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Chapter 3

COMPUTING SIGNIFICANT

CLIQUES IN LARGE LABELED

NETWORKS

3.1 Chapter Overview

In this chapter, we study the significant cliques computation in large labeled net-

works. This chapter is organized as follows. Section 3.2 introduces background

knowledge and defines the problem. Section 3.3 proposes a non-trivial baseline

algorithm. Section 3.4 gives several pruning strategies. Section 3.5 presents

the final algorithm. Section 3.6 reports the performance studies. Section 3.7

concludes this chapter.

3.2 Preliminaries

We first introduce the problem definition of maximal statistical significant clique

enumeration in Section 3.2.1. The problem has two main challenges, i.e., NP-
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hard time complexity and non-monotonicity, which is illustrated in Section 3.2.2.

3.2.1 Problem Definition

We consider an undirected labeled graph G(V,E,L). V is the set of vertices.

E ⊆ (V × V ) is the set of edges. L assigns one or more labels to each vertex

from a label set L, i.e. L : V →
⋃

v∈V,Lv⊆L Lv. We use n and m to represent

|V | and |E|, respectively. Given a vertex u, the neighbor set of u is denoted by

N(u), i.e., N(u) = {v ∈ V |(u, v) ∈ E}. The degree of u is denoted by deg(u),

i.e., deg(u) = |N(u)|. A subgraph S(VS, ES) is called an induced subgraph of G

if VS ⊆ V and ES = {(u, v) ∈ E|u ∈ VS, v ∈ VS}. A subgraph S of G is a clique

if every two vertices in S are connected, i.e., ∀u, v ∈ VS, (u, v) ∈ ES. The clique

S is called a k-clique if there are k vertices in S, i.e., |VS| = k.

Given a set of vertices U ⊆ V , assume that l is the number of distinct

labels in U , i.e., l = |
⋃

u∈U L(u)|. We have an observed frequency vector Y =

{y1, y2, ..., yl}, where y =
∑l

i=1 yi =
∑

u∈U |L(u)|. Given a fixed label probability

distribution P = {p1, p2, ..., pl}, the chi-square statistic [88] (also called statistical

significance [9]) of U is defined as follows.

f(U) =
l∑

i=1

(yi − ypi)
2

ypi
=

l∑
i=1

y2i
ypi
− y (3.1)

Example 1. Given the graph G in Fig. 1.1, we consider the induced subgraph

of {v5, v6, v8}. We have two A labels and two B labels. We have l = 2. The

observed frequency vector is Y = {yA = 2, yB = 2}, and y = 4. Assume that the

probability distribution of the labels is P = {pA = 0.8, pB = 0.2}. The chi-square

of {v5, v6, v8} is 4
4×0.8

+ 4
4×0.2

− 4 = 2.25.

The chi-square statistic of a subgraph represents the deviation of the observed

label frequency from the expected frequency distribution, which is a widely used
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metric to quantify the statistical significance [88, 38, 107, 111]. Arora et al.[9]

show that the subgraph with a large chi-square statistic is considered to be

highly significant. Based on Eq. 3.1, we define a new subgraph model, called

(k, θ)-significant clique, as follows.

Definition 1. (Significant Clique) Given a graph G, a probability distribu-

tion P = {p1, p2, ..., pl}, an integer k and a real value θ, a (k, θ)-significant clique

is an induced subgraph C that satisfies the following constraints:

• Clique constraint: C is a clique;

• Chi-square constraint: f(VC) ≥ θ;

• Size constraint: |VC | ≥ k.

In Definition 1, the clique constraint ensures that the subgraph is densely

connected and can be a cohesive pattern or a social community in real-world

graphs. The chi-square constraint ensures that the subgraph is highly significant

in the given graph. The size constraint filters out small resulting motifs in the

(k, θ)-significant cliques. The probability distribution P enables flexibility to

adjust the importance of the labels.

Definition 2. (Maximal Significant Clique) A subgraph C of G is a max-

imal (k, θ)-significant clique if (i) C is a (k, θ)-significant clique, and (ii) there

is no (k, θ)-significant clique C ′ in G which contains clique C.

A (k, θ)-significant clique may contain several subgraphs which are still (k, θ)-

significant cliques. The maximality of the model reduces the redundancy in

resulting subgraphs.

Example 2. Fig. 1.1 shows an example of the maximal significant cliques. Given

k = 4, θ = 6.0, pA = 0.8 and pB = 0.2, all maximal (4, 6)-significant cliques in G
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are marked by gray. Note that if k = 3, we have f(v11, v12, v13) = 7.563. As a

result, the induced subgraph of {v11, v12, v13} is a (3, 6)-significant clique but not

maximal.

We use (k, θ)-clique to represent the maximal (k, θ)-significant clique for short

when the context is clear. Based on Definition 2, we define the research problem

as follows.

Problem Statement. Given a labeled graph G, a probability distribution P ,

an integer k and a real value θ, we aim to enumerate all maximal (k, θ)-significant

cliques in G.

Table 3.1: Frequent notations used in Chapter 3.

Notation Meaning
G = (V,E,L) undirected labeled graph

V the set of vertices
E ⊆ (V × V ) the set of edges

L : V →
⋃

v∈V,Lv⊆L Lv label assigning function
N(u) the neighbor set of u
deg(u) the degree of vertex u
degc(u) colorful degree of a vertex u
f(U) chi-square significance of vertex set U
f(u) chi-square significance of a vertex u
fn(u) neighborhood significance of a vertex fn(u)
fcn(u) colorful neighborhood significance of a vertex u
fn(u, v) support significance of an edge (u, v)

3.2.2 Hardness and Challenges.

NP-hard Time Complexity

We prove the hardness of our problem by considering a closely related problem —

maximal clique enumeration, which has been widely studied in the literature [30,

24, 100, 41]. All maximal cliques are the results of a special case of our problem.
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3.2.2 Hardness and Challenges. Chapter 3

Specifically, given k = 0 and θ = 0, the chi-square statistic of an arbitrary vertex

set is always no less than θ, and the problem of enumerating (0, 0)-significant

cliques is equivalent to the problem of maximal clique enumeration. Given that

the maximal clique enumeration problem is NP-hard, our problem is also NP-

hard.

Non-Monotonicity

Given a set S, an anti-monotonic constraint means that if S satisfies (or does

not satisfy) the constraint, any subset of S also satisfies (or does not satisfy) the

constraint. For example, the clique constraint in Definition 1 is anti-monotonic

since any subgraph of a clique is also a clique. The size constraint in Definition 1

is anti-monotonic since if a graph S has fewer than k vertices, any subgraph of S

also has fewer than k vertices. However, the chi-square constraint in Definition 1

is not anti-monotonic. In other words, given a graph S with f(VS) ≥ θ and an

arbitrary subgraph S ′ of S, we cannot derive f(VS′) ≥ θ and vise versa.

Example 3. Given the graph G in Fig. 1.1, assume that k = 4, θ = 6.0, pA = 0.8

and pB = 0.2. Considering the induced triangle of {v12, v13, v14}, we have the

chi-square value f(v12, v13, v14) = 5, which is less than the expected threshold

θ. However, we cannot remove the vertices since an induced supergraph of

{v11, v12, v13, v14} has a chi-square value 8.167. On the other hand, we consider

the vertex set {v1, v2, v10, v15, v17}, whose chi-square is 5 and less than θ. How-

ever, we still cannot remove the vertices since a subset {v1, v2, v10, v15} has a

chi-square value 7.563, which is larger than θ.

Without the anti-monotonicity, we cannot immediately borrow the idea of

existing algorithms for maximal clique enumeration. Specifically, once finding

a maximal clique C, even f(VC) < θ, it is possible that a sub-clique C ′ of C

satisfies f(VC′) ≥ θ. Consequently, we cannot filter out C and need to further
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Figure 3.1: A coloring and the 3-core of the graph G

check every possible sub-clique of C with no fewer than k vertices. The method

works but produces numerous intermediate results since a (k, θ)-significant clique

may be involved in several maximal cliques. In addition, the number of cliques

can be extremely large (up to 3n/3 in the worst case [100]), which makes the naive

solution costly in big graphs. Therefore, the main challenges are how to avoid

outputting the duplicated results and how to prune the search space effectively.

3.3 A Branch-and-Bound Algorithm

3.3.1 Basic Structural Graph Reduction

To handle the challenges discussed in Section 3.2.2, we give a non-trivial baseline

algorithm in this section. We start by introducing several basic pruning rules,

which can be easily derived from existing clique studies, like k-clique enumeration

[36] and the maximum clique computation [25].

Core based Pruning. The first structural pruning rule is based on k-core,

which is formally defined as follows.

Definition 3. (k-Core) Given a graph G and an integer k, a k-core in G is a

maximal connected subgraph in which the degree of every vertex is at least k [94].
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3.3.1 Basic Structural Graph Reduction Chapter 3

Lemma 1. Given a graph G and a vertex u, u is contained in a k-clique only if

it is contained in a (k − 1)-core [92].

Based on Lemma 1, all vertices not belonging to the (k−1)-core can be safely

removed before (k, θ)-clique computation. Given an integer k, we can compute

the (k − 1)-core by iteratively removing all vertices with degree less than k − 1.

The running time is bounded by O(m) [13]. An example of the 3-core in the

graph G of Fig. 1.1 is marked by gray in Fig. 3.1.

Graph Coloring-based Pruning. The second rule for structural pruning

utilizes graph coloring. In a graph G(V,E), a coloring is an arrangement of a

color number to each vertex u, denoted by color(u), such that adjacent vertices

have distinct colors; i.e., ∀(u, v) ∈ E, color(u) ̸= color(v). Given a colored graph

G and a subgraph S of G, we use colors(S) or colors(VS) to denote all distinct

color numbers in S, i.e., colors(S) = {C|∃u ∈ VS, color(u) = C}.

Lemma 2. A graph G contains a k-clique only if there are at least k distinct

colors in G, i.e., |colors(G)| ≥ k [99].

Based on Lemma 2, we avoid enumerating (k, θ)-significant cliques of a sub-

graph S if the number of distinct colors in VS is less than k, i.e., |colors(S)| < k.

The pruning effectiveness closely depends on the coloring result. The fewer dis-

tinct color numbers, the more subgraphs can be pruned. However, it is NP-hard

to color a graph with the minimum distinct color numbers [59]. Several heuristic

methods have been proposed for coloring graphs in practice, and a widely used

one is the greedy method following the graph degeneracy order [106]. Specifically,

a vertex permutation {v1, v2, ..., vn} is a degeneracy order if every vertex vi has

the smallest degree in the induced subgraph of {vi, vi+1, ..., vn}. Computing the

degeneracy order takes O(m) time. The coloring algorithm processes vertices in

the reverse degeneracy order and greedily assigns each vertex the smallest color
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number that is not the same as that of any colored neighbor. The degeneracy-

order-based coloring can be conducted in O(m) time. A graph coloring for the

graph G in Fig. 1.1 is provided in Fig. 3.1.

3.3.2 Computing Maximal Significant Cliques

The Key Idea. We propose a branch-and-bound algorithm, called SigClique,

to enumerate all (k, θ)-significant cliques. Without loss of generality, we assume

that the input graph is connected. Given a set of vertices R initialized as V ,

we aim to compute all (k, θ)-significant cliques in the induced subgraph of R.

We first identify whether G[R] is a (k, θ)-significant clique. If G[R] is not a

valid (k, θ)-significant clique, SigClique randomly picks a vertex u and divides the

search space into two subspaces: (i) the subspace of all (k, θ)-cliques containing u,

and (ii) the subspace of all (k, θ)-cliques excluding u. Then SigClique recursively

performs the same strategy for each subspace. In each recursion, we use I to

denote the set of vertices that must be included in the (k, θ)-cliques in R. I is

initialized as ∅. Consequently, R consists of I and a set of candidate vertices,

which can be potentially included in the (k, θ)-clique. In each recursion, we pick

a vertex from the set R \ I. We immediately terminate the search if R = I since

R is not a (k, θ)-clique and no subspace can be further explored.

If R is a valid (k, θ)-significant clique, we check the maximality of R by adding

all possible common neighbors of R. No matter whether R is maximal or not,

we terminate the current search space since all following (k, θ)-significant cliques

are subsets of R and can never be maximal.

The Algorithm. The pseudocode of SigClique is provided in Algorithm 1. In

addition to R and I, we input k and θ to the procedure Enum. In Line 2 of

Enum, we reduce the graph by computing the (k − 1)-core based on Lemma 1.

Since all vertices in I must be contained in the (k, θ)-clique, we terminate the
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Algorithm 1: SigClique(G(V,E), θ, k)

1 color G based on the degeneracy order;
2 Enum(V, ∅, θ, k);
1 Procedure Enum(R, I, θ, k) :
2 R← all vertices in (k − 1)-core of G[R];
3 if R ∩ I ̸= I then return;
4 if |colors(R)| < k then return;
5 if R is a (k, θ)-significant clique then
6 if IsMax(R,

⋂
v∈R N(v), θ) then output R;

// early termination
return;

7 if R = I then return;
8 pick a vertex u from R \ I;
9 Enum(I ∪NR(u) ∪ {u}, I ∪ {u}, θ, k);

10 Enum(R \ {u}, I, θ, k);
1 Procedure IsMax(R,C, θ) :
2 if C = ∅ then return true;
3 pick a vertex u from C;
4 if f(R ∪ {u}) ≥ θ then return false;
5 if !IsMax(R ∪ {u}, C ∩N(u), θ) then
6 return false;

7 if !IsMax(R,C \ {u}, θ) then return false;
8 return true;

current search space if a vertex in I is removed in the (k − 1)-core computation

in Line 3. Based on Lemma 2, we count the number of distinct colors in R and

terminate the search if R cannot be a k-clique. Line 5 identifies whether R is a

(k, θ)-significant clique by checking the degree of each vertex and the chi-square

statistic of R. Line 6 checks the maximality of R by invoking IsMax. Line 9

searches the subspace including u, where NR(u) represents the neighbors of u in

R. Line 10 searches the subspace excluding u.

In the procedure IsMax, R is the set of vertices to be checked, and C is all

common neighbors of vertices in R. In Line 2, C = ∅ means no candidate vertex
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can be added to R, and R must be maximal. The maximality search is also

divided into two subspaces. Line 5 identifies whether R ∪ {u} is maximal. Line

7 checks whether R is maximal when excluding u from the candidate set.

Theorem 1. Algorithm 1 correctly computes all maximal (k, θ)-significant cliques

in the graph G.

Proof. We first prove the correctness. Based on Lemma 1, line 2 correctly prunes

the vertices that cannot be contained in a k-clique. Lines 3-4 judge whether R

contains k-cliques based on Lemma 2. Line 5 judges if R is a (θ, k)-significant

clique and line 5 ensures the maximality. Thus, the results are correct.

Next, we prove the completeness. Line 8 picks each vertex, and lines 9-10

search both the spaces with or without the vertex. Thus, it searches all the

possible space, and the theorem is proved.

3.4 Statistical Graph Reduction

Even though Algorithm 1 successfully computes (k, θ)-cliques without any re-

dundancy, the pruning effectiveness is still limited, especially in large graphs and

given a small size constraint. In this section, we study several pruning strategies

regarding the chi-square statistic. Section 3.4.1 formulates a new cohesive sub-

graph model called (k, θ)-significant core. Section 3.4.2 embeds the concept of

graph coloring to the (k, θ)-significant core, which improves the effectiveness of

both structural pruning and statistical pruning. Section 3.4.3 extends the idea

of (k, θ)-significant core to prune edges.

3.4.1 Pruning via Significant Core

To support the statistical pruning over the graph, we first give a key theorem as

follows.
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Theorem 2. Given a set of labeled vertices V , a probability distribution P ,

two arbitrary subsets V1 and V2 with V1 ∪ V2 = V and V1 ∩ V2 = ∅, we have

f(V1) + f(V2) ≥ f(V ).

Proof. We prove the theorem by showing f = f(V1) + f(V2) − f(V ) ≥ 0. We

expand f as follows based on Eq. 3.1.

f =
l∑

i=1

y21i
y1pi
− y1 +

l∑
i=1

y22i
y2pi
− y2 −

l∑
i=1

y2i
ypi

+ y

Given that y1+y2 = y and y1i+y2i = yi, we transform the formula as follows.

f =
l∑

i=1

1

y1y2ypi
· (y21iy22 + y22iy

2
1 − 2y1iy2iy1y2)

=
l∑

i=1

(y1iy2 − y2iy1)
2

y1y2ypi
≥ 0

We have f ≥ 0, and the proof is completed.

Based on Theorem 2, we formulate a new cohesive subgraph model, called

(k, θ)-significant core, to prune unpromising vertices in the problem of (k, θ)-

clique enumeration. Related definitions are given as follows.

Definition 4. (Neighborhood Significance) Given a vertex u, the neigh-

borhood significance of u, denoted by fn(u), is the sum of the significance of u

and all its neighbors, i.e., fn(u) = f(u) +
∑

v∈N(u) f(v).

Definition 5. (Significant Core) Given a graph G, an integer k and a pos-

itive real value θ, (k, θ)-Significant Core (SC for short) is a maximal connected

subgraph of G in which every vertex u satisfies (i) deg(u) ≥ k, and (ii) fn(u) ≥ θ.

Based on Definition 5, we can prune vertices supported by the following

lemma.
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Chapter 3 3.4.1 Pruning via Significant Core

Lemma 3. A maximal (k, θ)-significant clique must be contained in a (k−1, θ)-

significant core.

Proof. We prove Lemma 3 by contradiction. Assume that we have a (k, θ)-

significant clique C which is not contained in any (k − 1, θ)-significant core.

Because C is a (k, θ)-significant clique, for each u ∈ VC , we have fn(u) ≥ f(C) ≥

θ, which satisfies Definition 5 (ii). As C is not contained in any (k − 1, θ)-

significant core, there must exist a vertex u ∈ VC whose degree is less than (k−1),

i.e. ∃u ∈ VC , deg(u) < (k − 1). Also, as we know that C is a (k, θ)-significant

clique, then for each u ∈ VC , we have deg(u) ≥ (k − 1). The contradiction

exists.
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Figure 3.2: Pruning G via (3, 6)-significant core

Example 4. Fig. 3.2 gives an example of the pruning result via the (3, 6)-

significant core. The chi-square statistics of several required label sets are given

on the right of Fig. 3.2. After computing the (3, 6)-significant core, the vertices

v7 and v16 are removed. Specifically, v16 is removed since deg(v16) < 3. For the

vertex v7, we have fn(v7) = f(v7) + f(v3) + f(v8) + f(v9) = 5.625 < 6. All the

remaining vertices have degrees no less than 3 and neighborhood significance no

less than 6. For example, the neighborhood significance of the vertex v4 is 6.5.
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Given a graph G, we can compute all (k, θ)-significant cores by a method

similar to k-core computation. We recursively remove a vertex with degree less

than k or neighborhood significance less than θ. If a neighbor v of u is removed,

we update fn(u) to fn(u)− f(v). The time complexity is analyzed as follows.

Theorem 3. Computing all (k, θ)-cores takes O(m) time.

Proof. For each vertex u, it takes O(deg(u)) time to initialize fn(u). We remove

the vertex u if deg(u) < k or fn(u) < θ. Then, we update deg(v) and fn(v)

for each neighbor v of u, which takes constant time. Therefore, the overall time

complexity is O(m).

3.4.2 Pruning via Colorful Significant Core

In this subsection, we further improve the pruning effectiveness by embedding the

concept of graph coloring in (k, θ)-significant core. Compared with the significant

core model, we strictly prune more vertices in terms of both graph structure and

label statistics. From the structural perspective, we can combine the degree-

based bound (Lemma 1) and the coloring-based bound (Lemma 2) as follows.

Definition 6. (Colorful Degree) The colorful degree of a vertex u, de-

noted by degc(u), is the number of distinct colors in N(u), i.e., degc(u) =

|colors(N(u))|.

Lemma 4. For any (k, θ)-significant clique C, we have degc(u) ≥ k−1 for every

u ∈ VC.

Proof. We prove Lemma 4 by contradiction. We assume that there exists a

vertex u ∈ VC whose degree is less than k − 1. Then, we have |colors(N(u))| <

k − 1. According to Lemma 2, N(u) cannot contain a (k − 1)-clique, thus,

{u} ∪ N(u) cannot contain a k-clique. However, as C is a (k, θ)-significant
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clique, for every vertex u ∈ VC , we have {u} ∪N(u) contains a k-clique. That is

a contradiction.

Example 5. We give an example in the colored graph G of Fig. 3.1. Considering

the vertex v6, the degree of v6 is 3. However, the colorful degree of v6 is only 2,

since there are only two distinct colors in the neighborhood of v6. According to

Lemma 4, v6 cannot be in any (4, θ)-significant clique.

From the statistical perspective, we combine the concepts of neighborhood

significance (Definition 4) and the coloring-based bound (Lemma 2) as follows.

Definition 7. (Colorful Neighborhood Significance) The colorful neigh-

borhood significance of a vertex u, denoted by fcn(u), is the sum of significance

of u and the maximum vertex significance for each color in N(u), i.e.,

fcn(u) = f(u) +
∑

C∈colors(N(u))

max
v∈N(u)|color(v)=C

f(v).

Lemma 5. Given a (k, θ)-significant clique C, we have fcn(u) ≥ θ for every

u ∈ VC.

Proof. Given a (k, θ)-significant clique C, we prove fcn(u) ≥ θ for every u ∈

VC . Because C is a (k, θ)-significant clique, for each u ∈ VC , we have f(u) +∑
v∈VC ,v ̸=u f(v) ≥ f(C) ≥ θ. Given an arbitrary vertex u ∈ VC , every vertex

v ∈ C (v ̸= u) has a distinct color(v). For each such a vertex v, we assume there

is a vertex v′ ∈ N(u) that satisfies color(v) = color(v′) and v′ has the maximum

vertex significance over all the vertices in N(u) who have the same color(v) (v′ can

be the same vertex as v). Obviously, we have
∑

v′ f(v
′) ≥

∑
v f(v). In terms of

the number of colors, we also have that |colors(N(u))| ≥ |colors(VC\{u})|. Thus,

we can get f(u) +
∑

C∈colors(N(u)) maxv∈N(u)|color(v)=C f(v) ≥ f(u) +
∑

v′ f(v
′) ≥

f(u) +
∑

v f(v) ≥ θ, i.e., fcn(u) ≥ θ.
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Example 6. We give an example to explain Definition 7. Considering the vertex

v17 in Fig. 3.1, we have three distinct colors in N(v17). For the yellow color, we

have two vertices v5 and v15 in N(v17). The labels of them are the same, and the

largest statistic for the yellow color is f(B) = 4. Each other color in N(v17) has

only one vertex. As a result, we have fcn(v17) = f(v17)+f(v5)+f(v10)+f(v3) =

5.625. By contrast, the neighborhood significance of v17 is fn(v17) = 9.625.

Based on Definition 6 and Definition 7, we give an extended version of (k, θ)-

significant core.
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Figure 3.3: Pruning G via colorful (3, 6)-significant core

Definition 8. (Colorful Significant Core) Given a colored graph G, an

integer k and a positive real value θ, a Colorful (k, θ)-Significant Core (CSC for

short) is a maximal connected subgraph of G in which every vertex u satisfies (i)

degc(u) ≥ k, and (ii) fcn(u) ≥ θ.

Example 7. We give an example of the (3, 6)-CSC in Fig. 3.3. Two vertices

v6 and v17 are removed from the graph. Based on Lemma 4 and Lemma 5, the

two vertices can never be in any (4, 6)-clique.

The following theorem shows that the pruning effectiveness of (k, θ)-CSC is

guaranteed to be stronger than that of (k, θ)-SC.
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Theorem 4. A colorful (k, θ)-significant core must be contained in a (k, θ)-

significant core.

Proof. Given a colorful (k, θ)-significant core C, for each vertex u ∈ VC , we

have degc(u) ≥ k and fcn(u) ≥ θ. Obviously, deg(u) ≥ degc(u) ≥ k, and

f(u) ≥ fcn(u) ≥ θ, thus, C is contained in a (k, θ)-significant core.

Algorithm 2: CSC(G, θ, k)

// fn(u) = f(u) +
∑

v∈N(u) f(v), fcn(u) is colorful fn(u), degc(u)

is colorful deg(u)
1 Q← initialized an empty queue;
2 foreach u ∈ V do
3 compute fcn(u), and degc(u);
4 if invalid(u) then Q.push(u);

5 while Q ̸= ∅ do
6 u← Q.pop();
7 foreach v ∈ N(u) do
8 if invalid(v) then continue;
9 update degc(v);

10 update fcn(v);
11 if invalid(v) then Q.push(v);

12 remove u and all connected edges;

1 Procedure invalid(u) :
2 if degc(u) < k then return true;
3 if fcn(u) < θ then return true;
4 return false;

Colorful SC Computation. Algorithm 2 presents the pseudocode for colorful

(k, θ)-significant core computation. The strategy is similar to computing k-cores.

Line 3 initializes the colorful degree and the colorful neighborhood significance

for each vertex u. Line 4 adds u to the queue if it cannot be in the (k, θ)-CSC.

The procedure invalid() is used to identify the validity of a vertex according to

Lemma 4 and Lemma 5. After popping an invalid vertex u in Line 6, we update
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neighbors of u if necessary. Let the color of u be C. In Line 9, we decrease

degc(u) by one if no vertex has the color C in N(v) after removing u. In Line 10,

let NC(v) be the set of all neighbors of v with the color C. If u has the largest

chi-square statistic in NC(v), let s be the second largest chi-square statistic in

NC(v). We set s = 0 if there exists only u in NC(v). We update fcn(v) to

fcn(v)− f(u)+ s. We do not change fcn(v) if u is not the vertex with the largest

chi-square statistic in NC(v).

Implementation and Complexity Analysis. The key step in Algorithm 2

is to efficiently maintain the colorful degree (Line 9) and colorful neighborhood

significance (Line 10) of each vertex. For the colorful degree of a vertex u, we

use a hash table to store the number of vertices for each color in colors(N(u)).

Initializing the hash table for u takes O(deg(u)) time, and locating the value for

a specific color number takes constant average and amortized time.

Next, we discuss the implementation to update the colorful neighborhood

significance. For each color C ∈ colors(N(v)), we sort all vertices with the

color C in a non-increasing order of their chi-square statistics, which takes

O(deg(v) log deg(v)) time. Given an invalid neighbor u, we also use a hash table

to locate u in the sorted list and mark the position of u as empty. If u is not the

first vertex in the corresponding color, fcn(v) does not need to be updated. If u is

the first vertex, we iteratively search the following positions with the same color

until finding a nonempty vertex w. We update fcn(v) to fcn(v) − f(u) + f(w),

where f(w) = 0 if w does not exist. Note that it may take several movements

to find w. However, the total number of operations for each vertex v in Line 10

of Algorithm 2 is bounded by O(deg(v)) since we always move forward to locate

the second largest chi-square statistic.

Example 8. In Fig. 3.4, we give an example of the data structure to maintain

fcn(v15) in the graph of Fig. 3.1. v15 has six neighbors with three distinct colors.
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Figure 3.4: The data structure for v15 to maintain fcn(v15)

fcn(v15) is initialized as the sum of f(v15) and the chi-square statistics of all the

first vertices of distinct colors. Assume that the vertex v6 is removed, and we

need to update fcn(v15). We first use the hash function to locate the position of

v6. By checking the previous vertex, v6 is not the first vertex in the table with

the same color. Therefore, we set the position of v6 as empty and do not change

fcn(v15).

The following theorem presents the theoretical analysis of Algorithm 2.

Theorem 5. The time complexity of Algorithm 2 is O(m · log degmax), where

degmax is the maximum degree in the graph. The space complexity of Algorithm 2

is O(m).

Proof. We first prove the time complexity. Line 1 takes O(1) time. We need

O(deg(u)) time to compute fcn(u) and degc(u) in line 3. Thus, Lines 2–4 take

O(m) time. With the data structure above, lines 9–10 cost O(deg(v)) time for

each vertex v, while the initialization costs O(deg(v) log deg(v)) time. Thus, the

time complexity of lines 5–12 is O(m·log deg(v) which is also the time complexity

of Algorithm 2.

As for each vertex u, we only store O(deg(u)) information for the data struc-

ture, the space complexity is O(m).
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3.4.3 Pruning via Significant Truss

Recall that Section 3.4.2 extends (k, θ)-SC and strengthens the vertex pruning

rule. In this subsection, we will strengthen the (k, θ)-SC from the perspective of

edge reduction. In other words, we consider whether two connected vertices can

be in the same (k, θ)-clique or not. The lemma for the structural edge reduction

is given as follows, which further applies the k-core concept to the ego-network

of each vertex.

Lemma 6. Given a k-clique C and an arbitrary vertex u ∈ VC, for every vertex

v ∈ NC(u), the vertex v is contained in a (k − 2)-core of G[N(u)] [67].

Theorem 6. Two vertices u and v cannot be contained in the same (k, θ)-clique

if v is not in a (k − 2)-core of the neighborhood subgraph G[N(u)].

Proof. We can easily prove Theorem 6 by contradiction. Suppose that vertices

u and v are contained in the same (k, θ)-clique C, i.e., u, v ∈ C, according to

Lemma 6, the vertex v is contained in a (k − 2)-core of G[N(u)]. However, as v

is not in a (k−2)-core of the neighborhood subgraph G[N(u)], the contradiction

exists, thus the vertices u and v cannot be contained in the same (k, θ)-clique.

Based on Theorem 6, if the vertex v is not in a (k − 2)-core of G[N(u)], we

remove the edge (u, v), which guarantees that u and v cannot be enumerated

in the same clique. Given the O(m) time to compute the k-core, a straightfor-

ward method to recursively remove all unpromising edges in Theorem 6 takes

O(m · hmax) time, where hmax is the largest number of edges in neighborhood

subgraphs. To remedy the cost, we give the following lemma.

Lemma 7. Given a vertex u and a vertex v in N(u), the degree of v in G[N(u)]

is equivalent to the number of triangles that contain the edge (u, v).
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Proof. Given the vertex u ∈ G and v ∈ N(u), the degree of v in G[N(u)] is

degG[N(u)](v) = |{v′|(v′, v) ∈ G[N(u)]}|. As both v, v′ ∈ N(u), for each v′, the

edges (u, v′), (v, v′), and (u, v) constitute a triangle. Thus, the number of such

triangles made by (u, v) and v′ equals the degree of v in G[N(u)].

Based on Lemma 7, removing all the edges not satisfying the condition in

Theorem 6 is equivalent to computing the k-truss in graph, which is formally

defined as follows.

Definition 9. (k-Truss) Given a graph G and an integer k, a k-truss is a

maximal connected subgraph in which every edge is contained in at least k − 2

triangles [105].

Let S be the maximal subgraph such that for each pair of connected vertices

u and v in VS, v is in (k − 2)-core of G[N(u)]. Then, S is a k-truss of G.

Example 9. We consider the graph in Fig. 3.5. Given the vertex v12 and k = 4,

the degree of v15 in the neighborhood subgraph of v12 is 0. In other words, there

is no triangle containing the edge (v12, v15). Therefore, v12 and v15 cannot be in

the same (4, θ)-clique according to Theorem 6.

Similar to the concept of neighborhood significance, we define the support

significance for the statistical edge reduction.

Definition 10. (Support Significance) The support significance of an edge

(u, v), denoted by fn(u, v), is the sum of f(u, v) and the chi-square statistics of

all common neighbors of u and v, i.e., fn(u, v) = f(u, v) +
∑

w∈N(u)∩N(v) f(w).

Lemma 8. Given a (k, θ)-significant clique C, we have fn(u, v) ≥ θ for every

edge (u, v) ∈ EC.
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Figure 3.5: Pruning G via (4, 6)-significant truss

Proof. We prove Lemma 8 by contradiction. Given a (k, θ)-significant clique C,

suppose we have an edge (u, v) ∈ EC and fn(u, v) < θ. As u, v ∈ VC , all the other

vertices in VC are common neighbors of both u and v, i.e., C\{u, v} ⊆ N(u) ∩

N(v). Hence, we have f(u, v)+
∑

w∈C\{u,v} f(w) ≤ f(u, v)+
∑

w∈N(u)∩N(v) f(w) =

fn(u, v). As f(C) ≤
∑

w∈C\{u,v} f(w) and fn(u, v) < θ, we have f(C) < θ. This

contradicts with the (k, θ)-significant clique C.

Example 10. We consider the edge (v4, v9) in the graph of Fig. 3.5. There are

two common neighbors — v3 and v8. We have fn(v4, v9) = f(v4, v9) + 1.125 +

0.25 = 5.458. Based on Lemma 8, the edge (v4, v9) cannot be in any (k, θ)-

significant clique if θ > 5.458.

The support of an edge (u, v), denoted by sup(u, v), is the number of triangles

that contains (u, v). Based on Definition 10 and Definition 9, we define a new

statistical cohesive subgraph model as follows.

Definition 11. (Significant Truss) Given a graph G, an integer k and a

positive real value θ, (k, θ)-Significant Truss (ST for short) is a maximal con-

nected subgraph of G in which every edge (u, v) satisfies (i) sup(u, v) ≥ k − 2,

and (ii) fn(u, v) ≥ θ.
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Example 11. An example of the pruning result by applying (4, 6)-significant

truss is given in Fig. 3.5. The edge (v12, v15) and all the edges connected to v4

are removed.

The following theorem shows that (k, θ)-ST is guaranteed to have stronger

pruning effectiveness than (k, θ)-SC.

Theorem 7. A (k, θ)-significant truss must be contained in a (k−1, θ)-significant

core.

Proof. Given a (k, θ)-significant truss C and an arbitrary vertex u ∈ C, for each

neighbor v ∈ N(u) ∩ C, we have fn(u, v) ≥ θ (Lemma 8). Thus, fn(u) ≥ θ.

Also, we have sup(u, v) ≥ k − 2 by which we can get deg(u) ≥ k − 1. So, C is

contained in a (k − 1, θ)-significant core.

ST Computation. We give the pseudocode for computing (k, θ)-significant

truss in Algorithm 3. The idea is similar to that of truss decomposition [105].

The complexity of Algorithm 3 is summarized below.

Theorem 8. The time complexity and space complexity of Algorithm 3 are

O(αm) and O(m), respectively.

Proof. Lines 1–5 initialize the support and the support significance of each edge.

The time complexity of enumerating all triangles is O(
∑

(u,v)∈E min(deg(u), deg(v))),

i.e. O(α ·m), where α(α < m0.5) is the graph arboricity and equals the minimum

number of forests to cover all edges in the graph [31]. Lines 6–8 takes O(m) time.

We update necessary edges after (u, v) is removed in Line 10. We use a hash

set to maintain all neighbors of each vertex. As a result, the time complexity

for Lines 9–20 is O(α · m). The total time complexity is O(α · m). Note that

we never store any triangle during the algorithm, thus the space complexity is

O(m).
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Algorithm 3: ST(G, θ, k)

1 sup(u, v)← 0, fn(u, v)← f(u, v);
2 foreach enumerated △u,v,w ∈ G do
3 sup(u, v)← sup(u, v) + 1;
4 fn(u, v)← fn(u, v) + f(w);
5 repeat two lines above for (u,w) and (v, w);

6 Q← initialized an empty queue;
7 foreach (u, v) ∈ EG : invalid(u, v, θ, k − 2) do
8 Q.push((u, v));

9 while Q ̸= ∅ do
10 (u, v)← Q.pop();
11 if deg(u) > deg(v) then swap u and v;
12 foreach w ∈ N(u) do
13 if w ∈ N(v) then
14 if invalid(u,w, θ, k) then continue;
15 sup(u,w)← sup(u,w)− 1;
16 fn(u,w)← fn(u,w)− f(v);
17 if invalid(u,w, θ, k) then
18 Q.push((u,w));

19 repeat five lines above for (v, w);

20 remove (u, v) from EG;

21 remove all isolated vertices from VG;
1 Procedure invalid(u, v, θ, k) :
2 if sup(u, v) < k − 2 then return true;
3 if fn(u, v) < θ then return true;
4 return false;

Remark: Similar to Section 3.4.2, we can further embed the color-based bound

in the concept of (k, θ)-significant truss and further improve the pruning effec-

tiveness. However, maintaining such colorful supports and statistics for each

edge incurs large space usage and processing time. Therefore, we only compute

(k, θ)-significant truss in our final algorithm.
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3.5 The Final Algorithm

Algorithm 4: RCSC(G, θ, k)

// fn(u) = f(u) +
∑

v∈N(u) f(v), fcn(u) is colorful fn(u), degc(u)

is colorful deg(u)
1 Q← initialized an empty queue;
2 foreach u ∈ V do
3 compute fn(u), fcn(u), and degc(u);
4 if invalid(u) then Q.push(u);

5 while Q ̸= ∅ do
6 u← Q.pop();
7 foreach v ∈ N(u) do
8 if invalid(v) then continue;
9 update degc(v);

10 update fn(v);
11 if invalid(v) then Q.push(v);

12 remove u and all connected edges;

1 Procedure invalid(u) :
2 if degc(u) < k then return true;
3 if fn(u) < θ then return true;
4 if fcn(u) < θ then return true;
5 return false;

Our final algorithm to enumerate maximal (k, θ)-significant cliques is given

in Algorithm 5. We reduce the input graph G by computing the (k− 1, θ)-CSC

and the (k, θ)-ST in Line 2 and Line 3, respectively. The order of CSC and

ST does not affect the result. However, as CSC requires less computation than

ST , we apply CSC first. Different from SigClique, the recursive enumeration

procedure Enum∗ in SigClique∗ computes relaxed colorful (k − 1, θ)-significant

cores (RCSC) in Line 3 instead of (k − 1)-cores (Line 2) and color numbers

(Line 4) of Enum.

Relaxed CSC. Given a graph G, an integer k and a real value θ, let S and S ′

be the vertices in (k, θ)-SC and (k, θ)-CSC, respectively. An induced subgraph
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of S ′′ is called a relaxed colorful (k, θ)-significant core if S ′ ⊆ S ′′ ⊆ S. The

motivation of computing RCSCs is to hold the same O(m) time complexity as

k-core computation but bring stronger pruning effectiveness.

Recall that in Algorithm 2 to compute (k, θ)-CSCs, the dominating cost

is to sort the neighbors of each vertex, which is used to efficiently update the

colorful neighborhood significance (Fig. 3.4). To reduce the time complexity

from O(m · log degmax) to O(m), we do not update the colorful neighborhood

significance fcn for each vertex in the iteration but just remove all vertices u

with fcn(u) < k in the first round. Specifically, we modify Algorithm 2 to

compute RCSCs in the following three parts. First, in Line 3, we additionally

compute fn(u). Second, we replace Line 10 with “update fn(u)". Third, we

additionally check whether fn(u) < θ in the procedure invalid. As a result, we

derive a subgraph which satisfies the conditions of SC but possibly contains

some vertices u with fcn(u) < θ. We show the detailed pseudocode of RCSC in

Algorithm 4. Without the sorted data structure, the time complexity of RCSC

reduces to O(m), and the pruning effectiveness is at least the same as Line 2

and Line 4 in Enum.

3.6 Experiments

In this section, we evaluate the efficiency and effectiveness of our proposed algo-

rithms. We implement our algorithms with four versions according to the prun-

ing techniques, namely SigClique, SigClique-SC, SigClique-CSC, and SigClique∗.

SigClique is the Algorithm 1 with basic k-core and graph coloring reduction

techniques. SigClique-SC utilizes the significant core technique to prune the un-

promising vertices. SigClique-CSC is the algorithm with the colorful significant

core pruning rule. SigClique∗ contains all the pruning techniques. We also im-
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Algorithm 5: SigClique∗(G(V,E), θ, k)

1 color G based on the degeneracy order;
2 CSC(G, θ, k − 1);
3 ST(G, θ, k);
4 Enum∗(V, ∅, θ, k);
1 Procedure Enum∗(R, I, θ, k) :
2 RCSC(R, θ, k − 1);
3 if R ∩ I ̸= I then return;
4 if R is a (k, θ)-significant clique then
5 if IsMax(R,

⋂
v∈R N(v), θ) then output R;

6 return;

7 if R = I then return;
8 pick a vertex u from R \ I;
9 Enum∗(I ∪NR(u) ∪ {u}, I ∪ {u}, θ, k);

10 Enum∗(R \ {u}, I, θ, k);

plement kClist, a variation of the k-clique listing algorithm[36]. We add our

significance computation and maximality testing to make it able to enumerate

sigcliques. All the algorithms are implemented in C++, and all the experiments

are conducted on a Linux machine with 3.7 GHz Xeon CPU and 64GB memory.

Datasets. We evaluate our algorithms with seven real-world datasets as showed

in Table 3.2. EUmail is a communication network that contains the email sending

and receiving information from a large European research institution. In EUmail,

each vertex denotes an email address, and the edge between two vertices repre-

sents that at least one mail was sent between them. Amazon is a co-purchasing

network from Amazon.com, where the vertices represent products, and the edges

between them mean the two products are frequently purchased together. DBLP

is a co-authorship network in which each vertex represents an author, and there

will be an edge between two vertices if they have co-authored at least three

papers. Both Youtube and Hyves are social networks. CiteSeer and Patent are

citation networks. To generate the labels of the vertices on each graph, we ran-
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Table 3.2: Network statistics (degmax is the maximum degree, c is the core value)

Dataset n m degmax c

EUmail 265,214 420,045 7,636 37
Amazon 334,863 925,872 549 6
CiteSeer 384,413 1,751,463 1739 15
DBLP 556,533 1,311,766 373 25
Youtube 1,134,890 2,987,624 28,754 51
Hyves 1,402,673 2,777,419 31,883 39
Patent 3,774,768 16,518,948 793 64

domly assign each vertex with 1-3 labels chosen from a 4-label alphabet. EUmail,

Amazon, Youtube, and Patent are downloaded from the Stanford Large Network

Dataset Collection 1. CiteSeer and Hyves are downloaded from the website of

the Koblenz Network Collection 2. DBLP is extracted from the computer science

bibliography DBLP 3.

Parameters. Our algorithms have two parameters, namely θ and k. The pa-

rameter θ is selected from the set {8, 10, 12, 14} with the default value θ = 10,

and the parameter k is ranging from {3, 5, 7, 9} with a default value k = 5. Unless

otherwise specified, a parameter is set as the default value when we vary the other

one. Regarding the efficiency evaluation, we prepare four labels Σ = {A,B,C,D}.

We randomly and independently assign a set of labels in Σ for each vertex in

the graph. We assign the same proportion for all labels, and the expected label

distribution is P = {0.25, 0.25, 0.25, 0.25}.

3.6.1 Efficiency Evaluation

Exp-1: Overall Efficiency of maximal significant clique enumeration.

Table 3.3 compares the running time of SigClique∗ with SigClique and kClist under
1https://snap.stanford.edu/
2http://konect.cc/networks/
3https://dblp.uni-trier.de/
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Table 3.3: Overall running time of enumerating maximal significant cliques on
all datasets and the number of corresponding maximal significant cliques

Dataset SigClique SigClique∗ kClist # sigcliques
EUmail 8s 7s 13s 1198
Amazon 362s 2s 1s 31
CiteSeer 340s 8s 2s 137
DBLP 224s 74s 204s 1388
Youtube 469s 86s 138s 6036
Hyves 1605s 219s 525s 998
Patent - 151s 177s 1790

the default parameter setting. On the right side, we also show the number of

corresponding maximal significant cliques. We can see that SigClique∗ is the

fastest on most datasets. Compared to SigClique, the speedup in EUmail is small

(from 8 seconds to 7 seconds) for the following reasons. First, EUmail has the

smallest size in all datasets, and the improvement room is limited. Second,

the average degree in EUmail is relatively small, which means the basic k-core

pruning has been very effective. On Patent, SigClique∗ takes about 151 seconds

while SigClique cannot finish in 5 hours. kClist is faster on Amazon and CiteSeer

as both datasets have small core values and numbers of cliques, which means

the listing can be fast. On other datasets with larger core values and numbers

of cliques, our SigClique∗ is much faster.

Exp-2: Running time of different pruning strategies with varying pa-

rameters. We evaluate the running time of our algorithms by varying the input

parameter k and θ. Given the default k = 5, we vary θ from 8 to 14 in Fig. 3.6

(a) and Fig. 3.6 (b). We only have the line for SigClique∗ on Patent since the

algorithms cannot finish in 5 hours under other settings. We can see a down-

ward trend for the algorithms on both Youtube and Patent when θ increases. On

Patent, the running time of SigClique∗ is about 1.25 hours when θ = 8 and drops

to 25 seconds when θ = 14. Fig. 3.6 (b) also reveals the effectiveness of our
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several pruning techniques. SigClique is the slowest algorithm under all θ values

since it only uses the basic k-core and the graph coloring pruning rules to reduce

the search space. SigClique-SC starts to consider statistical pruning, which is a

little faster than SigClique. When θ is small, the running time of SigClique-SC

is similar to SigClique, because the degree pruning dominates in the algorithm.

The gap between SigClique-SC and SigClique proves the effectiveness of the sig-

nificant core model. SigClique-CSC is the second fastest algorithm in the figure

since it adopts a stronger pruning model than SigClique-SC. The gap between

SigClique-CSC and SigClique-SC proves the effectiveness of the colorful significant

core model. SigClique∗ contains all optimizations, which is the fastest. The gap

between SigClique∗ and SigClique-CSC proves the effectiveness of the significant

truss model.

Given the default θ = 10, we vary k from 3 to 9 in Fig. 3.6 (c) and Fig. 3.6

(d). The results are similar to those when varying θ. For example, on Patent,

SigClique∗ takes 175 seconds and 12 seconds when k = 3 and k = 9, respectively.

In Fig. 3.6 (d), the running time of SigClique is almost the same as that of

SigClique-SC when k is large, because θ does not change and the degree pruning

is the dominating rule. Fig. 3.7 shows the running time of SigClique∗ on Patent

and Youtube while varying the θ and k .

Exp-3: Number of vertices after reduction. To further evaluate the ef-

fectiveness of our pruning techniques, we report the number of vertices after

performing the reduction rules (e.g., core, significant core, colorful significant

core, and significant truss) and before invoking the Enum procedure. The result

can be found in Fig. 3.8, where Fig. 3.8 (a) and (c) show the results when varying

θ. Fig. 3.8 (b) and (d) show the results when varying k. When varying θ, we can

see that the number of vertices for SigClique never changes since only the struc-

tural pruning is performed in SigClique. Note that even though the significant
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truss is an edge pruning model, many vertices become isolated and are removed

during the edge removal. The results show that our final pruning techniques are

extremely effective. For example, in Fig. 3.8 (a), the number of vertices is about

194 thousand when θ = 8 but drops to only about 17 thousand when θ = 14.

We do not show the result for Amazon when k = 9 as there remain no vertices

under that setting.

Exp-4: Number of maximal significant cliques. We report the number of

maximal significant cliques under different parameters in Fig. 3.9. The number

of results gradually decreases when θ increases from 8 to 14 on all datasets. For

example, in Fig. 3.9 (a), we have over 12 thousand maximal (5, 8)-significant

cliques and 154 maximal (5, 14)-significant cliques on Patent. In Fig. 3.9 (b),

we see a sharp drop from k = 7 to k = 9. That is because there exist a larger

number of (7, 10)-cliques or (8, 10)-cliques on Patent.

On Amazon, we do not show the results when k is 7 or 9 because there are

zero cliques under such settings.

Exp-5: Scalability testing. We evaluate the scalability of our final algorithm

SigClique∗ with the baseline SigClique as a comparison.

We generate a range of graph sizes and densities by randomly selecting ver-

tices and edges, respectively, from 20% to 100%. To sample vertices, we generate

the induced subgraph of the selected vertices, while for edges, we consider the

vertex set of the corresponding incident edges. The outcomes of our experiments

are depicted in Fig. 3.10. We do not have results of SigClique under several set-

tings since it cannot finish in 5 hours. The results show that our algorithm is

scalable to large graphs. In Fig. 3.10 (a), the time of SigClique∗ is 0.5 second

when sampling 20% vertices and increases to 151 seconds finally.
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3.6.2 Case study on DBLP

To evaluate the effectiveness of our model, we conduct a case study on DBLP and

compare it with the maximal clique model. We generate a collaboration network

for the DBLP, where an edge connects two researchers if they have at least three

co-authored publications. Regarding the vertex labels, we select the publication

data for each researcher from three major conferences in the database area —

SIGMOD, PVLDB, and ICDE over the last decade. We assign each vertex

the label that indicates the author has a published paper on the corresponding

conference. Specifically, for each conference every year, given a researcher u,

we assign u a conference name if u has a publication in the conference and an

empty value ∅ otherwise. Note that the assigned labels can be repeated for each

researcher.

For example, assume that u has one SIGMOD publication, two PVLDB

publications, and no ICDE publication in one year. The added labels in such a

year for u are {SIGMOD,PVLDB,PVLDB, ∅}. Given the impact factor of these

conferences, we expect the proportion of label frequencies for SIGMOD, PVLDB,

ICDE, and ∅ (no paper published) as 1 : 2 : 3 : 30. The rationale is that we

give a relatively low expected frequency for the highest-ranked conference. If

a researcher does not have any publication in the last decade, they will have

thirty ∅ labels. Intuitively, a significant clique with a large chi-square value in

our setting may represent a research group with many high-ranked conference

publications.

In Fig. 3.11 (a)-(c), we show all the maximal significant cliques containing

the Prof. Jiawei Han with the parameters k = 5 and θ = 500. The parameter

setting is application-oriented, where generally, the larger the k or θ, the fewer

the resulting subgraphs. As we can see, there are three (5, 500)-cliques reported

by our model. The chi-square statistics of the results in Fig. 3.11 (a), (b), and
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(c) are 828.639, 589.864, and 722.331, respectively.

In comparison, we also enumerate all the maximal cliques containing Prof.

Jiawei Han with at least 5 vertices. There are 33 resulting subgraphs, including

two 7-cliques, four 6-cliques, and 27 5-cliques. Due to the large result size, we

show some representatives of them in Fig. 3.12. We can see that the number

of maximal cliques is much more than that of the (5, 500)-cliques. We find that

the main research interests of many resulting authors do not lay in the database

area. For example, Prof. Tarek F. Abdelzaher, Prof. Su Lu, and Dr. Shaohan

Hu may be mainly interested in the Internet of Things, Cyber-Physical Systems,

and Mobile Computing since they have contributed a lot to the corresponding

research area. However, they all have co-authored only one PVLDB paper in

the past decade. According to historical publications, they should be excluded

if we want to find significant database communities.

We have a consistent conclusion when considering the chi-square statistics of

the resulting maximal cliques. In Fig. 3.13, we group all the 33 maximal cliques

(with size at least 5) containing Prof. Han into five groups by corresponding

chi-square statistics. We can see that the chi-square statistics of most results are

relatively low, which means the resulting communities have rather less signifi-

cance in the database area. For example, there are 25 results whose chi-square

statistics lay in the interval (0, 200]. By contrast, all the resulting three (5, 500)-

significant cliques reported by our model have much higher chi-square statistics.

Note that the three maximal (5, 500)-significant cliques are also included in the

results of maximal cliques.
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3.7 Chapter Summary

In this chapter, we formulate a new model, called maximal (k, θ)-significant

clique, to capture statistically significant cohesive subgraphs in large labeled

graphs. We propose a novel branch-and-bound algorithm and several effective

pruning rules to enumerate all maximal (k, θ)-significant clique. Extensive exper-

iments are conducted to show the efficiency of our algorithms. In future works,

we are interested in extending our model to handle the graphs with both vertex

labels and edge weights and explore certain parallel frameworks to enhance the

scalability for large graphs.
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Figure 3.6: Running time of different algorithms by varying θ and k
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Figure 3.6: Running time of different algorithms by varying θ and k (continued)
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k (continued)
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Figure 3.9: The number of maximal (θ, k)-cliques
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Figure 3.9: The number of maximal (θ, k)-cliques (continued)
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Figure 3.10: Scalability Testing.
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Figure 3.10: Scalability Testing (continued).
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Chapter 4

EFFICIENT SHORTEST PATH

COUNTING ON LARGE ROAD

NETWORKS

4.1 Chapter Overview

In this chapter, we study the shortest-path counting query on road networks.

This chapter is structured as follows. Section 4.2 provides the problem definition

and the state-of-the-art algorithms. In Section 4.3, we show a novel index-based

approach and its querying methods. Theoretical analysis confirms the advances

of the new approach compared to the state-of-the-art methods. Section 4.4 first

provides a non-trivial baseline index construction method to construct our index

and then proposes an improved approach with optimization techniques which is

much faster than the non-trivial baseline. Section 4.5 evaluates the proposed

algorithms and Section 4.6 concludes this chapter.

65



Chapter 4 4.2. PRELIMINARIES

4.2 Preliminaries

We first introduce the problem definition of shortest path counting in Sec-

tion 4.2.1. We also provide a basic online method for the query. Section 4.2.2

describes the state-of-the-art method for shortest path counting. We analysis

the limitation of the state-of-the-art method and discuss on the opportunities in

Section 4.2.3. Table 4.1 lists the frequent notations used in this chapter.

Table 4.1: Frequent notations used in Chapter 4.

Notation Meaning
G = (V,E, ϕ) a road network

V (G) the set of vertices
E(G) the set of edges
ϕ(e) the weight of an edge e
ϕ(p) the length of a path p
NG(u) the neighbor set of u in G
sd(u, v) the shortest distance between u and v
spc(u, v) the shortest path count between u and v
cspc(u, v) the convex shortest path count between u and v
X(u) the tree node of u
A(u) the ancestor set of u

CA(u, v) the common ancestors of u and v
T(u) the subtree set of u

4.2.1 Problem Statement

We consider a road network G = (V,E, ϕ) which is usually a degree-bounded,

connected, and weighted graph. V (G) is a set of vertices, E(G) is a set of edges,

and ϕ : e ∈ E(G) 7→ N+ is a weight function for each edge. We mainly focus

on undirected graphs in this thesis. Our techniques can be easily extended to

directed graphs and other sparse graphs. When it is clear from the context,

we use V and E to denote V (G) and E(G), and use n = |V | and m = |E| to

denote the numbers of vertices and edges, respectively. We denote all neighbors
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of a vertex v in G as NG(v) = {u|(u, v) ∈ E(G)}. We use N(v) to denote

NG(v) when the context is obvious. We use ϕ(e) to denote the weight of an

edge e ∈ E. On road networks, the edge weight may represent the actual length

or the travel time of a road segment. A (simple) path1 p = (v1, v2, . . . , vk) is a

sequence of distinct vertices where (vi, vi+1) ∈ E for all 1 ≤ i < k. The length

of a path p, denoted by ϕ(p), is the sum of weights of all edges on the path,

i.e., ϕ(p) =
∑k−1

i=1 ϕ(e(vi, vi+1)). Given two vertices s and t, the shortest distance

between s and t, denoted by sd(s, t), is the smallest length of all paths between s

and t. A path p between s and t is a shortest path if ϕ(p) = sd(s, t). We denote

the set of all the shortest paths between s and t in the graph G by PG(s, t), and

we use P (s, t) when context is obvious. The number of shortest paths is denoted

by spc(s, t), i.e., spc(s, t) = |P (s, t)|.

Problem Definition Given a road network G and two query vertices q = (s, t),

the shortest path counting problem aims to efficiently compute the number of

shortest paths between s and t.

Example 12. Fig. 1.2 shows an example of a road network G(V,E, ϕ) with 20

vertices and 29 edges. The weight is marked on each edge. Considering vertices

v6 and v16, there are many paths between them, such as p1 = (v6, v8, v14, v16) and

p2 = (v6, v4, v3, v1, v13, v14, v16). We have ϕ(p1) = 9 and ϕ(p2) = 10, and p2 is

not a shortest path. Given that there is no other path p with length less than p1,

p1 is a shortest path, and the shortest distance between v6 and v16 is 9. There

are also 5 other paths with the same length 9 between v6 and v16. Therefore, the

number of shortest paths between v6 and v16 is 6 in G.

A Basic Online Method. The shortest path count can be straightforwardly

derived as a byproduct of the Dijkstra’s algorithm in computing the shortest

1In this thesis, the term "path" always means a simple path.
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distance. Specifically, we use a queue to maintain all visited vertices with a pri-

ority of distance to the source vertex. For each visited vertex during the search,

in addition to maintaining the distance from the source vertex, we store the

corresponding shortest path count. Given a vertex v, let D[v] and C[v] be inter-

mediate shortest distance and shortest path count, respectively. When exploring

v from a neighbor u of v, if a shorter distance (i.e., D[u] + ϕ(u, v) < D[v]) is

found, we replace D[v] and C[v] with D[u] + ϕ(u, v) and C[u], respectively. If

D[u] + ϕ(u, v) = D[v], we add C[u] to C[v]. We do not update C[v] and D[v]

if D[u] + ϕ(u, v) > D[v]. The online method works but may suffer from weak

scalability in large graphs since all edges in the graph will be scanned in the

worst case.

4.2.2 The State of the Art: Hub Labeling

Zhang and Yu [115] proposed a hub-labeling-based algorithm to count shortest

paths efficiently. They first introduce the exact shortest path covering (ESPC)

that guarantees to cover all shortest paths without redundancy and then propose

a corresponding hub pushing algorithm to build the index. More specifically, for

each vertex u, they precompute a collection of labels L(u), and each label is a

triplet (w, sd(u,w), δu,w), where sd(u,w) is the shortest distance between u and

w, and δu,w is the number of a subset of shortest paths between u and w in the

graph (i.e., δu,w ≤ spc(u,w)). Given two query vertices u and v, the shortest

path count is computed based on the following equation.

spc(u, v) =
∑

w∈L(u),w∈L(v),sd(u,w)+sd(v,w)=sd(u,v)

δu,w · δv,w (4.1)

In Eq. 4.1, the shortest distance sd(u, v) can be derived by the formula

minw∈L(u),w∈L(v) sd(u,w) + sd(v, w).
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v1

v3

v5

v4

v2

v6

Vertex L(·)
v1 (v1, 0, 1)
v2 (v2, 0, 1), (v1, 1, 1)
v3 (v3, 0, 1), (v2, 2, 1), (v1, 1, 1)
v4 (v4, 0, 1), (v3, 1, 1), (v2, 1, 1), (v1, 2, 2)
v5 (v5, 0, 1), (v2, 2, 1), (v1, 1, 1)
v6 (v6, 0, 1), (v5, 1, 1), (v2, 1, 1), (v1, 2, 2)

Figure 4.1: A simple graph and its hub-labeling index given the vertex order
v1 ≤ v2 ≤ v3 ≤ v4 ≤ v5 ≤ v6.

For index construction, Zhang and Yu [115] assign a total order ≤ for all

vertices. They process vertices in descending order. For each vertex w ∈ V ,

they perform a search from w in the induced subgraph of all the vertices whose

orders are not higher than w. The shortest distance and shortest path count

from w to each vertex v are collected in the search, and a corresponding label

is added to L(v). During the search, if a shorter distance between w and v is

found based on the existing labels of w and v (i.e., a vertex with a high order

than w covers the shortest path of w and v), they prune the search space and

stop to search the neighbors of v. The algorithm finishes in n iterations.

Example 13. We use a simple graph in Fig. 4.1 to illustrate the index structure

of [115]. We assume that the total order is v1 ≤ v2 ≤ v3 ≤ v4 ≤ v5 ≤ v6.

The labels of all six vertices are presented on the right. Give a pair of query

vertices v4 and v5, we have the shortest distance sd(v4, v5) = min{sd(v4, v2) +

sd(v5, v2), sd(v4, v1)+sd(v5, v1)} = 3, and the number of shortest paths spc(v4, v5) =

δ(v4, v2) · δ(v5, v2) + δ(v4, v1) · δ(v5, v1) = 1× 1 + 2× 1 = 3.

Several optimizations are also developed in [115] to reduce the index size.

Given that both query efficiency and index size are closely related to the label

size, they also analyze the maximum label size for each vertex for several types

of graphs. We will compare their theoretical results with our method on road
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networks in Section 4.3.2.

4.2.3 Opportunities

We first analyze the limitations of the state-of-the-art method. In [115], the

label size for a vertex can be very large, and we need to scan all the labels of

two query vertices in the worst case. To precompute the labels for each vertex,

their method scans the induced subgraph of all vertices with lower ranks. When

processing the first vertex, the entire graph is scanned, and searching a large

graph is costly.

The key to improving the efficiency of counting shortest paths is to reduce

the number of label comparisons in query processing. To this end, we organize

vertices in a tree structure called tree decomposition [39] and proposed a tree-

based index structure. Even though tree decomposition has been used in existing

works to compute the shortest distance on road networks, the main technical

challenge in our problem is to avoid the redundancy of query results, which is

quite different from existing studies.

A straightforward idea to construct our index is to adopt a similar frame-

work in the hub-labeling method, where high-ranking vertices are first processed.

We significantly improve the efficiency of index construction by adopting a re-

verse framework. We first process low-ranking vertices so that all intermediate

information can be fully utilized when high-ranking vertices are processed. We

propose graph reduction techniques to guarantee the correctness of our new com-

puting framework. We also propose a rule to relax the index definition, which

reduces the computational cost but still guarantees correctness.
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4.3 Tree-based Shortest Path Counting

We propose a new labeling-based index carefully defined based on a tree structure

of all vertices in the graph. Compared to the state of the art, our solution achieves

higher efficiency for both query processing and index construction with a more

compact index.

4.3.1 Tree Decomposition

Tree Decomposition has been used in many applications to speed up certain

graph computational problems [39]. We give the formal definition as follows.

Definition 12. (Tree Decomposition) Given a graph G(V,E), a tree de-

composition of G, denoted as TG, is a tree in which every tree node X ∈ TG is a

subset of V (i.e., X ⊆ V ) such that the following conditions hold:

1.
⋃

X∈TG
X = V ;

2. for every (u, v) ∈ E, there exists X ∈ TG such that u ∈ X and v ∈ X;

3. for every u ∈ V , {X|u ∈ X} forms a connected subtree of TG.

Definition 13. (Treewidth and Treeheight) Given a tree decomposition

TG of a graph G, the treewidth of TG, denoted by w(TG), is one less than the

maximum cardinality of all nodes in TG, i.e., w(TG) = maxX∈TG
|X| − 1. The

treeheight, denoted by h(TG), is the maximum depth of all nodes in TG where the

depth of a node X is the distance from X to the root node in TG.

We use w and h to denote treewidth and treeheight, respectively, when it

is clear from the context. It is important to note that we can derive a tree

decomposition of a road network with low treewidth and low treeheight values.

For example, on the road network of New York City with 264,346 vertices and
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Figure 4.2: Tree decomposition TG of G.

733,846 edges, we can construct a tree decomposition with a treeheight of 505

and a treewidth of 134. Detailed statistics for other datasets can be found in

Table 4.2.

Tree Decomposition Construction. Given a graph G, there could be mul-

tiple tree decompositions, and it is NP-Complete to determine the minimized

treewidth of all tree decompositions of G [8]. In this thesis, we adopt a sub-

optimal tree decomposition method proposed in [61] with a time complexity of

O(n · (w2 + log n)). The method is relatively efficient in practice and has been

used in several research works on road networks [76, 77, 27]. It processes each

vertex in a greedy way. Specifically, in each iteration, the algorithm picks the

vertex v with the smallest degree and creates a corresponding tree node X(v)

with all neighbors of v in the graph. Then, it removes v and updates the graph

by adding an edge between every pair of unconnected neighbors of v. Assume u

is the first removed neighbor of v after removing v, we set X(u) as the parent

of X(v) in the tree decomposition. The algorithm terminates after removing all

vertices, and we get the tree decomposition of the given graph.

It is straightforward to see that the derived tree decomposition contains n
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nodes, and there is a one-to-one correspondence from graph vertices to tree

nodes. In the rest, we assume this property holds, and tree decomposition is

computed using the method in [61].

We always refer to each v ∈ V in graphs as a vertex and refer to each X ∈ TG

as a (tree) node. We use the vertex v instead of the tree node X(v) for simplicity

when it is clear from the context. The depth of a vertex v, denoted by Depth(v),

is the number of edges from the tree node X(v) to the root node. The ancestor

set of a vertex v, denoted by A(v) is the set of vertices u such that X(u) is

an ancestor of X(v) in the tree decomposition. The subtree set of a vertex v,

denoted by T(v), is the set of vertices u such that X(u) is in the subtree rooted

by X(v) in the tree decomposition.

Example 14. Fig. 4.2 shows a tree decomposition TG for the road network in

Fig. 1.2. To construct such a tree decomposition, we first pick the vertex with

the lowest degree. Suppose we pick v19 and create a tree node X(v19) with its

neighbors v20 and v17. We then remove v19 and add an edge between v17 and v20.

We repeat the above process until all the vertices are removed. Assume v20 is the

first removed neighbor of v19, we set X(v20) as the parent of X(v19). We repeat

the process and get a tree with 20 tree nodes.

The corresponding tree node of the vertex v3 is X(v3) = {v3, v2, v6, v13}. The

ancestors of v3 are A(v3) = {v14, v6, v13, v2}, and the subtree set of v3 is T(v3) =

{v3, v5, v1, v4}. For the vertex v13, all tree nodes containing v13 form a connected

subtree and are marked in the red area in Fig. 4.2.

4.3.2 TL-Index

We propose a new index structure, named TL-Index, to count shortest paths

based on tree decomposition. Compared to the state-of-the-art hub-labeling-

based index, the only similar part in TL-Index is, conceptually, to store a set
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of labeling vertices with corresponding distance and count values to each vertex

v. We carefully pick the labeling values by utilizing tree decomposition. We

organize the labels in a structure that can avoid the merge-sort-like style query

mechanism in [61] and achieve higher query efficiency. The details of query

processing can be found in Section 4.3.3. Below, we introduce an important

definition which is crucial to guarantee the correctness of the index.

Definition 14. (Convex Path) Given a tree decomposition TG of graph G(V,E),

a path p = (s, v1, v2, . . . , vk, t) between two vertices s and t is a convex path if for

every 1 ≤ i ≤ k, the depth of X(vi) is larger than the smaller one of X(s) and

X(t), i.e., ∀1 ≤ i ≤ k,Depth(vi) > min(Depth(s),Depth(t)).

Example 15. Given the graph G in Fig. 1.2 and its tree decomposition TG in

Fig. 4.2, the path (v6, v8, v7, v10) is a convex path. This is because Depth(v7) >

Depth(v8) > min(Depth(v6),Depth(v10)). The path (v6, v8, v14, v16) is not a con-

vex path, as Depth(v14) < min(Depth(v6),Depth(v16)).

Let ⊙ be the concatenation of two paths. We provide a support lemma

followed by the key theorem motivating our index below.

Lemma 9. Given a tree decomposition TG and an arbitrary path p in G, there

exists only one vertex in p with the lowest depth.

Proof. We prove Lemma 9 by contradiction. Given a path p, suppose we have

u, v ∈ p, and both u and v have the lowest depth in p. Thus, T (u) and T (v)

must be two disjoint sub-trees in TG. We denote the sub-path between u and

v by (u,w1, w2, . . . , wi−1, wi, v). We first consider the u side. As (u,w1) ∈ E,

based on Definition 12 (2), we know ∃X ∈ TG, u ∈ X,w1 ∈ X. Based on

Definition 12 (3), X(u) and X should be in the same sub-tree, X(w1) and X

should also be in the same sub-tree, i.e., X(u) and X(w1) should be in the same
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Figure 4.3: The TL-Index for G.

sub-tree. As u has the minimum depth, we have w1 ∈ T (u). We similarly have

w2 ∈ T (u), . . . , wi ∈ T (u). On the v side, we also have wi ∈ T (v) where the

contradiction exists.

Theorem 9. Given an arbitrary path p(v1, v2, . . . , vk), either p is a convex path

or there exists one and only one pair of convex paths p1 and p2 such that p =

p1 ⊙ p2.

Proof. Based on Lemma 9, given a non-convex path p between two vertices s

and t, assume that v is the vertex with the smallest depth in p. We have v ̸= s

and v ̸= t. Otherwise, p is a convex path. Therefore, p can be divided to two

sub-paths from v, and both sub-paths are convex paths.

Based on Theorem 9, each shortest path is either a convex shortest path or a

concatenation of two convex shortest paths, given that any sub-path of a shortest

path is also a shortest path. Here, a convex shortest path is a convex path that

has the same length as the shortest path between two terminal vertices in the

graph. To compute the shortest path count for any pair of vertices, our idea is
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to precompute the distance and the count of all convex shortest paths between

each possible pair of vertices. Note that the number of convex shortest paths is

significantly smaller than that of all shortest paths, which is supported by the

following lemma.

Lemma 10. Given a tree decomposition TG of a graph G and an arbitrary path

p, let v be the vertex with the smallest depth in p. v is the ancestor of all other

vertices in p.

The shortest paths between two vertices s and t can be divided into two

types. The first is the convex shortest path between s and t, and the other is

the concatenation of two convex shortest paths from s and t, respectively. It is

easy to see that for a non-convex shortest path p, two convex sub-paths join at

the vertex with the smallest depth in p. Therefore, our index stores the count

of each precomputed convex shortest path as a label of the terminal vertex with

a larger depth. We formally define the index as follows.

Definition 15. Given a road network G,TL-Index precomputes:

1. a tree structure of all vertices by tree decomposition;

2. the shortest distance from each vertex to all its ancestors;

3. the convex shortest path count from each vertex to all its ancestors.

Note that by a tree structure in Definition 15, we discard all vertices except

v in each tree node X(v) and use v as a tree node instead of the original vertex

set X(v).

Example 16. We show the TL-Index for the road network G (Fig. 1.2) in

Fig. 4.3 based on the tree decomposition TG in Fig. 4.2. For simplicity, we

only show a part of the index. The index is based on the tree structure of the tree
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decomposition. For each vertex (index tree node), we store the shortest distance

and the corresponding convex shortest path count to each ancestor. The label for

the ancestor close to the root is arranged in the front. We take the vertex v17 as

an example. As we mark in Fig. 4.3, the shortest distance between v17 and v6

is 9, and there is only 1 convex shortest path. The shortest distance between v17

and v14 is 4, and its corresponding convex shortest path count is 1. Note that in

the labels of v20, the count value for v6 is 0 since there is no convex path between

them whose length is less than or equal to 11.

Theorem 10. The space complexity of TL-Index is O(n · h).

Zhang and Yu [115] also analyze the space usage of their proposed hub-

labeling index for graphs with small treewidth. They show that their index size

can be bounded by O(wn log n) if the vertex order is carefully arranged, where w

is the treewidth, and n is the number of vertices. Our index size is much smaller

given that h is much smaller than w log n. The statistics (e.g., w, h and n) of

each dataset evaluated in experiments is provided in Table 4.2. We also compare

the practical index size in Fig. 4.11.

4.3.3 Query Processing with TL-Index

We propose the query processing algorithm in this section. Our TL-Index is also

a labeling-based index that satisfies the criteria of exact shortest path covering

(ESPC) defined in [115]. Given two query vertices s and t, the general idea is

to identify all common labeling vertices as shown in Eq. 4.1. We utilize the tree

structure to bound the common labels of query vertices. In this way, we avoid

the merge-sort-like strategy to process labels of two query vertices in Eq. 4.1 and

speed up the query processing by visiting a limited number of common vertices

directly. We reduce the visited labels in query processing by the following lemma.
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Lemma 11. Given two query vertices s and t, let CA(s, t) be the set of vertices

v such that X(v) is a common ancestor2 of X(s) and X(t). For each shortest

path p between s and t, let u be the vertex with the lowest depth in p. We have

u ∈ CA(s, t).

Based on Lemma 11, the shortest distance path count between s and t can

be computed using the following equation.

spc(s, t) =
∑

v∈CA(s,t),sd(s,v)+sd(v,t)=sd(s,t)

cspcs,v · cspcv,t, (4.2)

where cspcs,v denotes the number of all convex shortest paths between vertices

s and v. The shortest distance between s and t can be computed as follows.

sd(s, t) = min
v∈CA(s,t)

sd(s, v) + sd(v, t) (4.3)

We provide the query processing algorithm based on TL-Index in Algo-

rithm 6. We first compute the LCA of s and t in line 1. Then, for each common

ancestor of s and t, we initialize the shortest path count if a shorter distance is

found (lines 5–7). We increase the existing count if the same distance value is

found (lines 8–9).

Theorem 11. The time complexity of Algorithm 6 is O(h), where h is the

treeheight of the tree decomposition TG.

Proof. In line 1 of Algorithm 6, it takes O(1) time to find the LCA [14]. In line

3, the size of A(v) ∪ {v} is bounded by the treeheight h of TG.

2Each tree node is also regarded as an ancestor of itself in Lemma 11.
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Algorithm 6: TL-Query
Input: the TL-Index and two query vertices s, t
Output: the shortest distance sd(s, t), and corresponding count spc(s, t)

1 v ← the LCA of s and t in the tree;
2 d←∞, c← 0;
3 foreach u ∈ A(v) ∪ {v} do
4 d′ ← sd(s, u) + sd(u, t);
5 if d′ < d then
6 d← d′;
7 c← cspcs,u · cspcu,t;
8 else if d′ = d then
9 c← c+ cspcs,u · cspcu,t;

10 return d and c

4.4 Index Construction

We propose algorithms for index construction in this section. Section 4.4.1 ex-

tends the framework in the state of the art and presents a non-trivial indexing

algorithm. Sections 4.4.2, 4.4.3, 4.4.4, and 4.4.5 propose optimizations and our

improved algorithm for index construction.

4.4.1 Basic Index Construction by Hub Pushing

In [115], the authors propose a hub-pushing algorithm to construct an order-

based labeling index. We introduce a non-trivial baseline named TL-Construct

by extending their framework.

The pseudocode of TL-Construct is provided in Algorithm 7. Given the tree

decomposition, TL-Construct processes vertices in a top-down manner in the tree.

The algorithm runs in n rounds. In each round (lines 2–20), we pick the vertex

u with the smallest depth in the tree and break the tie by picking an arbitrary

one. We search from u with a distance priority. The arrays D[·] and C[·] store

the distance and the shortest path count, respectively, from u to each vertex
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Algorithm 7: TL-Construct
Input: A road network G(V,E, ϕ)
Output: The TL-Index of G

1 TG ← TreeDecomposition(G);
2 foreach X(u) ∈ TG in a top-down manner do
3 foreach v ∈ T(u) do D[v] =∞;
4 D[u] = 0, C[u] = 1;
5 Q← an empty queue prioritized by D[·];
6 Q.enqueue(u);
7 while Q is not empty do
8 v ← Q.dequeue();
9 d← minp∈A(u) sd(u, p) + sd(p, v);

10 if d < D[v] then
11 sd(u, v)← d, cspc(u, v)← 0;
12 continue

13 else sd(u, v)← D[v], cspc(u, v)← C[v] ;
14 foreach v′ ∈ N(v) do
15 nd← D[v] + ϕ(v, v′);
16 if D[v′] > nd ∧ Depth(v′) > Depth(u) then
17 D[v′]← nd, C[v′]← C[v];
18 Q.enqueue(v′)

19 else if D[v′] = nd then
20 C[v′]← C[v′] + C[v];

during the search.

The distance and the shortest path count to the source vertex u itself are

initialized by 0 and 1 respectively in line 4. In each iteration, we pop the top

vertex v from the priority queue in line 8, and v is the nearest unprocessed vertex

to u.

Line 9 computes the distance between u and v based on the information

computed in earlier rounds. For each common ancestor p of u and v, we compute

the distance by using p as a bridging vertex given that the shortest distances

from p to u and from p to v have been computed. If the distance based on earlier
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information is shorter than the current distance, we store the shorter distance

and terminate further exploration from v in lines 10–12. Otherwise, we store the

shortest distance sd(u, v) and the convex shortest path count cspc(u, v) for the

TL-Index.

We extend the search space from v to each neighbor of v. In line 16, D[v′] >

nd means we find shorter distance from u to v′. In this case, we replace the

existing distance and the convex shortest path count to v′. Note that D[v′] can

be∞ if v′ is not visited in the search. If the distance is the same as that computed

in earlier iterations (line 19), we increase the number of convex shortest paths

in line 20. Lines 16 and 19 also guarantee that we only process vertices with a

larger depth than the source vertex u.

Example 17. We show a running example for Algorithm 7. Given a graph G

(Fig. 1.2) and its tree decomposition TG (Fig. 4.2), let us consider the shortest

distance and the shortest path count between the vertices v14 and v16. Algorithm 7

starts from v14 and adds all its neighbors into Q in lines 14–18. It also updates

D[·] and C[·] in line 17. For instance, we have D[v15] = 1, C[v15] = 1, D[v16] =

3, and C[v16] = 1 after scanning all the neighbors of v14. In the next iteration,

suppose Q pops v15 in line 8, and Algorithm 7 expands its neighbor, i.e., v16 in

line 15-20. We have nd = D[v15] + ϕ(v16, v15) = 1 + 2 = 3 which equals D[v16].

Thus, we add C[v16] and C[v15] in line 20. When Q pops v16, we store D[v16]

and C[v16] to sd(v14, v16) and cspc(v14, v16), respectively. When Q is empty in

line 7, we have computed the shortest distance and the shortest path count from

v14 to each other vertex. The next vertex is v6 in line 2. Consider a case that

u = v6 when Q pops v16 in line 8. We find D[v16] = 11 which is greater than

sd(v6, v14) + sd(v14, v16) = 9 (lines 9-10). Therefore, we set sd(v6, v16) = 9,

cspc(v6, v16) = 0 (line 11) and terminate the exploration in line 12.

Theorem 12. The time complexity of Algorithm 7 is O(nh2 + nh log n).
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Algorithm 8: Operator ⊖
Input: A road network G and a vertex u ∈ V (G)
Output: The graph G⊖ u

1 foreach v, w ∈ N(u) do
2 if (v, w) /∈ E ∨ ϕ(v, w) > ϕ(v, u) + ϕ(u,w) then
3 E ← E ∪ {(v, w)};
4 ϕ(v, w)← ϕ(v, u) + ϕ(u,w);
5 ς(v, w)← ς(v, u)× ς(u,w);
6 else if ϕ(v, w) = ϕ(v, u) + ϕ(u,w) then
7 ς(v, w)← ς(v, w) + ς(v, u)× ς(u,w);

8 remove u and all incident edges from G;

Proof. For each vertex u ∈ G, we only visit the vertices v ∈ T (u). Thus, we

visit O(n · h) times in total. In each visit, we query O(h) times in line 9. The

maintenance of the priority queue Q costs O(h ·m+ h · n log n) using Fibonacci

heap. Thus, the time complexity of Algorithm 7 is O(nh2 + nh log n).

4.4.2 A New Upward Computing Framework

The index construction algorithm proposed in Section 4.4.1 essentially computes

a distance value and a count value for each pair of vertices with an ancestor-

descendant relationship. For each vertex u in each round, Algorithm 7 performs

a priority-queue-based search for all vertices in the subtree rooted from u and

computes values between u and all its descendants. However, the search space

can be the whole graph in the worse case. In addition, for each visited vertex

v, the algorithm scans all the ancestors of u to check if a shorter distance value

exists, which incurs significant extra cost.

To improve the efficiency of index construction, we propose a novel index

construction algorithm, which is called TL-Construct∗. TL-Construct∗ adopts an

upward computing framework. Specifically, for each vertex u in each round, we
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compute the distance value and the count value between u and all its ancestors in

the tree. We propose a graph reduction technique in Section 4.4.3 to support the

correctness of the upward computing framework. We relax the index definition

in Section 4.4.4 to speed up the upward computation of the shortest distance

and the shortest path count while guaranteeing the correctness simultaneously.

We show the final index construction algorithm in Section 4.4.5.

4.4.3 Graph Reduction

Preserving Shortest Path Count. For simplicity, we first introduce the

DC-Graph, which is denoted by G(V,E, ϕ, ς). Compared with the conventional

road network, the DC-Graph contains an additional function ς to assign a count

weight for each edge. Given a path p in a DC-Graph, we define the count value

of p, denoted by ς(p), as the following equation.

ς(p) =
∏
e∈p

ς(e) (4.4)

Given two vertices u and v in a DC-Graph G′, to count the number of shortest

paths spcG′(u, v), we sum the count values of all their shortest paths instead of

just calculating the number of paths. The DC-Graph is a generalized version of

conventional road networks. Given ς(e) = 1 for all edges e, counting paths in

a DC-Graph is equivalent to counting those in the corresponding conventional

graph with the same vertices and edges. Next, we define the DCP-Graph as

follows.

Definition 16. (DCP-Graph) Given a road network G(V,E, ϕ), a DC-Graph

G′(V ′, E ′, ϕ′, ς) is a DCP-Graph if V ′ ⊆ V and for every pair u, v ∈ V ′, sdG(u, v) =

sdG′(u, v) and spcG(u, v) = spcG′(u, v).
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Figure 4.4: Examples of optimizations in index construction based on the graph
G in Fig. 1.2 and its tree decomposition in Fig. 4.2. For each edge in the
subfigures (a) and (c), the label means [the distance weight ϕ: the count weight
ς]. For the subfigure (b), the label means the distance of the edge.

Example 18. Fig. 4.4 (a) shows a DCP-graph with five vertices from G in

Fig. 1.2. All other vertices are reduced. Each edge has two weights namely ϕ

and ς, we denote them by [ϕ : ς]. The reduced graph G′ preserves the shortest

distance and the shortest path count of all pairs of vertices in G′. For example,

we have sdG(v2, v6) = sdG′(v2, v6) = 4 and spcG(v2, v6) = spcG′(v2, v6) = 2. We

also have sdG(v14, v6) = sdG′(v14, v6) = 6 and spcG(v14, v6) = spcG′(v14, v6) = 3.

Based on Definition 16, we propose a reduction operation for each vertex in

a graph G and transform G to a DCP-Graph as shown in Algorithm 8. Note

that for any edge e whose count weight ς(e) is not defined, we initialize it as 1

in the algorithm. For every pair of neighbors v, w of u in G, if 1) the edge (v, w)

does not exist earlier, or 2) the edge (v, w) exists but a shorter edge appears

(line 2), we create the edge and replace the edge distance weight and the edge

count weight by ϕ(v, u) + ϕ(u,w) and ς(v, u) × ς(u,w), respectively. If there is

an existing edge (v, w) and the distances are the same (line 6), we increase the

corresponding edge count weight in line 7.

Lemma 12. Algorithm 8 returns a DCP-Graph of G.

Proof. Let G′ be G⊖w. For any vertices u ∈ V (G′) and v ∈ V (G′), we consider

84



4.4.3 Graph Reduction Chapter 4

the following two cases:

• Case 1: the shortest path from u to v in G does not pass through w. Thus, we

know sdG(u, v) = sdG′(u, v) and spcG(u, v) = spcG′(u, v) as the shortest path

in G is also the shortest path in G′.

• Case 2: the shortest path from u to v in G passes through w. In this case,

suppose that the shortest path between u and v is (u, . . . , wi, w, wj, . . . , v).

As Algorithm 8 eliminates w in G′, and inserts a new edge (wi, wj) with

ϕ(wi, wj) = ϕ(wi, w)+ϕ(w,wj) and ς(wi, wj) = ς(wi, w)× ς(w,wj) (if there is

no edge (wi, wj) ∈ G or ϕ(wi, wj) > ϕ(wi, w) + ϕ(w,wj) in G) or ς(wi, wj)←

ς(wi, wj)+ς(wi, w)×ς(w,wj) (if there is already ϕ(wi, wj) = ϕ(wi, w)+ϕ(w,wj)

in G).

Hence, both the distance and the corresponding edge count are preserved, and

Algorithm 8 returns a DCP-Graph of G.

Graph Reduction in Tree Decomposition. We can reduce the graph in

tree decomposition in a natural way, given that we need to connect every pair of

neighbors when eliminating each vertex in tree decomposition. The revised tree

decomposition is called DCP-Tree Decomposition and is shown in Algorithm 9.

Lines 4–10 iteratively reduce each vertex from the graph. The vertex u is removed

from G in line 8. π(·) is an array to record the removing order of all vertices.

Performing the operator ⊖ for all vertices would not increase the time complexity

of tree decomposition.

Lemma 13. The time complexity of Algorithm 9 is O(n · w2 + n log n).

Proof. In Algorithm 9, the dominant cost for each vertex is maintaining and

selecting the vertex with the smallest degree in V ′, which costs O(n · log n) time.

In line 8, the ⊖ operator costs O(w2) time. Thus, the overall time complexity of

Algorithm 9 is O(n · w2 + n log n).
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Algorithm 9: DCP-TreeDecomposition

Input: G(V,E, ϕ)
Output: Tree decomposition TG

1 TG ← ∅
2 foreach e ∈ E do ς(e) = 1;
3 V ′ ← V, i← 1;
4 while V ̸= ∅ do
5 u← the vertex with the smallest degree in V ;
6 X(u)← {u} ∪N(u);
7 create a tree node X(u) in TG;
8 G← G⊖ u;
9 π(u) = i;

10 i← i+ 1;

11 foreach u ∈ V ′ do
12 if |X(u)| > 1 then
13 v ← argminv∈X(u)\{u} π(v);
14 set X(v) be the parent of X(u) in TG;

15 return TG

4.4.4 Relaxing Convex Shortest Path

In this section, we focus on the phase of computing convex shortest path count.

We simplify the logic of index construction by relaxing the convex shortest path

count in the index definition. Given a graph G, its tree decomposition TG and

two vertices u, v with Depth(u) ̸= Depth(v), the local graph of u and v is the

induced subgraph of T(u) ∪ T(v) in G. That is to say, the local graph contains

all the vertices who have tree depths no smaller than both u and v.

Example 19. Given graph G in Fig. 1.2 and the tree decomposition in Fig. 4.2,

the local graph for v2 and v13 in V (G) is shown in Fig. 4.4 (b). As we can see

from the figure, all the vertices are from the subtree rooted by v13, given that

T(v2) ⊂ T(v13).

Based on the concept of the local graph, we relax the definition of the convex
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shortest path as follows.

Definition 17. (Local Shortest Distance and Local Shortest Path

Count) Given a tree decomposition TG of graph G(V,E), the local shortest

distance (resp. shortest path count) between two vertices u and v, denoted by

sd(u, v)− (resp. cspc(u, v)−), is the shortest distance (resp. shortest path count)

of u and v in their local graph.

Example 20. Let us continue Example 19. In the local graph (Fig. 4.4(b)), for

vertices v2 and v13, we can find the shortest path p1 = (v2, v1, v13). The shortest

distance sd(v2, v13)
− = 4, and the local shortest path count is cspc(v2, v13)

− = 1.

By contrast, When we look at the full graph G in Fig. 1.2, we find the shortest

path p2 = (v2, v14, v13) which has a smaller distance than the local shortest path

p1. We can also see that Depth(v14) < min(Depth(v2),Depth(v13)) in TG and p2

is not a convex shortest path. Therefore, the shortest distance between v2 and

v13 in the full graph G is sd(v2, v13) = 3, and the convex shortest path count is

cspc(v2, v13) = 0,

Lemma 14. Given a convex shortest path p between two vertices u and v, p is

a local shortest path in the local graph of u and v.

Lemma 15. Algorithm 6 is correct if we replace the shortest distance and the

convex shortest path count in TL-Index (Definition 15) by the local shortest dis-

tance and the local shortest path count, respectively.

Proof. Given vertices u and v, w ∈ CA(u, v). We first consider the short-

est paths between u and w. If there is any convex shortest path between u

and w, we have sd(u,w) = sd(u,w)− and cspc(u,w) = cspc(u,w)− based on

Lemma 14. If there is no convex shortest paths between u and w, we have

sd(u,w) < sd(u,w)−. Based on Theorem 9, there must be at least one ver-

tex w′ ∈ A(w) that satisfies sd(u,w) = sd(u,w′)− + sd(w′, w)− and spc(u,w) =
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∑
w′ cspc(u,w′)− · cspc(w′, w)−. We have the same result for the shortest paths

between w and v. Thus, Algorithm 6 is correct.

Based on Lemma 15, we compute the local shortest distance and the local

shortest path count from each vertex to its ancestors. Compared to computing

the exact shortest distance and convex shortest path count, the local values re-

duce significant search space in the index construction. Recall that based on the

graph reduction techniques in Section 4.4.3, we have a reduced graph preserving

the shortest distance and the shortest path count during the index construction.

By combing the reduction and the local computation ideas, computing the local

shortest distance and local shortest path count is conducted in a local reduced

subgraph.

Example 21. An example to compute values from v3 to v13 is provided in Fig. 4.4

(c). When processing v3, many other vertices have been reduced as shown in G′

of Fig. 4.4 (a). Based on Lemma 15, we only care the induced subgraph of all

vertices in G′ without a depth smaller than v13. The final search space is shown

in Fig. 4.4 (c).

4.4.5 The Final Algorithm

As shown in Algorithm 10, we first compute the tree decomposition and the

count weight for all new edges (shortcuts) inserted to the graph. Then, for each

vertex u, we compute the local shortest distance and the local shortest path

count from u to its ancestors in lines 3–12. Specifically, X(u) \ {u} in line 4

are neighbors of u in the DCP-Graph after performing the reduction operation

⊖ for all subtree vertices of u. Note that for every vertex u′ in X(u) \ {u}, the

values have been computed in earlier rounds. Therefore, we use each neighbor u′

to compute the distance and the count from u to each v (line 6 and line 7), since
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Algorithm 10: TL-Construct∗

Input: A road network G(V,E, ϕ)
Output: The TL-Index of G

1 TG ← DCP-TreeDecomposition(G);
2 foreach X(u) ∈ TG in a top-down manner do
3 foreach v ∈ A(u) do
4 foreach u′ ∈ X(u) \ {u} do
5 if Depth(u′) < Depth(v) then continue;
6 d← ϕ(u, u′) + sd(u′, v)−;
7 c← ς(u, u′) · cspc(u′, v)−;
8 if d < sd(u, v)− then
9 sd(u, v)− ← d;

10 cspc(u, v)− ← c;
11 else if d = sd(u, v)− then
12 cspc(u, v)− ← cspc(u, v)− + c;

1
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3
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5
1
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v13

v16

6
3v6 v14   [6, 3]X(v6)/{v6}:

v6   [6, 1]X(v13)/{v13}: v14   [1, 1]

X(v16)/{v16}: v13   [5, 1] v14   [3, 2]

Different from the values by basic index construction.

Figure 4.5: An example of TL-Construct∗.

the shortest path from u to v must pass at least one of the neighbors. We do not

need to consider the neighbor u′ with a smaller depth than the target vertex v in

line 5 since u′ is not in the local graph. During computing distance via neighbors,

we replace the shortest distance and shortest path count if a shorter distance is

found (lines 8–10). We increase the count if the same shortest distance is found

(lines 11–12).

Example 22. We show a running example with a partial TL-Index in Fig. 4.5.
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On the right side, we list the distance weight and the corresponding count weight

derived by the DCP-TreeDecomposition (Algorithm 9). Given u = v6 in line

2, we need to check its ancestor v14. In line 6 and 7, we have d = ϕ(v6, v14) +

sd(v14, v14)
− = 6+0 = 6 and c = ς(v6, v14)·cspc(v14, v14)− = 1×1 = 1. Given that

sd(v6, v14)
− is initialized as ∞, we update sd(v6, v14)

− = 6 and cspc(v6, v14)
− =

1. For the iteration of u = v16 in line 2, when v = v14 in line 3, we update

sd(v16, v14)
− = 3 and cspc(v16, v14)

− = 2, which is straightforwardly derived by

DCP-TreeDecomposition. Then, for the labels from v16 to v6 (v = v6 in line 3),

we calculate d = ϕ(v16, v13) + sd(v13, v6)
− = 5 + 6 = 11 and c = ς(v16, v13) ·

cspc(v13, v6)
− = 1 in lines 6–7. Then, we update the labels correspondingly in

line 9-10. Note that the labels from v16 to v6 and v13 differ from those in the

TL-index in Fig. 4.3. This is because we only store the local shortest distance

and the local shortest path count by our final algorithm.

Theorem 13. The time complexity of Algorithm 10 is O(n log n+ nhw), where

n is the number of vertices, h is the treeheight, and w is the treewidth.

Proof. In line 1, Algorithm 9 takes O(n · w2 + n log n). From line 2 to line

12, there are three loops and the time complexity is O(nhw). The overall time

complexity is O(n log n+ nhw).

4.5 Experiments

We conduct extensive experiments to evaluate our methods against the state-of-

the-art approach. All the algorithms are implemented in C++ with -O3 opti-

mization, and the experiments are conducted on a Linux machine with an Intel

Xeon Gold 6248 2.5GHz CPU and 768GB RAM. We evaluate all the algorithms
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on fourteen real-world graphs as shown in Table 4.2. GRD is the power grid net-

work of the western states in the USA3. SYD is a public transportation network

containing all the public transportation stops in Sydney [62]. All the rest are

road networks from DIMACS 4. The statistics are reported in Table 4.2.

Compared Algorithms. In our experiments, we compare our algorithms with

the state-of-the-art solution HL-Index [115] for the shortest path counting query

processing on real-world networks. We obtain the C++ code from the authors

and revise their index construction algorithm to handle weighted graphs by re-

placing the Breadth-First Search with the Dijkstra’s Search, given that only

unweighted graphs are considered in their implementation. We compare the

following algorithms in experiments.

• HL-Index: The hub-labeling index in [115].

• HL-Query: The query processing algorithm in [115].

• HL-Construct: The index construction algorithm in [115].

• TL-Index: Our index structure (Definition 15).

• TL-Query: Our query processing algorithm (Algorithm 6).

• TL-Construct: Our basic indexing algorithm (Algorithm 7).

• TL-Construct∗: Our optimized indexing algorithm (Algorithm 10).

Note that the hub-labeling method cannot finish indexing the USA dataset

within 24 hours, thus we do not report the results.

Exp-1: Query Time. We compare the average query time between TL-Query

and HL-Query. For each dataset, we randomly generate one million queries. We
3http://konect.cc/
4http://www.diag.uniroma1.it//challenge9/download.shtml
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Table 4.2: Statistics of road networks.

Name Description n m h w
GRD US Power Grid 4,941 6,594 72 25
SYD Public Transport 24,063 28,695 194 79
NY NYC 264,346 733,846 505 134
BAY Bay Area 321,270 800,172 403 108
COL Colorado 435,666 1,057,066 465 146
FLA Florida 1,070,376 2,712,798 520 136
NW Northwest US 1,207,945 2,840,208 548 146
NE Northeast US 1,524,453 3,897,636 828 219

CAL CA and NV 1,890,815 4,657,742 713 215
LKS Great Lakes 2,758,119 6,885,658 1325 370
EUS Eastern US 3,598,623 8,778,114 1022 272
WUS Western US 6,262,104 15,248,146 1041 326
CUS Central US 14,081,816 34,292,496 2433 660
USA Full US 23,947,347 58,333,344 2564 693
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Figure 4.6: Query time.

record the query time of each algorithm and report the average time in Fig. 4.6.

We also show the speedup of TL-Query over HL-Query in Fig. 4.7. As we can see

from Fig. 4.6 and Fig. 4.7, TL-Query is significantly faster than HL-Query on all

datasets. This is mainly because TL-Query only needs to visit a small number

of labels compared with HL-Query in counting shortest paths. For example, in

the CUS dataset, TL-Query takes 5.14 µs on average while HL-Query requires

34.59 µs. TL-Query is 6.73 times faster than HL-Query.
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0

1000

2000

3000

G
R
D

SY
D

N
Y

B
A

Y
C
O

L
FLA

N
W

N
E

C
A

L
LK

S
EU

S
W

U
S

C
U

S
U

SA

#
 o

f 
V

is
it

ed
 L

ab
el

s

TL−Query HL−Query

Figure 4.8: Number of visited labels in query processing.

Exp-2: Visited Label Size in Query Processing. When processing queries,

both TL-Query and HL-Query need to check and compare a number of labels

to derive the final result. We evaluate the number of visited labels in query

processing in this evaluation. Similar to the query processing time, we report the

average value of one million random queries. The results are shown in Fig. 4.8.

We can see that the average label size of TL-Query is significantly smaller than

HL-Query on all the datasets. For example, on the NE dataset, the average size

of TL-Query is 240, and that of HL-Query is 1164. That means, on average,

HL-Query needs to visit 1164 labels to finish the query, while TL-Index only

needs to visit 240 labels. This result is consistent with our query performance

evaluation in Fig. 4.6.

93



Chapter 4 4.5. EXPERIMENTS

TL−Query HL−Query

0

1

2

3

4

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(a) NY

0

1

2

3

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(b) BAY

0

1

2

3

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(c) COL

0

1

2

3

4

5

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(d) FLA

0

2

4

6

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(e) NW

0

5

10

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(f) NE

0

2

4

6

8

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(g) CAL

0

2

4

6

8

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

T
im

e
 (

µ
s)

(h) LKS

Figure 4.9: Query processing time varying query distance.
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Figure 4.9: Query processing time varying query distance (continued).

Exp-3: Varying Query Distance. We further test the query efficiency of the

algorithms by varying the query distance. Following Ouyang et al.’s experimenatl

setting [76], we generate ten groups of queries, Q1, Q2, . . . , Q10, by distances for

each dataset. Specifically, we set lmin to be 1,000 (1 kilometer) and lmax to

be the maximum resulting distance of any pair of vertices in the graph. Let

x = (lmax/lmin)
1/10. A randomly generated query belongs to Qi if its distance

between the source and target vertices falls in the range (lmin × xi−1, lmin × xi].

We randomly generate 10,000 queries for each group and each dataset. We record

the average time of TL-Query and HL-Query for the 10,000 queries and report

the results by varying query distance from Q1 to Q10 in Fig. 4.9.

We can see that our solution TL-Query outperforms HL-Query in all cases.

We also make the following observations. First, when the query distance in-

creases, the time cost of HL-Query increases. For example, on the BAY dataset,

HL-Query takes 1.869 µs on average to process Q1 queries. When handling Q10

queries, HL-Query takes 2.256 µs. This is because, in HL-Index, two faraway
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vertices may have more common labels than two close vertices. Second, in con-

trast to HL-Query, when the query distance increases, the time cost of TL-Query

decreases. On Q1 queries, TL-Index takes 1.447 µs. While on Q10 queries, it only

requires 0.776 µs. This is because, in TL-Query, the dominant cost is querying

the label from the LCA to the root. Intuitively, when the distance between two

vertices is long, their LCA is more likely to have a lower Depth in the tree de-

composition. Therefore, our proposed method visits fewer labels when the query

distance is longer. Third, when the distance between the source and the tar-

get vertices is relatively large, our method TL-Query is significantly faster than

HL-Query.

Exp-4: Index Construction. The index construction time for the algo-

rithms HL-Construct, TL-Construct∗, and TL-Construct is shown in Fig. 4.10.

When the dataset size increases, the indexing time of all the algorithms also

increases. Among all three algorithms, our TL-Construct∗ is the most efficient in

indexing. Our solution TL-Construct∗ is 8–20 times faster than HL-Construct on

large road networks. For example, on EUS, WUS, and CUS, our TL-Construct∗

is 19.41, 15.98, and 20.19 times faster than HL-Construct, respectively. Note

that HL-Construct cannot finish indexing USA within 24 hours. Compared to

TL-Construct, our proposed TL-Construct∗ is also several times faster. For exam-

ple, on EUS, WUS, CUS, and USA, our TL-Construct∗ is 9.34, 11.61, 14.27, and

13.92 times faster than TL-Construct. Meanwhile, our baseline algorithm is also

faster than HL-Construct for most datasets, thanks to the tree structure. The

results show the advance of our indexing algorithm.

Exp-5: Index Size. We report the index size for the HL-Index and our pro-

posed TL-Index. The results are shown in Fig. 4.11. When the size of the

network increases, the size of the index also increases for both algorithms. The

index size of our TL-Index is smaller than that of HL-Index on most datasets.
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Figure 4.10: Index construction time.
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Figure 4.11: Index size (GB).

Specifically, on most of the datasets, the index size of TL-Index is 20%–40%

smaller than that of HL-Index. This is because HL-Index is designed based on

a total vertex order. Many labels are precomputed for each vertex.

Exp-6: Indexing Scalability. We test the indexing time and the index size

when varying the dataset size (the number of vertices in the road networks)

from 106 to 24× 106, following Ouyang et al.’s work [76]. To conduct the study,

we partition the map of the United States into 10 × 10 grids, from which we

generate ten road networks (G1 to G10) by using the 1 × 1, 2 × 2, . . . , 10 × 10

grids situated in the central region of the map. We report the indexing time

and the index size in Fig. 4.12 (a) and Fig. 4.12 (b), respectively. When the

dataset increases from 106 to 24 × 106, the indexing time increases stably for
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Figure 4.12: Scalability testing.

all algorithms. Our TL-Construct∗ always outperforms the other two algorithms.

HL-Construct cannot finish the datasets whose sizes are greater than 18 × 106

within 24 hours. Therefore, they are not reported in the figure.

Exp-7: The Number of Shortest Paths. We report the average and the

maximum shortest path count in Fig. 4.13 and Fig. 4.14. Fig. 4.13 shows that

the larger the road network, the greater the shortest paths count. This is because

the shortest paths on larger road networks may have more hops, and we are

more likely to get the shortest paths with the same shortest distance. Generally,

for small networks, like NY, BAY, and COL, the average shortest path count is

around 1.5. For medium networks, like FLA and WUS, the average shortest path

count is about 3–7. For large networks, like CUS and USA, the average shortest

path count is 52 and 97, respectively. Fig. 4.14 shows the average and maximum
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Figure 4.13: Shortest path count on different graphs.

1

10
1

10
2

10
4

10
6

Q
1

Q
2

Q
3

Q
4

Q
5

Q
6

Q
7

Q
8

Q
9

Q
10

C
o
u
n
t 

#

Average Count# Maximum Count#

Figure 4.14: Shortest path count varying distance.

shortest path count number varying the shortest distance on the USA graph.

The results on other graphs show a similar trend. The ten groups of queries are

the same as those in Exp-3. The shortest path count number increases with the

increase of the shortest distance, which is in accordance with the results above.

4.6 Chapter Summary

In this chapter, we study the shortest path counting query problem on road

networks. We devise a novel index structure named TL-Index based on the tree

decomposition method. The TL-Index supports efficient shortest path counting

queries that outperform the state-of-the-art method. Moreover, we also present

efficient index construction algorithms. The experimental results demonstrate
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the efficiency of our proposed algorithms.
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Chapter 5

SHORTEST PATH COUNTING

FOR DYNAMIC ROAD

NETWORKS

5.1 Chapter Overview

In this chapter, we continue our study on the shortest-path counting query on

road networks. Specifically, we aim to analyze the index maintenance issue in the

index proposed in Chapter 4 when the weight on the road network changes. This

chapter is structured as follows. Section 5.2 provides the problem definition and

a general updating framework. Then, in Section 5.3, we show improved updating

techniques for weight decreasing and increasing, respectively. We also discuss the

design and impact of the local distance in TL-Index. Section 5.4 evaluates the

proposed algorithms and Section 5.5 concludes this chapter.
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5.2 TL-Index Maintenance

We first introduce the problem definition of TL-Index maintenance in Section 5.2.1.

We then provide a general framework that locates the elements impacted by the

updates in the TL-Index.

5.2.1 Problem Statement

Following Chapter 4, we still consider a road network G = (V,E, ϕ) which is

a degree-bounded, connected, and weighted graph. V (G) is a set of vertices,

E(G) is a set of edges, and ϕ : e ∈ E(G) 7→ N+ is a weight function for each

edge. We also have a TL-Index T which is already built by the construction

methods proposed in Chapter 4. For each vertex v ∈ V in graph G, there

is a corresponding tree node X(v) in T (G) that holds the distance and count

information from v to all its ancestors in T (G). When changes are made to the

weights on some edges in G, the task is to determine which nodes in T have

labels that are impacted by the updates and update the corresponding label

values. The problem of maintaining the TL-Index is formally defined as follows.

Problem Definition Given a road network G and its corresponding TL-Index

T , the TL-Index maintenance problem aims to efficiently update the labels in T

when G is dynamically updated.

5.2.2 An Up-and-Down Framework

In this section, we first review the TL-Index construction process, and then

propose an up-and-down updating framework.

In Chapter 4, the tree decomposition TG of a graph G is constructed by

removing the vertex with the smallest degree. This construction method ensures

that the structure of TG is dependent solely on the graph structure, and not on
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the weights of the edges in G. Therefore, any changes made to the weights of

the edges in G will not affect the structure of TG. Instead, only the labels on the

nodes of TG, specifically the shortest distance and convex shortest path count

labels, need to be updated.

Let us first reconsider the graph reduction process in Section 4.4.3. Given

a road network G, a DCP-graph G′ of G, which is a reduced graph of G, is

generated in the graph reduction process. In each reduction step, we eliminate

a vertex W from the DCP-graph G′. When a vertex w is removed from G′, the

tree node X(w) is generated in TG that contains all the edges connecting w to

its neighbors in G′ before the removal. Suppose the vertices u and v are w’s two

arbitrary neighbors before removing w, i.e., u, v ∈ N(w), there are two possible

conditions after removing w. First, if there is no edge between u and v in G′,

i.e., (u, v) /∈ G′, we generate a new edge (u, v) with ϕ(u, v) and ς(u, v) according

to the ϕ and ς values of (u,w) and (w, v), and insert (u, v) to the reduced graph.

Second, if there is already the edge between u and v in G′, we compare the

weights of ϕ(u, v) and ς(u, v) between the current (u, v) and the newly generated

values according to the ϕ and ς values of (u,w) and (w, v), and update ϕ(u, v)

and ς(u, v) accordingly.

In the index maintenance process, whenever the values of (w, u) or (w, v)

change, we need to update ϕ(u, v) and ς(u, v) for edge (u, v). This is because

ϕ(u, v) and ς(u, v) are dependent on the values of (u,w) and (w, v). Additionally,

changes to ϕ(u, v) or ς(u, v) will also affect other edges that depend on (u, v),

leading to a chain of updates that continues until no further updates are neces-

sary. In the following, we denote the edges on the DCP-graph G′ as shortcuts

for clearer illustration. Thus, when an edge in G changes its weight, our aim is

to iteratively update shortcuts in G′, until 1. there is no more change of ϕ and

ς of all the affected nodes; 2. there is no more edge dependent on the changed
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edge, which means either node of the changed edge reaches the root of TG.

During such an iterative update process, it is necessary to locate and re-

compute the values of the affected shortcuts. To facilitate the recalculation, we

define the following shortcut table ST.

Definition 18. Given two vertices u and v, the shortcut table ST records the

eliminated vertices that affect the shortcut between u and v, i.e., ST(u, v) =

{w1, w2, . . . , wn}, where wi affects (u, v) when it is eliminated in the DCP-Tree

Decomposition.

We can efficiently include the construction of the shortcut table ST into

the DCP-Tree Decomposition process by inserting the eliminated vertex w into

ST(u, v) for each pair of its neighbors u, v ∈ N(w), at the time of vertex elimi-

nation.

With the help of the shortcut table ST, the process of recalculating the values

of potentially impacted shortcuts is made more efficient. The table enables us

to promptly recompute the values of ϕ(u, v) or ς(u, v) for a shortcut (u, v) when

it is affected by the previous iteration by examining the eliminated vertices in

ST that have an impact on (u, v).

In the updating process, when the weight of an edge (u, v) is changed, we

utilize the shortcut table ST to recompute the ϕ and ς values of the shortcut

between u and v, denoted as ϕ′(u, v) and ς ′(u, v), and compare them to the

original values of ϕ(u, v) and ς(u, v). If the distance or count values of the

shortcut (u, v) are changed, then it is possible that the shortcuts between each

vertex w ∈ X(u) and v, supposing π(u) < π(v), may be impacted. In such

cases, we mark the shortcut between v and w that needs to be checked for each

w ∈ X(u). Then, following a bottom-up order along the tree structure, we check

and update the marked shortcut iteratively.

After updating all the shortcuts that need to be checked, we have the nodes
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that have been affected by the update and the up-to-date distance and count

values for all the shortcuts. The next step is to recompute the shortest distance

labels and the convex shortest path count labels for each node that was impacted

by the update and any further nodes that may have been affected as a result.

This process is also performed iteratively.

Following the update order of shortcuts and labels, we propose an up-and-

down maintenance framework, which is shown in Algorithm 11.

Algorithm 11: TL-Update
Input: Graph G and the TL-Index T , the edge (u, v) with π(u) < π(v),

and its new weight ϕ′
G(u, v)

Output: The updated TC-index
1 ϕG(u, v)← the original weight of edge (u, v) ∈ G;
2 AFF← ∅
3 Q← an empty priority queue
4 push (u, v) into Q
5 while Q is not empty do
6 (u,w)← Q.pop() with minimal π(u)
7 AFF← AFF ∪ {u}
8 recompute ϕ(u,w) and ς(u,w) with ST
9 if ϕ(u,w) or ς(u,w) changes then

10 foreach v ∈ X(u) do
11 if π(v) > π(w) then
12 push (w, v) into Q

13 else if π(v) < π(w) then
14 push (v, w) into Q

15 Let p ∈ AFF s.t. π(p) = max π(v)∀v ∈ AFF, UpdateLabels(p)
16 Procedure UpdateLabels(p)
17 Update sd(p, a) and cspc(p, a) for each a ∈ A(p)
18 foreach child Xc of Xp do
19 UpdateLabels(c);

In Algorithm 11, we first initialize an empty priority queue Q that prioritizes

the minimal π(u). We utilize the priority queue to realize the bottom-up updates
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of the shortcuts. Each time we pop up and check the shortcut with the minimal

π, which indicates the shortcut is at the bottom of all the possibly affected

shortcuts. In line 3, we push the edge (u,v) whose weight has changed into Q.

Lines 4-12 show the bottom-up process of updating shortcuts. Each time,

Q pops the shortcut that could be affected with the lowest π(u). We mark u

affected by putting it into AFF in line 7. Then, we recompute the ϕ(u,w) and

ς(u,w) with ST in line 8. If either ϕ(u,w) or ς(u,w) changes, then for each

v ∈ X(u), the values between v and w need to be checked. Hence, we push them

into Q.

Finally, we update the shortest distance and convex shortest path count labels

of all the affected nodes with the help of ϕ, ς and AFF. The process starts from

the vertex p ∈ AFF with the largest π in TG. We iterate over the sub-tree rooted

at N(p) in a top-down manner. For each N(v) ∈ TG(p), we recompute the sd

and cspc labels from v to all its ancestors.

5.3 An Up-forward Updating Approach

Although Algorithm 11 avoids recomputing the TL-Index from scratch, it may

still be inefficient due to excessive, unnecessary computations.

Firstly, in real-world applications, we may have multiple edge changes, and

it is inefficient to update the whole index every time an edge is changed. Sup-

pose updating one edge costs O(update) time, and then it costs k × O(update)

time when we update k edges. When k is large, such an updating process may

cost a large amount of time. However, during the k times’ updating process,

there could be many overlapping areas that are repeatedly updated. Thus, to

avoid redundant computation, we can devise a batched updating algorithm that

updates the index only once with a batch of edge changes.
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Secondly, for the shortcut updates, we first record the impacted shortcuts and

check them one by one by recomputing the ϕ and ς values with ST. However,

it is unnecessary to recompute each shortcut with ST. For many cases, each

time we judge whether a shortcut could be affected, we can derive its values

after imposing the change by carefully designing the value updating strategy

and up-forward the values to the check step.

Thirdly, for the label updates, Algorithm 11 updates the labels of the whole

subtree of the highest found node in the tree, which is inefficient. When the

found node is high up in the tree, the whole tree will be examined. To avoid

such redundant calculations, it is advisable to adopt an up-forward updating

technique for the label values.

Considering the updating framework depicted in Algorithm 11, the updating

process involves the transmission of change information among edges, shortcuts,

and labels. Changes in edges lead to changes in some shortcuts, which in turn

affect further shortcuts. The changes in all shortcuts result in alterations to

some labels, and ultimately, changes in some labels trigger changes in other

labels. This updating process can be divided into four steps.

Based on this process, we propose the optimized index update methods.

To differentiate between the effects of weight increase and decrease, we have

developed separate methods for each case. The term shortcut is also referred to

as super edge. In the following, these two terms will be used interchangeably.

5.3.1 Index Maintenance for Weight Decrease

To address the edge weight decrease case, we introduce an index maintenance

technique consisting of four steps: Edge-Super Decrease, Super-Super Decrease,

Super-Label Decrease, and Label-Label Decrease.

Edge-Super Decrease The algorithm Algorithm 12 presents a method for
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batch edge weight decrease processing. It takes as input a list of edges whose

weights have decreased and handles them collectively. Similar to Algorithm 11,

the algorithm utilizes a priority queue P to record the shortcuts whose weights

have changed. This difference is that we store the edge along with the original

distance and count values, and if a shortcut (u, v) has already been added to P ,

we do not add it again.

Each time it pops an edge whose weight has decreased in line 3. Then it

compares the new weight to the distance value ϕ of the shortcut between them.

If the new weight is smaller, which means we find the shortest path with a

shorter distance. We update the shortcut and mark it as updated by pushing it

as well as its old distance and count values into the priority queue P . If the new

weight is found to be equal to the distance value of the shortcut, it indicates the

existence of a new route with an equivalent shortest distance. In this scenario,

the previous count value is incremented by one, and the shortcut is marked as

updated by inserting the previous distance and count values into the priority

queue P . As the distance remains unchanged, it is straightforward to deduce

that only the count value has been altered when processing this shortcut. Note

that for an edge (u, v), we always assume π(u) < π(v).

Super-Super Decrease After executing Algorithm 12, all the shortcuts that

are affected by the list of edges whose weights have decreased are stored in

the priority queue P . Subsequently, the algorithm Algorithm 13 calculates the

impact of the change in these shortcuts on other related shortcuts. This pro-

cess continues until no more shortcuts require modification, with each iteration

adding further influenced shortcuts to the priority queue P . Additionally, an-

other priority queue Q is utilized to keep track of all the changes made to the

shortcuts, which will later have an impact on the changes to the labels. In line

3, a shortcut with its original distance and count values is extracted from the
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Algorithm 12: EdgeSuperDec
1 P ← an empty priority queue, minimizes π
2 while ∆G is not empty do
3 (u, v, ϕ′

G(u, v), 1)← ∆G.pop()
4 if ϕ′

G(u, v) < ϕ(u, v) then
5 P .insert(u, v, ϕ(u, v), ς(u, v))
6 ϕ(u, v)← ϕ′

G(u, v)
7 ς(u, v)← 1

8 else if ϕ′
G(u, v) = ϕ(u, v) then

9 P .insert(u, v, ϕ(u, v), ς(u, v))
10 ς(u, v)← ς(u, v) + 1

11 return P

priority queue. Subsequently, for each vertex w that belongs to X(u), it is de-

termined if the values of shortcut (v, w) will be impacted. Here, it is assumed

that π(w) > π(v), indicating that node X(w) is higher than node X(v). If

π(w) < π(v), the vertices w and v are simply swapped and the process is carried

out accordingly. This swap has been omitted for the sake of simplicity in the

illustration.

Line 6 checks if the shortcut (u,w) has already been added to the priority

queue P . If it has, we store the previous count value of (u, v) and leave the

update process for (v, w) to be handled by (u,w). This is a crucial step to avoid

double updates to the count value of (v, w), which could lead to incorrect count

values. Each time a shortcut’s count value is updated, it may be altered once, so

it is important to ensure that each shortcut is updated only once. This technique

of deferring the update skips the first shortcut and delegates the update to the

second shortcut when both shortcuts have been changed. The old count value

of (u, v) is stored so that it can be used to update the values of (v, w) at a later

stage. This information is recorded for (u,w) for later use.

In lines 7 and 8, we calculate the new distance and count values of the shortcut
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(v, w) by considering u as an intermediate node and denote them as d and c,

respectively, Line 9 judges whether the distance value of (u, v) has decreased. If

it decreases, we treat it as a weight-decreasing case and handle it accordingly.

On the other hand, if the distance value remains the same, it means that only

the count value of (u, v) has changed, and we handle it as a count-change case.

In the weight-decrease case, the new distance value is checked against ϕ(v, w).

If the new distance is smaller, the distance and count values are updated. If the

new distance is equal to ϕ(v, w), the count value of ς(v, w) is updated by adding

the count value through u in line 18.

For the count-change case, the presence of the shortest paths passing through

u is evaluated in line 19. If so, the count value ς(v, w) is updated by adding the

new count value through u and subtracting the old count value through u, as

shown in line 23. Line 22 ensures that ςu,w always holds the previous count value

for the shortcut (u,w).

Every time we discover updates to either the distance or count values, we push

the altered shortcuts into both P and Q. We repeat the process of examining

the shortcuts in P until it is empty and keep track of all the changed shortcuts

by storing them in Q.

Super-Label Decrease The next step after generating Q with Algorithm 13 is

to compute the labels that are impacted by the edge changes. This is done by

using the Algorithm 14 algorithm. At the beginning of Algorithm 14, we initialize

an empty priority queue R to record the labels that have been impacted by the

weight changes of the shortcuts. Then, in line 3, we retrieve the shortcut changes

one by one from Q. Note that Q maximizes π, which means we start from the

top of the tree. From line 4 to line 19, we check for each ancestor a of u. We

suppose π(a) > π(v), which means X(a) is on top of X(v). When π(a) < π(v),

we simply swap the vertices a and v and carry out the process accordingly. This

110



5.3.1 Index Maintenance for Weight Decrease Chapter 5

Algorithm 13: SuperSuperDec
1 Q← P , Q maximizes π, S ← ∅
2 while P is not empty do
3 (u, v, ϕ, ς)← P.pop()
4 foreach w ∈ X(u) do
5 suppose π(w) > π(v);
6 if (u,w) ∈ P then S ← S ∪ (u, v, ς) and continue ;
7 d← ϕ(u, v) + ϕ(u,w)
8 c← ς(u, v) · ς(u,w)
9 if ϕ(u, v) < ϕ then

10 if d < ϕ(v, w) then
11 P.insert(v, w, ϕ(v, w), ς(v, w))
12 Q.insert(v, w, ϕ(v, w), ς(v, w))
13 ϕ(v, w)← d
14 ς(v, w)← c

15 else if d = ϕ(v, w) then
16 P.insert(v, w, ϕ(v, w), ς(v, w))
17 Q.insert(v, w, ϕ(v, w), ς(v, w))
18 ς(v, w)← ς(v, w) + c

19 else if ϕ(u, v) = ϕ and d = ϕ(v, w) then
20 P.insert(v, w, ϕ(v, w), ς(v, w))
21 Q.insert(v, w, ϕ(v, w), ς(v, w))
22 get ςu,w from S otherwise ςu,w ← ς(u,w)
23 ς(v, w)← ς(v, w) + c− ς · ςu,w

24 return Q
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swap has been omitted for simplicity in the illustration.

If both the shortcut (u, v) and the label (v, a) have changed, we may en-

counter a similar double-update issue. Therefore, in line 6, we record the short-

cut (u, v) and postpone the update to avoid the double-update. Next, in lines

7 and 8, we compute the new distance label value and the count label value.

We then check the weight-decrease case and count-change case for the shortcut

(u, v). Depending on the case, we update sd(u, a) and spc(u, a) accordingly.

Whenever a label (u, a) is changed, we add the update to R, which will be de-

livered to Algorithm 15 to further check other labels that would be affected by

the labels in R.

Algorithm 14: SuperLabelDec
1 R← an empty priority queue, maximizes π, S ← ∅
2 while Q.is not empty do
3 (u, v, ϕ, ς)← Q.pop()
4 foreach a ∈ A(u) do
5 suppose π(a) > π(v);
6 if (v, a) ∈ R then S ← S ∪ (u, v, ς) and continue ;
7 d← ϕ(u, v) + sd(v, a)
8 c← ς(u, v) · spc(v, a)
9 if ϕ(u, v) < ϕ then

10 if d < sd(u, a) then
11 R.insert(u, a, sd(u, a), spc(u, a))
12 sd(u, a)← d
13 spc(u, a)← c

14 else if d = sd(u, a) then
15 R.insert(u, a, sd(u, a), spc(u, a))
16 spc(u, a)← spc(u, a) + c

17 else if ϕ(u, v) = ϕ and d = sd(u, a) then
18 R.insert(u, a, sd(u, a), spc(u, a))
19 spc(u, a)← spc(u, a) + (ς(u, v)− ς) · spc(v, a)

20 return R, S

112



5.3.2 Index Maintenance for Weight Increase Chapter 5

Label-Label Decrease To calculate the influence between labels, we first give

the definition of reverse tree node as follows.

Definition 19. (Reverse Tree Node) Given a graph G(V,E) and its tree

decomposition TG, a vertex u ∈ V is said to be in a reverse tree node for a vertex

v ∈ V , denoted by u ∈ X−1(v), if v ∈ X(u).

The use of the reverse tree node X−1(v) facilitates the identification of the

shortcut (x, u) and enables the determination of whether (x, v) requires updating.

The algorithm Algorithm 15 provides a detailed procedure for checking and

updating the labels that are possibly affected by the updates made to the labels

in R.

Each time, we fetch a label pair (u, v) from R, and check for each vertex x in

v’s reverse tree node if we need to update the labels between x and v. We still

assume π(u) > π(x) to simplify the illustration. Lines 5 and 6 calculate the new

label values for x, v via u. We judge if the new distance label is smaller. If so,

we update the sd and spc label values. If the new distance value equals the old

one, we update the spc value accordingly.

5.3.2 Index Maintenance for Weight Increase

To maintain the index with the edge weight increase case, we similarly have

four steps, including Edge-Super Increase, Super-Super Increase, Super-Label

Increase, and Label-Label Increase.

Edge-Super Increase Similar to the algorithm in Algorithm 12, we also use

a priority queue to store the shortcuts that are affected by the weight increase

of the edges. In line 4, we compare the original weight of edge (u, v) and the

distance value of its shortcut ϕ(u, v). If they have the same length, it means

that after the increase in weight, the edge (u, v) is no longer the shortest path
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Algorithm 15: LabelLabelDec
1 while R is not empty do
2 (u, v, ϕ, ς)← R.pop()
3 foreach x ∈ X−1(v) do
4 suppose π(u) > π(x)
5 d← ϕ(x, u) + sd(u, v)
6 c← ς(x, u) · spc(u, v)
7 if sd(u, v) < ϕ then
8 if d < sd(x, v) then
9 R.insert(x, v, sd(x, v), spc(x, v))

10 sd(x, v)← d
11 spc(x, v)← c

12 else if d = sd(x, v) then
13 R.insert(x, v, sd(x, v), spc(x, v))
14 spc(x, v)← spc(x, v) + c

15 else if sd(u, v) = ϕ and d = sd(x, v) then
16 R.insert(x, v, sd(x, v), spc(x, v))
17 get ςx,u from S otherwise ςx,u ← ς(x, u)
18 spc(x, v)← spc(x, v) + c− ςx,u · ς)
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between u and v. Therefore, in line 6, we subtract one from ς(u, v) to account

for this change. In lines 7-8, if ς(u, v) has become zero, we recompute ϕ(u, v)

and ς(u, v) with the help of ST.

Algorithm 16: EdgeSuperInc
1 P ← an empty priority queue, minimizes π
2 while ∆G is not empty do
3 (u, v, ϕ′

G(u, v), ς)← ∆G.pop()
4 if ϕG(u, v) = ϕ(u, v) then
5 P .insert(u, v, ϕ(u, v), ς(u, v))
6 ς(u, v)← ς(u, v)− 1
7 if ς(u, v) = 0 then
8 recompute ϕ(u, v) and ς(u, v) with ST

9 return P

Super-Super Increase

After executing Algorithm 16, we have recorded all shortcuts that are directly

influenced by the weight increase of edges in the priority queue P . Then, for

each shortcut in P , we compute the shortcuts that may be indirectly affected by

it.

In line 3, we extract the shortcut (u, v) from P , and for each w ∈ X(u), we

check if the paths passing through u were the shortest paths before the edge

weight was increased. If they were, we judge if ϕ(u, v) increases or simply the

count changes and adjust the count values accordingly. If ς(v, w) becomes zero

in line 15, we recompute the labels with the help of ST.

Similar to Algorithm 13, we add all the changed shortcuts to both P and

Q. The priority queue P is used to iterate over the affected shortcuts, while

the queue Q records all the shortcuts that are affected for the label influence

computation.

Super-Label Increase
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Algorithm 17: SuperSuperInc
1 Q← P , Q maximizes π, S ← ∅
2 while P is not empty do
3 (u, v, ϕ, ς)← P.pop()
4 foreach w ∈ X(u) do
5 suppose π(w) > π(v);
6 if (u,w) ∈ P then S ← S ∪ (u, v, ϕ, ς) and continue ;
7 get ϕu,w, ςu,w from S otherwise ϕu,w ← ϕ(u,w), ςu,w ← ς(u,w)
8 d← ϕ+ ϕu,w

9 c← ς · ςu,w
10 if d = ϕ(v, w) then
11 if ϕ(u, v) > ϕ then
12 P.insert(v, w, ϕ(v, w), ς(v, w))
13 Q.insert(v, w, ϕ(v, w), ς(v, w))
14 ς(v, w)← ς(v, w)− c
15 if ς(v, w) = 0 then
16 recompute ϕ(v, w) and ς(v, w) with ST

17 else if ϕ(v, w) = ϕ then
18 P.insert(v, w, ϕ(v, w), ς(v, w))
19 Q.insert(v, w, ϕ(v, w), ς(v, w))
20 ς(v, w)← ς(v, w)− c+ ς(u,w) · ς(u, v)

21 return Q
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Algorithm 18 computes the labels that are affected by the weight increase

of shortcuts in Q. The algorithm first checks the shortcuts from Q one by one,

and for each ancestor a of u, it checks if the weight change of the shortcut (u, v)

affects the distance and count labels between u and a.

In lines 7-8, the algorithm computes the original distance and count values of

u, a via v, and compares them with sd(u, a). If they are equal, then the weight

change of shortcut (u, v) will affect the weight of the labels between u and a. The

algorithm then updates the labels between u and a according to the change in

the shortcut weight. If the count value spc(u, a) becomes zero after the update,

the algorithm recomputes the labels between u and a by visiting all the ancestors

of u.

After iterating over all the shortcuts in Q, the label pairs that have been

changed are stored in R.

Label-Label Increase After computing all the label pairs that are directly

affected by the changes of the shortcuts, we calculate the further affected label

pairs. For each label pair (u, v), we check each vertex x in v’s reverse tree node

X−1(v) to see if the labels for (x, v) will be affected by the changes of the label

for (u, v). If it is affected, we update the labels accordingly.

To calculate the further affected label pairs, we first iterate through all the

label pairs in R, and for each pair (u, v), we examine all the vertices x in X−1(v)

and check whether the label pair (x, v) needs to be updated.

If the shortest distance between x and v equals the sum of the shortest

distances between x and u and between u and v, then the label pair (x, v) needs

to be updated. We update the labels and check if any further label pairs need to

be updated as a result. If the shortest path count of the label pair (x, v) becomes

zero, we recompute the labels between x and v by visiting all the ancestors of x.
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Algorithm 18: SuperLabelInc
1 R← an empty priority queue, maximizes π
2 while Q.is not empty do
3 (u, v, ϕ, ς)← Q.pop()
4 foreach a ∈ A(u) do
5 suppose π(a) > π(v);
6 if (v, a) ∈ R then S ← S ∪ (u, v, ϕ, ς) and continue ;
7 d← ϕ+ sd(v, a)
8 c← ς · spc(v, a)
9 if d = sd(u, a) then

10 if ϕ(u, v) > ϕ then
11 R.insert(u, a, sd(u, a), spc(u, a))
12 spc(u, a)← spc(u, a)− c
13 if spc(u, a) = 0 then
14 recompute sd(u, a) and spc(u, a) with A(u)

15 else if ϕ(u, v) = ϕ then
16 R.insert(u, a, sd(u, a), spc(u, a))
17 spc(u, a)← spc(u, a)− c+ ς(u, v) · spc(v, a)

18 return R, S
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Algorithm 19: LabelLabelInc
1 while R is not empty do
2 (u, v, ϕ, ς)← R.pop()
3 foreach x ∈ X−1(v) do
4 suppose π(u) > π(x)
5 get ϕx,u, ςx,u from S otherwise ϕx,u ← ϕ(x, u), ςx,u ← ς(x, u)
6 d← ϕx,u + ϕ
7 c← ςx,u · ς
8 if d = sd(x, v) then
9 if sd(u, v) > ϕ then

10 R.insert(x, v, sd(x, v), spc(x, v))
11 spc(x, v)← spc(x, v)− c
12 if spc(x, v) = 0 then
13 recompute sd(x, v) and spc(x, v) with A(x)

14 else if sd(u, v) = ϕ then
15 R.insert(x, v, sd(x, v), spc(x, v))
16 spc(x, v)← spc(x, v)− c+ ς(x, u) · spc(u, v)

5.3.3 An Optimized Priority Queue

Although the algorithms presented in Section 5.3.1 and Section 5.3.2 significantly

reduce unnecessary recomputations of shortcuts and labels, the update process

is still computationally intensive. This is because we use a priority queue that

prioritizes π to record and arrange the update order of the changed shortcuts

and labels. Since many shortcuts and labels will be affected during the mainte-

nance process, managing the priority queue becomes a significant computational

bottleneck.

To address this issue, we can leverage the tree decomposition property and

the updating order to devise an optimized priority queue. Specifically, our up-

dating order follows a top-down order along the tree branch. For example, in

Algorithm 19, we need to ensure that the labels between u and v are updated

before we update the labels from x to v. The priority queue R uses π(u) to en-
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sure this order. However, since the label change only affects nodes on the same

branch, the processing order of nodes on different branches does not matter.

Therefore, we can use a relaxed order Depth to arrange the updating order

within each branch. The Depth order only considers nodes on the same branch,

and it is always bounded by the tree height h of the tree decomposition. We

can use a bucket-like structure to store all affected label pairs according to the

Depth of their lower nodes. When we push a changed label pair, we store it in

the corresponding Depth. When we pop a changed label pair, we start from the

smallest Depth. Both the push and pop operations can be done in O(1) time,

which is much faster than using a traditional priority queue.

5.3.4 Local Graph Revisited

In Section 4.4.4, we relaxed the convex shortest path to the local shortest path,

which reduces unnecessary computation while maintaining query result correct-

ness. This property not only benefits construction efficiency but also facilitates

index updating, as we only need to check the local shortest paths in our index

maintenance.

To compute updates of the local shortest distance and path count, we only

need to modify the Super-Label and Label-Label updating strategies to consider

only vertices in the local graph.

Specifically, in Algorithm 14 and Algorithm 18, we replace a ∈ A(u) with

a ∈ A(v) in line 4. This ensures that we only update (u, a) when X(a) is on top

of X(v) in the tree.

Similarly, in Algorithm 15 and Algorithm 19, we modify line 3 to change

x ∈ X−1(v) to x ∈ X−1(u). This ensures that node X(x) is always under node

X(u) in the tree.
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5.4 Experiments

We conduct experiments to evaluate the proposed updating methods. All the

algorithms are implemented in C++ with -O3 optimization, and the experiments

are conducted on a Linux machine with an Intel Xeon Gold 6248 2.5GHz CPU

and 768GB RAM. We evaluate all the algorithms on twelve real-world road

networks as shown in Table 5.1. All the datasets are from DIMACS 1. For each

dataset, we randomly select 100 to 500 edges and change the weight of these

edges. In the edge weight increase case, we double the edge weight for each

selected edge, i.e., change the weight from ϕ(e) to 2 × ϕ(e). In the edge weight

decrease case, we half the edge weight for each selected edge, i.e., change the

weight from ϕ(e) to ϕ(e)/2.

Compared Algorithms. We compare the following algorithms in experiments.

• TL-Dec: Our basic index updating algorithm (Algorithm 11) with edge weight

decrease.

• TL-Inc: Our basic index updating algorithm (Algorithm 11) with edge weight

increase.

• TL-Dec∗: Our optimized index updating algorithm for edge weight decrease.

• TL-Inc∗: Our optimized index updating algorithm for edge weight increase.

Exp-1: Updating Time. We compare the average updating time between the

proposed maintenance algorithms. For each dataset, we execute the proposed

methods in the edge weight decreasing and increasing cases, respectively.

We measured the update time of each algorithm and presented the results in

Fig. 5.1. The graph shows that all algorithms experience an increase in updating

1http://www.diag.uniroma1.it//challenge9/download.shtml
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Table 5.1: Statistics of road networks.

Name Description n m h w
NY NYC 264,346 733,846 505 134
BAY Bay Area 321,270 800,172 403 108
COL Colorado 435,666 1,057,066 465 146
FLA Florida 1,070,376 2,712,798 520 136
NW Northwest US 1,207,945 2,840,208 548 146
NE Northeast US 1,524,453 3,897,636 828 219

CAL CA and NV 1,890,815 4,657,742 713 215
LKS Great Lakes 2,758,119 6,885,658 1325 370
EUS Eastern US 3,598,623 8,778,114 1022 272
WUS Western US 6,262,104 15,248,146 1041 326
CUS Central US 14,081,816 34,292,496 2433 660
USA Full US 23,947,347 58,333,344 2564 693

time as the number of changed edges increases. However, our optimized updat-

ing methods, TL-Dec∗ and TL-Inc∗, consistently outperform the basic updating

methods. For instance, in the CAL dataset, when 500 edges have changed,

TL-Dec and TL-Inc take 1385 seconds and 457 seconds on average, respectively,

while TL-Dec∗ only requires 81 seconds and TL-Inc∗ costs 155 seconds. The sig-

nificant improvement is attributed to the reduced computation of unnecessary

labels in our optimized updating methods. Moreover, we observed that TL-Dec∗

is faster than TL-Inc∗. This is because, during updating, TL-Inc∗ needs to visit

other labels to compute the changed label, whereas TL-Dec∗ can directly deduce

its value.

Exp-2: Proportion of Changed Labels. To gain a better understanding

of the index maintenance process during updates, we recorded the proportion

of labels that were updated for each dataset. We selected four representative

graphs for clear illustration, and similar results were obtained for other graphs.

As shown in Fig. 5.2, the proportion of labels that were updated increases with

the number of changed edges, which is consistent with the increase in time cost
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Figure 5.1: Index Updating Time With Varying Weight Change Size

shown in Exp-1. Additionally, we observed that the proportion of changed labels

is relatively high when more edges’ weights have changed. For instance, on the

BAY dataset, when 500 edges’ weights changed, more than half of the labels

in the index also changed. This nature of high proportions of changed labels

makes the index maintenance process more challenging and limits the potential

acceleration.

5.5 Chapter Summary

In this chapter, we study the index maintenance problem for the index intro-

duced in Chapter 4 for efficiently counting the shortest paths in road networks

in the presence of changes in the weight of road segments. We start by devel-

oping a comprehensive updating framework that identifies the tree nodes whose

labels may have changed and updates them accordingly. Next, we examine op-
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Figure 5.2: Changed Label Proportion With Vary Weight Change Size.

timized strategies for handling decreases and increases in road segment weights

separately. The experimental results showcase the effectiveness of the proposed

updating algorithms.
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EPILOGUE

In this thesis, we provide a comprehensive study of the problems relating to two

special substructures in two types of large graphs. We first study the cohesive

subgraph structure and the problem of mining statistically significant cliques

in large labelled graphs. Then, we study the shortest path structure and the

shortest path counting problem in large road networks.

For the significant clique mining problem, we propose an efficient branch-and-

bound algorithm with sophisticated pruning technologies to efficiently enumerate

all the maximal statistically significant cliques. We conduct extensive experi-

ments to evaluate the proposed algorithms. The results show the effectiveness

and efficiency of our algorithms.

For the shortest path counting problem, we devise a novel index structure

based on the tree decomposition method. We provide efficient construction and

query algorithms for the index structure. Extensive experiments are conducted

to evaluate the efficiency of our proposed methods.

Real-world graphs are dynamic and constantly changing. To address this,

we have developed efficient methods for maintaining the index when the graph

updates. Our basic updating approach locates the changed region in the index
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and updates the labels without recomputing from scratch. To further accelerate

the computation, we propose improved algorithms. To evaluate the effectiveness

of our proposed methods, we conduct experiments on various graphs.

The following are the open problems that need further studies in our future

research.

• Pair-wise Shortest Path Enumeration on Road Networks. In this

study, we present a method for computing the shortest distance and path

count between two nodes in a road network. Once these values are ob-

tained, a natural follow-up task is to enumerate all the shortest paths

between the nodes.

• Parallel and distributed index construction for large graphs. While

our proposed index and construction methods outperform the state-of-the-

art approach, constructing the index on large graphs can still be time-

consuming. In our future work, we aim to investigate parallel or distributed

index construction methods to address this issue for large graphs.

• Other types of significant substructures computation on labeled

graphs. In addition to the clique model, there exist other cohesive sub-

graph models such as cores and trusses, which can effectively capture com-

munity structures in graphs. In our future work, we plan to investigate the

statistical significance of these models for improved community modeling.
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