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ABSTRACT

Proof-of-Stake-based Blockchain Frameworks for Smart Data

Management

by

Cong Thanh Nguyen

Over the last few years, the Proof-of-Stake (PoS) consensus mechanism has

emerged as an effective solution to data management in various areas. However,

developing the PoS mechanism requires thoughtful design and consideration to over-

come significant challenges for different blockchain network architectures. In single-

blockchain systems, forming stake pools might significantly increase the blockchain’s

centralization level, posing serious threats to the network’s security. Moreover, in

federated-blockchain systems, the transfers of assets among the blockchains within

might centralize users to a single blockchain, leaving the other blockchains vulnera-

ble to attacks. Similarly, in sharding-based blockchain networks, the division of the

blockchain into shards might weaken the blockchain’s security.

This thesis develops PoS-based frameworks and proposes solutions for various

data management applications to address the abovementioned issues. In the first

study, we develop BlockRoam for roaming management systems, using the PoS

consensus mechanism and smart contracts to address roaming fraud. Moreover, an

economic model based on the Stackelberg game is proposed to address the stake

pool formation’s risk. Performance evaluations show that BlockRoam can achieve

up to 1100x faster transaction confirmation than Bitcoin and reduce the probability

of being attacked by up to 35%.

In the second study, we propose FedChain, a framework for federated-blockchain

systems with a cross-chain transfer protocol for secure token transfers. In Fedchain,

a novel PoS-based consensus mechanism is developed to satisfy strict security re-



quirements with improved performance. Moreover, a Stackelberg game model is

developed to address the centralization risk. Simulation results show that Fedchain

can reduce the transaction confirmation time by up to 23% and improve throughput

by 27% compared to static approaches.

In the third study, we propose MetaShard, a sharding-based blockchain frame-

work for Metaverse applications. Particularly, we develop a Proof-of-Engagement

consensus mechanism to incentivize resource contribution for Metaverse applica-

tions. Moreover, to improve the scalability of MetaShard, we propose an innovative

sharding management scheme to maximize the network’s throughput while protect-

ing the shards from 51% attacks. Numerical experiments show that our approach

achieves up to 66.6% higher throughput in less than 1/30 running time and achieves

globally optimal solutions in most experiments.

These results demonstrate the applicability of the PoS mechanism in data man-

agement and the ability of our solutions to address security issues in various types

of PoS-based blockchain networks. Potential research directions include Metaverse,

Web 3.0, and alternative consensus design to improve the PoS mechanism.
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1

Chapter 1

Introduction and Literature Review

This chapter first provides the background on the development of blockchain tech-

nology as well as the challenges it is facing. Then, state-of-the-art solutions in ad-

dressing these issues are comprehensively discussed. Finally, the main contributions

as well as the structure of this thesis are highlighted at the end of this chapter.

1.1 Motivations

Over the last few years, blockchain technology has been considered as one of the

most significant technological breakthrough since the invention of the Internet. A

blockchain is a distributed database of records shared among network participants.

With the help of cryptographic hash functions, digital signatures, and distributed

consensus mechanisms, once a record enters the database, it cannot be altered with-

out the consensus of the other network participants [1]. As a result, data stored

in a blockchain can be conventionally verified even in a decentralized environment,

leading to to numerous blockchain applications. Cryptocurrencies, the most famous

blockchain applications, have the total market capitalization of more than $200

billion by the time this article is written, with more than 2000 cryptocurrencies net-

works [2]. Beyond cryptocurrencies, blockchain applications have also been emerging

in various areas, such as finance, healthcare, military, and Internet-of-Things (IoT)

networks [3].

The consensus mechanism is the core component of a blockchain network, which

ensures that every participant agrees on the state of the network in such trustless en-
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vironments. Early blockchain networks were developed based on the Proof-of-Work

(PoW) consensus mechanism which relies on intensive computing processes to reach

consensus. As a result, PoW has several disadvantages including huge energy con-

sumption and low transaction processing capabilities. To overcome these problems,

a new consensus mechanism has been developed recently, namely Proof-of-Stake,

which replace the computing process of PoW with stake ownership proofs. As a

result, PoS has negligible energy consumption and low transaction delay. There-

fore, this mechanism is expected to become a cutting-edge technology for future

blockchain networks and has the potential to be the backbone of blockchain-based

frameworks for many applications, including mobile roaming data management, fed-

erated blockchain systems, and blockchain-based Metaverse applications.

Particularly, PoS consensus mechanism can be utilized for mobile roaming data

management. With the popularity of IT technologies and smart devices, over 5

billion people have been subscribed to mobile services, generating a $1.03 trillion

revenue globally in 2018 [4]. Although the number of subscribers and the revenues

will continue to grow, mobile service providers have been facing several obstacles,

especially for roaming services. Among them, fraud management is one of the biggest

challenges for mobile service providers with over $32.7 billion annual loss throughout

the world [5]. Roaming fraud exploits the inefficiency in managing data exchanges

between two mobile service providers in order to use illegal free-riding services. To

address this issue, the PoS consensus mechanism and blockchain technology can

be leveraged to significantly reduce the data exchange delay in traditional roaming

system, enhance the privacy of the mobile roamers, and reduce the dependency on

middleman services.

In addition, the PoS consensus mechanism can also be leveraged to manage fed-

erated blockchain systems. Particularly, in a federated-blockchain system, there

are multiple blockchains, and users in the system can transfer their assets to any
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blockchain within. However, the widely used PoW consensus mechanism is not suit-

able for federated-blockchain systems, due to its huge energy consumption and very

low transaction processing capabilities [3, 6, 7]. Moreover, the ability to transfer as-

sets between multiple chains may lead to centralization to a single chain which poses

a security threat to the other chains in the same federation [8]. Therefore, a secure

and effective framework, which can address both security and performance issues

for cross-chain transfers, is of urgent need for the future development of blockchain

networks.

Furthermore, Metaverse has recently attracted paramount attention due to its

potential for future Internet. However, to fully realize such potential, Metaverse

applications have to overcome various challenges such as massive resource demands,

interoperability among applications, and security and privacy concerns. To address

the aforementioned challenges, blockchain has been considered to be a promising so-

lution [9]. In particular, thanks to the smart contract mechanisms [10], blockchain

can manage and automate complex interactions among various entities in Meta-

verse, such as Metaverse Service Providers (MSPs), users, and digital content cre-

ators. Moreover, with outstanding benefits of immutability and transparency [6],

blockchain can play a key role in ensuring data integrity and protecting digital assets

in Metaverse applications. Furthermore, with the asymmetric key and digital signa-

ture mechanisms [6], blockchain can enhance the users’ privacy and anonymity [9].

However, blockchain, especially when applied in Metaverse, also faces various chal-

lenges [9]. Particularly, the PoW mechanism is not suitable for Metaverse applica-

tions due to the high delay and huge energy consumption. Moreover, scalability is

another challenge of the PoW mechanism. Particularly, due to the requirement of

the PoW mechanism, it is difficult to expand the blockchain network to improve

its transaction processing capability. Consequently, these limitations are the major

obstacles to the future implementation of blockchain-based Metaverse applications
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that are expected to provide time-sensitive services to millions of users.

1.2 Literature Review and Contributions

This section first reviews the advantages and limitations of existing works in

addressing the aforementioned issues. Then, the main contributions of this thesis

are highlighted.

1.2.1 Literature Review

1.2.1.1 Mobile Roaming Data Management

Typically, a roaming fraud protection system consists of preventive and reactive

layers [11]. The preventive layer prevents fraud perpetration by validating sub-

scribers’ authentication, auditing subscribers’ credit, limiting services duration, and

so on. Although these measures can help to mitigate roaming frauds, they have a

negative impact on the Quality-of-Service provided to the subscribers, e.g., frequent

validation and service limitation will lower customer satisfaction. The reactive layer

typically consists of four main stages to detect and react to roaming fraud attacks.

The roaming data, e.g., service records, exchanged between mobile service providers

is first collected at the data collection stage and processed at the fraud detection

stage to detect potential fraud cases [11]. Each case is then supervised manually in

the supervision stage. The service usage is terminated if a fraud attack is confirmed

at the response stage. Among these stages, data collection is often the bottleneck in

the roaming fraud protection system. Techniques employed at this stage can only

support data collection in near real-time with a limited number of subscribers, e.g.,

Fraud Information Gathering System [12], or shorten the data exchanging delay to

4 hours, e.g., Near Real Time Roaming Data Exchange [13]. Due to the sequential

nature of the system, other stages cannot be activated if the data has not been

collected. Consequently, although fraud attacks such as SIM cloning can also perpe-
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trate locally in the HPMN, their consequences are much more severe in the roaming

scenario due to the delay in data exchange, e.g., it takes up to 18 hours on aver-

age before an international roaming fraud attack can be stopped with the current

system [14].

With outstanding performance in data integrity, decentralization, and privacy-

preserving, blockchain has been emerging to be a secure and effective solution for

data management in many decentralized networks. As a result, blockchain-based

solutions for mobile roaming have been introduced recently by some organizations,

e.g., IBM [15], Deutsche Telekom and SK Telecom [16], and Enterprise Ethereum

Alliance [17], focusing on identity management, automating billing processes, and

fraud prevention. In particular, these solutions focus on developing blockchain’s

asymmetric keys and digital signatures to manage subscriber identities and pro-

pose smart contracts to set up roaming pacts and automate billing processes. With

enhanced identity management and automatic billing, fraud attacks can be signif-

icantly reduced. However, most of these solutions are still at the early stage of

development and are facing several technical challenges.

Specifically, most of current blockchain-based data management systems often

employ the PoW consensus mechanism, e.g., Bitcoin [18]. However, the PoW mech-

anism consumes massive amounts of energy, e.g., the Bitcoin network’s energy con-

sumption is higher than that of many countries [19]. Moreover, PoW-based networks

often take a long time to reach consensus, e.g. one hour on average [6]. Thus, a new

consensus mechanism, namely Proof-of-Stake (PoS), has been developed with signif-

icant advantages over the PoW mechanism, including reduced energy consumption

and delay [6]. Recently, a PoS-based blockchain network, namely Bubbletone [20],

has been introduced for mobile service providers to address roaming fraud problems.

Using the PoS-based consensus mechanism and smart contracts, the blockchain-

based Bubbletone system provides a general platform for various mobile service
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provider-to-mobile service provider and mobile service provider-to-subscriber inter-

actions in the roaming environment. Nevertheless, the consensus mechanism design

is not thoroughly discussed in [20].

In addition, more users (e.g., mobile subscribers) participate in a PoS-based

blockchain network means better the performance and security of the network are.

Thus, it is important to incentivize more users to participate in the network. In

current PoS-based blockchain systems, some stakes, e.g., network tokens, are paid

to the users as a reward for consensus participation. However, a user with a few

stakes is less likely to receive the reward. Moreover, some blockchain networks such

as [20] impose a high stake requirement for consensus participation. Consequently,

the stakeholders, i.e., subscribers, are inclined to join a stake pool (formed by mobile

service providers) to earn more rewards. Furthermore, a stake pool can earn profits

from the investments of the stakeholders by charging a portion of each stakeholder’s

reward [6]. As a result, the formation of a stake pool can be beneficial if it can incen-

tivize more subscribers and mobile service providers to join the network. Therefore,

the design of stake pool and network parameters has a significant impact on the

performance of a blockchain network, yet studies on this topic are still limited. The

stake pool formation in PoS-based blockchain networks was analyzed in our previous

work in [6]. However, [6] only considers the investment strategies of the users while

the stake pool’s pricing policy is assumed to be static. In practice, however, the

pool has to design its pricing policy to maximize the profits while attracting more

investments from the stakeholders.

1.2.1.2 Ferderated-blockchain System

Sidechain technology was first introduced in [8] as a novel method to facilitate

cross-chain transfers. Particularly, sidechain technology’s mechanisms, such as two-

way peg and Simplified Payment Verification (SPV) proof [8], enable a set of valida-
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tors to verify and confirm transactions between different blockchains. Although this

work paves the way for many research works and applications, the security and per-

formance issues of sidechain are only briefly mentioned and not well investigated [8].

After the introduction of the sidechain technology, there have been several notable

real-world applications such as PoA [21], Liquid [28], and RSK [29]. However, these

applications are facing several challenges. In particular, the PoA approach relies on

a fixed federation of 23 validators to validate the cross-chain transactions between

the Ethereum [30] and several sidechains. This results in a low decentralization level

for the consensus process. Moreover, these validators’ identities are publicly known,

making them easier to be targeted by attackers. Similarly, the Liquid approach [28]

also relies on a federation to validate cross-chain transactions. Although these val-

idators are not publicly known, they are chosen only by the network operators, and

thus Liquid is not a public blockchain network. Moreover, Liquid is using a version

of the PoW consensus mechanism which requires even more computational resources

than Bitcoin (Liquid requires the validators to run a Bitcoin node in parallel with a

Liquid node). Similar to Liquid, RSK employs a federation to validate transactions

via a PoW-based mechanism. Although RSK is more decentralized, i.e., the federa-

tion in RSK is determined by public voting, RSK is still limited by the huge energy

consumption of the PoW mechanism.

Different from the PoW mechanism, the PoS mechanism enables the blockchain

participants to reach the consensus by proving tokens ownership. As a result, the

PoS mechanism is much more energy-efficient and can achieve higher transaction

processing speed compared to those of the PoW mechanism [3, 6, 7]. Due to those

advantages, recent research works in the area of the sidechain technology have shifted

towards the PoS mechanism. In [31], a protocol is developed for cross-chain trans-

fers between a primary blockchain (main chain) and a secondary chain (sidechain).

To validate the cross-chain transactions, the protocol relies on a set of certifiers
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who are chosen by the main chain. A major advantage of the proposed protocol is

the independence between the side chain and main chain in terms of security and

operations. However, the security of this protocol is not guaranteed. In [32], the

authors propose a sidechain system, in which both the sidechain and the main chain

employ a PoS mechanism, i.e., Ouroboros. Unlike the previous works, this work

focuses more on the security aspects of the sidechain technology, providing formal

definitions and robust security analyses. However, the risk of centralization is not

addressed. Similar to [31], the authors in [33] also introduce a cross-chain transfer

protocol to allow interoperability between a main chain and a side chain. The cross-

chain transfer protocol in [33] is proposed with formal definitions, and a consensus

mechanism is also presented in a similar way as in [32]. However, the security of the

protocol is not guaranteed, and the risk of centralization is also unaddressed. In [34],

a PoS-based framework is proposed for a federated-blockchain system. Cross-chain

transactions in this framework are processed by a group of validators. These valida-

tors are chosen based on their stakes once per day, and they are rewarded for their

validation. However, this framework lacks formal security analysis, and it requires

more than 66% of the network stakes to be controlled by honest users (Fedchain only

requires 51%). In [35], a framework for federated-blockchain is developed based on

the Tendermint consensus mechanism [26]. In this framework, cross-chain transac-

tions are processed by a group of fixed validators. Such setting may result in a higher

risk of centralization as these validators are predetermined and known by the whole

network. In [36], a novel cross-chain transfer method is proposed. By requiring the

transaction’s sender and receiver to vote on a transaction, this method allows the

transfers of assets among different parties on different blockchain network. In [37],

a cross-chain commitment protocol is developed to enable asset transfers among

different blockchains. Different from previous work, this protocol consider the cases

where users need to send their transactions on time to a specific smart contract to
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transfer their assets. A common limitation of both [36] and [37] is that the risk of

centralization is not considered.

To the best of our knowledge, the risk of centralization in federated-blockchain

systems has not been addressed in any previous work. Specifically, the ability to

transfer tokens between chains may lead to situations where the users centralize

to a single chain in the system, e.g., the chain which gives the highest rewards for

consensus participation. Such centralization of tokens and users may have negative

impacts on the security and performance of the other blockchains in the same system.

The reason is that the state of each PoS blockchain is determined by the majority

of stakes (tokens), i.e., users who have more stakes will be very likely to be selected

to add new blocks. Consequently, it is easier for attackers to target the blockchains

that have fewer tokens. This can significantly impact these blockchains’ security.

Furthermore, since the cross-chain transfer requires the confirmation of transactions

in both the originating and destination chains, the centralization of stakes also

reduces the overall system performance.

1.2.1.3 Blockchain-based Frameworks for Metaverse Applications

As Metaverse is an emerging topic, applications of blockchain in Metaverse are

still very limited. There are just a few recent works [45–47] focusing on this topic.

Specifically, in [45], the authors propose a blockchain-based secure mutual authenti-

cation scheme for Metaverse environments. In this approach, the MUs need to send

their pseudo-identity, personal information, and public key to a central authority to

verify. If the verification is successful, the central authority stores the MUs’ iden-

tities and public keys in a public blockchain for Metaverse applications to query.

Similarly, the authors in [46] develop a blockchain-based framework for Metaverse

to manage MUs’ identities and transactions. Particularly, the proposed framework

is composed of four parts, namely New User Engine, Transaction Centre, Authenti-
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cator Engine, and Repo. In this framework, the New User Engine is responsible to

provide new MUs with blockchain addresses. MUs can then send their transactions

to the Transaction Centre to process, and the Authenticator Engine’s responsibility

is to validate the MUs’ identities and transactions. If the transaction is successfully

validated, it will be recorded in the Repo (which is a distributed ledger) along with

the resulting change in MUs’ accounts. In [47], the authors propose a blockchain-

enabled framework for Metaverse service management. Particularly, in the proposed

framework, the mobile network operators can offer their services to MUs with dif-

ferent service level agreements and prices. The MUs can then choose one of the

options based on a proposed utility function with a trade-off between service quality

and prices. In this framework, the blockchain serves as a platform to verify MUs’

identities, and the blockchain tokens are used as the currency for payment.

From the above, we can observe that [45–47] only utilize conventional blockchain

technology for managing MUs identities and transactions without taking into ac-

count specific challenges of Metaverse, such as the huge resource demand or the

associated scalability issues. To the best of our knowledge, our proposed MetaShard

framework is the first in the literature that can encourage MUs to contribute re-

sources to the Metaverse and blockchain network as well as address the scalability

issue of blockchain.

In [49], the authors propose a sharding protocol for public blockchain networks.

Although the protocol is proven to be secure, it utilizes PoW to authenticate the

consensus participants’ identities. Another PoW-based sharding scheme is proposed

in [120], where nodes with high computing power in the system can participate

in several shards simultaneously. Similar to [49], this scheme requires consensus

participants to solve a PoW puzzle to become validators, and shards’ security is

proven based solely on the number of consensus participants. However, since the

consensus participants are required to solve a PoW puzzle, the adversary can split
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their computing power to simultaneously solve different puzzles and thus able to

gain more slots. As a result, the computing power distribution needs to be taken

into account, but it is not discussed in [49] and [120]. Another PoW-based sharding

scheme is proposed in [50]. Although the scheme’s security is proven, it relies on

PoW, which is unsuitable for Metaverse due to the high delay and huge energy

consumption.

To address the limitations of PoW, other sharding protocols were developed

with energy-saving alternative ways to select consensus participants. For example,

in [51], a sharding protocol is developed based on Byzantine Fault Tolerance (BFT)

and Trusted Execution Environment (TEE). Particularly, the consensus participants

need a special type of hardware to ensure the TEE. A similar approach that relies on

TEE is proposed in [121]. Particularly, a sharding scheme is developed that utilizes

two separate blockchains to decouple the transaction recording and consensus pro-

cesses. Similar to [51], the proposed scheme relies on TEE, and thus it also requires

special hardware to participate in the consensus process. Although the schemes

in [51] and [121] can enhance the security of the network, the hardware requirement

makes them much less attractive to public users, especially MUs who already need

a lot of computing power for AR/VR rendering. In [52], the authors develop a

sharding scheme based on Practical Byzantine Fault Tolerance (PBFT). Although

the security of the protocol is proven, how to select the consensus participants is not

discussed. Moreover, similar to [49], this protocol relies on the number of consen-

sus participants, without taking into account the ability of the adversary to create

many identities to gain more consensus participants slots. In [53], a reputation-

based sharding scheme is developed. Particularly, the consensus participants are

selected based on their reputation scores stored in a separate blockchain. Then, the

selected consensus participants execute a BFT-based protocol for each shard’s con-

sensus process. However, the adversary in this case can also create many identities to
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increase the number of consensus participants it controls, as the reputation is based

solely on previous behaviors. In [54], a BFT-based sharding protocol is developed.

However, similar to [49] and [53], the protocol relies on the number of consensus

participants, which can be adversely impacted by the adversary. In [55], a dynamic

sharding protocol is proposed in which the consensus participants are selected via

smart contracts. Moreover, to mitigate Sybil attacks, the proposed protocol requires

that each consensus participant must come from a different IP address. Neverthe-

less, this still cannot prevent the adversary from influencing the selection process,

as IP addresses can be fake.

From the abovementioned approaches, we can observe that they rely on the PoW

consensus mechanism which is inappropriate for Metaverse due to the huge energy

consumption and large delay. In contrast, our proposed PoE consensus mechanism

is much more energy-efficient. Moreover, the security of these approaches relies on

the number of consensus participants without considering that this number can be

unfairly affected by the adversary. On the contrary, our proposed approach considers

the MUs’ engagement instead of the number of participants, thereby enhancing the

security and robustness of the system against Sybil attacks.

1.2.2 Contributions

From the above literature review, we can observe that developing the PoS mecha-

nism requires thoughtful design and consideration to overcome significant challenges

for different blockchain network architectures. In single-blockchain systems, forming

stake pools might significantly increase the blockchain’s centralization level, posing

serious threats to the network’s security. Moreover, in federated-blockchain sys-

tems, the transfers of assets among the blockchains within might centralize users to

a single blockchain, leaving the other blockchains vulnerable to attacks. Similarly,

in sharding-based blockchain networks, the division of the blockchain into shards
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might weaken the blockchain’s security. This thesis develops PoS-based frameworks

and proposes solutions for various data management applications to address the

abovementioned issues. The detailed contributions of this thesis are presented in

the following.

1.2.2.1 Mobile Roaming Data Management

The main contributions of this thesis regarding the application of the PoS con-

sensus mechanism for mobile roaming data management are briefly summarized as

follows:

� We propose BlockRoam, an effective blockchain-based roaming service man-

agement system to provide a transparent, secure, and automatic platform for

data exchanging between the mobile service providers. In particular, by em-

ploying the PoS consensus mechanism, BlockRoam can achieve a delay of less

than 3 minutes, which is much lower than the 4-hour delay of traditional roam-

ing management systems. In addition to the reduced latency, BlockRoam can

automate various roaming processes thanks to smart contracts [10], and thus

roaming frauds can be significantly reduced. Moreover, the mobile service

providers often rely on Data Clearing Houses (DCHs) to process and exchange

data, which incurs additional costs [11]. In our proposed system, the transac-

tions are stored in the blockchain and processed by smart contracts, and thus

the service fees for DCHs can be eliminated. Furthermore, the privacy and

security of the subscribers in BlockRoam are significantly enhanced thanks to

the blockchain’s advanced cryptography techniques [3].

� We analyze existing PoS-based consensus mechanisms [21–27] to show that

they are not suitable for roaming management due to their limitations in terms

of security and performance. Therefore, we develop a consensus mechanism

for BlockRoam, which can meet strict security requirements, mitigate a wide
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variety of blockchain attacks, and achieve a much better performance in terms

of transaction confirmation time compared to those of existing mechanisms.

� We introduce an economic model based on the Stackelberg game theory in

order to jointly maximize the profits of the stake pool and the stakeholders.

By analyzing utility functions of the stake pool and stakeholders, we develop a

Mixed Integer Linear Programming model to find the Stackelberg equilibrium

of our proposed game. We also propose an effective method that can guaran-

tee to achieve the unique equilibrium for this game. The proposed economic

approach can help to maximize the profits of the stake pool and the stake-

holders, as well as attracting more investment and improving BlockRoam’s

security and performance.

� Extensive simulations have been performed to evaluate the performance of

our game theoretic model. Particularly, we simulate the game to show that

the model can brings additional benefits for the stake pool and the stake-

holders. Moreover, we also examine the influence of important parameters on

the outcome of the game. Furthermore, adversarial attacks scenarios are also

simulated to show that the proposed economic model can help to improve the

network’s security and performance by attracting more investments to the net-

work. These results are especially crucial in designing appropriate parameters

(e.g., total network stakes, pool fees, and rewards) to improve BlockRoam’s

security and performance.

1.2.2.2 Ferderated-blockchain System

The major contributions of this thesis regarding the application of the PoS mech-

anism for federated-blockchain systems can be summarized as follows:

� Propose FedChain, an effective and secure framework for cross-chain transfers
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in federated-blockchain systems. Particularly, Fedchain facilitates two-way

transfers of assets between any two different chains in the system by utilizing

the sidechain technology.

� Develop a novel PoS-based consensus mechanism for the individual blockchains

in FedChain that can satisfy the persistence and liveness properties [38], pre-

vent many blockchain-specific attacks, and achieve a more desirable transac-

tion confirmation time compared to other mechanisms such as [21–26,39].

� Develop an incentive mechanism using a Stackelberg game model [40] for Fed-

Chain in order to address the problem of centralization in the sidechain tech-

nology, provide additional benefits for the users, and enhance FedChain’s secu-

rity and performance. To the best of our knowledge, this is the first framework

addressing the risk of centralization in federated-blockchain systems. Further-

more, we can prove the uniqueness of the Stackelberg equilibrium and find

the exact formula for this equilibrium. These results help the stakeholders to

determine their best investment strategies and the chain operators to design

the optimal incentive policy.

� Perform extensive simulations to evaluate the system performance of Fed-

Chain. The simulation results then confirm the analytical results and show

that FedChain can help the users to maximize their profit and the blockchain

operators to determine their optimal blockchain parameters to improve the

system’s security and performance.

1.2.2.3 Blockchain-based Frameworks for Metaverse Applications

The major contributions of this thesis regarding the application of the PoS mech-

anism for Metaverse applications can be summarized as follows:

� We propose MetaShard, a novel sharding blockchain framework for Metaverse
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applications that can manage MUs identities, digital assets, and transactions,

facilitate various interactions between the MSP and the MUs, leverage MUs

resources contributions, encourage more MUs to the Metaverse, and improve

scalability while ensuring the network security.

� We develop PoC, a new consensus mechanism that can encourage and re-

ward MUs’ data and computing resources contribution, thereby alleviating

the massive resource demands and incentivizing MUs to be more engaged in

the Metaverse.

� We propose a sharding management scheme to improve the scalability of

MetaShard. We then formulate a score allocation optimization problem to

ensure and improve the security of the shards. To further enhance the effi-

ciency of MetaShard, we develop a lightweight hybrid approach to efficiently

solve the problem, thereby allowing frequent shards reconfiguration and im-

proving the network security.

� We conduct extensive simulations to evaluate the performance of our proposed

approach. The results show that, compared to existing approaches, our pro-

posed lightweight approach can obtain solutions that are more secure and with

higher throughput (up to 66.6%). Moreover, the running time of the proposed

approach is much shorter (up to 30 times faster). Furthermore, we study the

impacts of important parameters on the system and show that the proposed

approach is more robust to stronger adversaries.

1.3 Thesis Organization

The rest of this thesis is organized as follows.

� Chapter 2: This chapter provides the fundamental background of blockchain

technology. In particular, Section 2.1 introduces the fundamental concepts of
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blockchain technology. Section 2.2 provides a comprehensive views of blockchain

consensus mechanisms, including PoW, Proof-of-Concept, and PoS. Finally,

Section 2.3 provides detailed information about the PoS consensus mechanism.

� Chapter 3: This chapter presents our proposed PoS-based framework for mo-

bile roaming data management. Specifically, Section 3.1 describes the system

model. Section 3.2 discusses BlockRoam’s consensus mechanism in details.

The economic model is proposed in Section 3.3. Evaluation results are then

discussed in Section 3.4. Finally, conclusions and future works are given in

Section 3.5.

� Chapter 4: This chapter introduces our proposed PoS-based frameworks for

federated-blockchain systems. In particular, Section 4.1 describes the proposed

FedChain framework, and Section 4.2 proposes FedChain’s consensus mecha-

nism. Then, Section 4.3 introduces the problem formulation. After that, the

evaluation results are discussed in Section 4.4. Finally, conclusions are drawn

in Section 4.5.

� Chapter 5: This chapter present our proposed PoS-based framework for Meta-

verse applications. Particularly, Section 5.1 presents MetaShard’s system

overview. The proposed PoC consensus mechanism and sharding manage-

ment scheme are presented in detail in Section 5.2. Section 5.3 presents the

sharding management problem and our proposed lightweight approach, and

its performance is evaluated in Section 5.4. Finally, conclusions are drawn in

Section 5.5.

� Chapter 6: This chapter outlines the conclusion and future research directions

of this thesis.
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Chapter 2

Background

This thesis aims to develop PoS-based solutions for smart data management in

mobile networks. In the following, the fundamentals of blockchain technology and

consensus mechanisms are first provided. Then, the PoS consensus mechanisms are

discussed in details.

2.1 Fundamental Background and Applications of Blockchain

Networks

2.1.1 Blockchain Networks

As illustrated in Fig. 2.1, in the blockchain, transactions (data) are stored in

blocks which form an ever-growing sequence (chain) shared among participants in

the network. Transactions are the fundamental units of a blockchain. For example,

when Alice wants to send money to Bob, she creates a transaction (Tx1 in Fig. 2.1)

which consists of her address as the input, her digital signature to verify that this

transaction is made by her, the amount of money to be sent, and Bob’s address

as the output. Alice then broadcasts this transaction to the network. A miner,

i.e., a consensus participant, after receiving the transaction will validate and include

Alice’s transaction, along with other transactions received from other users, into a

block. If the block is mined successfully, the miner (e.g., Miner 3 in Fig. 2.1) will

broadcast the block to the network for other nodes to verify the mined block. If this

block (e.g., Candidate Block 3 in Fig. 2.1) is verified successfully and identified to be

the first block mined after the last block in the chain, it will be integrated into the



2.1 Fundamental Background and Applications of Blockchain Networks 19

Distributed  Consensus Mechanism

Hash of block k-1

Hash of block k-2

Tx Representation

Hash of block k

Hash of block k-1

Tx Representation

Hash of block k-2

Hash of block k-3

Tx Representation

. . .

Miner 5

Candidate 

Block 5

Miner 4

Candidate 

Block 4

Transaction Tx1

Alice s 
address

Amount transfer

Alice s Digital signature 

Tx1

Alice

Candidate 

Block 1 

Miner 1

Tx Merkle Root

Hash 12 Hash 34

Hash 1 Hash 2 Hash 3 Hash 4

Tx1 Tx2 Tx3 Tx4

Hash of block k

Hash of block k-1

Tx Representation

Miner 2

Candidate 

Block 2

Miner 3

Candidate 

Block 3 

Tx2

Bob

Bob s 
address

Figure 2.1 : An illustration of a blockchain network.

chain and marked as the latest block in the chain. Besides the transactions, a block

also contains a hash pointer created by hash functions to map all the block contents

to the hash pointer. The main feature of the hash functions is to ensure that the

chain is tamper-evident. It means that any change in the previous data will result

in a different hash value in the next block, and it can be traced back to the genesis

block, i.e., the first block of the chain. A block can also contain additional data

depending on requirements of different consensus mechanisms. To reduce storage

space, the transactions in a block can be stored in the form of a Merkle tree [1].
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2.1.2 Benefits and Applications

Although blockchain technology attracts a lot of attention due to the successful

implementation of cryptocurrencies, its benefits extend far beyond. The key benefits

of blockchain technology are as follow:

� Decentralization: Blockchain networks are not controlled by a central con-

troller. Thus, they do not have any single point of failure. Instead, all the

nodes reach the agreement on the state of the network by participating in the

distributed consensus mechanisms.

� Transparency: Data stored in a blockchain is visible to all network partici-

pants.

� Immutability: Once the data are stored in the blockchain, it is extremely diffi-

cult to be altered. Moreover, thanks to the distributed consensus mechanisms,

the network can achieve consensus on the data even in a trustless environment.

� Security and Privacy: Using cryptographically secure mechanisms, the privacy

and security of the network participants can be significantly enhanced. Users

in the network use a pair of public and private keys for identification and

verification. When a user makes a transaction, a digital signature is used,

which can be easily verified but impossible to forge.

Given the aforementioned outstanding benefits, blockchain technology has many

applications in a number of areas. Some major applications of blockchain technology

are as follow:

� Cryptocurrencies: Cryptocurrencies, e.g., Bitcoin [18], Ethereum [30], Car-

dano [56], are the most famous applications of blockchain technologies. With
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high value and daily trade volume, cryptocurrencies can be utilized for various

financial applications, such as digital assets and online retail.

� IoT network: Its anonymity and security make blockchain applicable to many

IoT networks, e.g., Internet-of-Vehicles [57–60], energy trading [61,62], electric

vehicle charging [63], and smart home [64], for operations management, trading

automation, and security enhancements.

� Healthcare: Blockchain technologies have been adopted by many healthcare

systems to enhance the privacy of patient data [65], improve interoperabil-

ity across devices [66], and maintain an immutable decentralized database of

medical records [67].

� Military: Blockchains have the potential to be applied in various military oper-

ations, such as enhancing data integrity in supply chain management, ensuring

transparency in equipment management [68], and providing a distributed and

decentralized database for military intelligence [69].

� Service providers: Blockchain networks have also been employed by many

service providers. Blockchain technology can support automatic payments,

contents distribution, and services delivery [70,71].

2.2 Consensus Mechanism

Nodes in a blockchain network can be faulty, performing arbitrary or malicious

behaviors, or possessing misinformation due to connection latency, i.e., Byzantine

failures. The consensus mechanism is thus the core component of a blockchain net-

work, which ensures that every participant agrees on the state of the network in such

trustless environments. The consensus mechanism also governs other operations of

the network, such as transaction adding and incentivizing the participants to behave

properly.
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2.2.1 Proof-of-Work

Early blockchain networks were developed based on PoW mechanism. Generally,

the nodes in a PoW-based blockchain network reach consensus by participating in

a solution searching process, where each node must find a nonce for its proposed

new block. When the nonce, the previous block’s hash, and the transactions in

the new block are used as the input of the hash function, e.g., SHA-256, the hash

function output must be in a target range so that the block can be accepted. Due

to the property of the hash function, the nonce can only be found by repeatedly

trying different nonce values until the output is within the target range. When a

participant finds the nonce, it will broadcast the block along with the transactions

to other nodes. Then, if the new block is verified and determined to be the first

block mined after the last block in the chain, it will be integrated into the current

chain and become the latest block in the chain.

In PoW, the participants compete with each other to be the first to find the cor-

rect nonce. This solution searching procedure can be considered to be a weighted

random coin-tossing process where a participant with a higher hash rate (computa-

tional power) might have higher chances to be the block winner (leader) who can

receive the reward. The probability pi that participant i is selected to be the leader

in a network of N participants is

pi =
ci

N∑
j=1

cj

,
(2.1)

where ci is the hash rate of participant i. This computation leads to the large

amount of energy consumption for blockchains using PoW consensus mechanisms,

as the participants try to increase their hash rates to have a higher chance to be the

leader and receive rewards. Moreover, since participants with low hash rates have

very low chances to win a block and receive rewards, they often join mining pools

to have more opportunities to get revenues. A mining pool consists of participants
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who want to collaborate by contributing their computing resources to the pool. In

this way, mining tasks will be distributed to the miners, and due to huge computing

resources, mining pools often get much higher opportunities to win a new block than

individuals. While joining a mining pool provides more stable incomes, the nodes in

the pool often do not contribute to the transaction validation and propagation since

they only perform the nonce search process in a specific range. Thus, mining pools

have been dominating processes making new blocks in most of current blockchain

networks. For example, the top five mining pools control up to 62.7% total hash rate

of the Bitcoin network [72]. This is the most serious issue of PoW-based blockchain

networks because it is against the decentralized spirit of blockchain technology. An-

other issue of PoW protocols is delay. In a PoW-based blockchain network, when

a block is added to the chain, there is still a possibility that this block will not be

included in the main chain for several reasons, e.g., network delay causing several

versions of the chain or two participants finding two blocks simultaneously. This

possibility decreases exponentially as the block is deeper in the chain. Therefore, a

block is considered to be finalized only when it is a certain k, usually six blocks deep

in the chain. This delays the transaction confirmation significantly. Moreover, PoW

mechanism is also vulnerable to 51% attack. In particular, if a single party controls

more than 51% of the network’s total computational power, they can spend their

coins multiple times (in cryptocurrency networks) or prevent other transactions by

adding conflicting blocks to the chain. While 51% attacks might not be a serious

problem for large blockchain networks, the newly established networks with small

and limited total computational power are especially vulnerable [3].

2.2.2 Proof-of-Concepts

Based on the PoW framework, the Proof-of-Concepts (PoX) consensus mech-

anisms have been developed with two major aims: to replace the PoW solution
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searching with useful calculations and to improve the performance of PoW in terms

of security, incentives, and resource usage. To make better use of the computational

resource, several consensus mechanisms require the participants to solve practical

mathematical problems such as searching for three types of prime number chains in

Primecoin [73], solving matrix product problems in Proof-of -Exercise [74], and cal-

culating useful functions in Proof-of-Useful-Work [75]. Other PoX consensus mech-

anisms are designed for distributed data storage service such as Permacoin [76],

KopperCoin [77], and Filecoin [78]. Generally, these consensus mechanisms divide

the data files into segments and distribute them to multiple participants in the net-

work. To participate in the mining process, the nodes have to provide proofs of

storage, and the more storage volume a node offers, the better chances it is selected

to be a leader.

Other PoX consensus mechanisms have been developed with the aim to improve

the performance of PoW. The problem of mining pool formation is addressed by

designing nonoutsourceable puzzles to replace the PoW solution searching process,

such as in [79] and [80]. In these networks, the solution searching processes fi-

nancially disincentivize mining pools formation because the node who found the

solution can steal the reward. Other consensus mechanisms have been developed to

reduce the computational requirement of PoW. The Spacemint [81] network employs

a Proof-of-Space protocol, in which the consensus nodes must provide proof of stor-

age when participating in the solution searching process. Different from [76–78], the

stored files are not useful and only serve as proofs. Nevertheless, this is still beneficial

as storing a large file consumes negligible energy compared to nonce searching. In

Proof-of-Human-Work protocol [82], the Completely Automated Public Turing-Test

to tell Computers and Humans Apart (CAPTCHA) is employed to involve human

activities and reduce computational requirements in the solution searching process.
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2.2.3 Proof-of-Stakes

The first PoS network, Peercoin [83], was developed as a PoX consensus mecha-

nism with the aim to reduce the computational requirements of PoW. Participants

with higher coin age, i.e., product of network tokens and their holding time, have

higher chances to be selected. Specifically, each node in Peercoin solves a PoW puz-

zle with its own difficulty, which can be reduced by consuming coin age. In the more

recent PoS networks, the solution searching is completely removed, and the block

leaders are no longer selected by computational power. Instead, they are selected

based on the stakes that they are holding.

With the stake-based leader selection process, a node’s chance to be selected to be

a leader no longer depends on its computational power, and thus energy consumption

of PoS mechanisms is significantly reduced compared with that of PoW. Moreover,

the block generation and transaction confirmation speeds are kept at relatively low

constant rates by the PoW networks to ensure security because there are many

different blocks proposed by the miners. In contrast, since only one block is made in

each round of PoS mechanisms, the block generation and transaction confirmation

speeds are usually much faster, and thus PoS mechanism starts to become popular

recently.

2.2.4 Hybrid consensus mechanisms

Aiming to reduce the high resources consumption of PoW, early PoS-based pro-

tocols are developed from standard PoW consensus mechanisms, and thus still incor-

porate some PoW elements, which makes hybrid PoW-PoS protocols. The Peercoin

protocol discussed above can be considered to be a hybrid consensus mechanism,

which utilizes PoS to reduce the high computational requirement of PoW. Another

typical example is the Proof-of-Activity (PoA) protocol [21], which employs the PoW

to create empty blocks and the PoS to verify blocks and add transactions. Based on
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Table 2.1 : Consensus Mechanisms Comparisons

PoW PoS Hybrid

Leader selection Based on hash rate Based on stake Depends on variant

Energy consumption Significant Negligible Medium to negligible

Hardware requirement High None Medium to none

Block generation speed Slow Fast Medium to high

Transaction confirmation speed Slow Fast Medium to high

Applications Bitcoin, Ethereum, etc. Cardano, Algorand, etc. Casper, Peercoin, etc.

the PoA, the Snow White protocol [84] was developed in which the main difference

is that PoS is employed first to choose a number of candidates. These candidates

then compete with each other via the PoW to create blocks.

Other hybrid consensus mechanisms often elect a committee to verify blocks and

confirm transactions. The Hybrid Consensus protocol periodically elects a com-

mittee based on the hashes of previous blocks to add and confirm transactions.

The Peercensus protocol [85] selects committee members from the previous block

creators. Different from the Hybrid Consensus protocol [86], the committee is re-

sponsible for both transaction adding and block confirmation in the Peercensus

protocol.

The hybrid protocols inevitably inherit the strength and weakness of the consen-

sus mechanisms that they are created from to some extent. Typically, the energy

consumption of these consensus mechanisms is lower than that of the PoW, but it

is still higher than that of pure PoS protocols. In addition, the block generation

and transaction confirmation speeds are also higher than those of PoW due to their

usage of PoS and voting committee. The major differences between the protocols

can be found in Table 2.1.
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2.3 Proof-of-Stake-based Mechanisms

2.3.1 Proof-of-Stake: Fundamental Background

PoS protocols were developed as energy-saving alternatives to PoW. Instead of

computational power resources, leaders are selected based on their stakes, i.e., con-

tributions to the blockchain network. Particularly in the PoS consensus mechanism,

the stake of a node is the number of digital tokens, e.g., coins in cryptocurrencies,

that it holds or deposits. Instead of consuming a lot of energy for the searching

process as in the PoW, a leader will be selected based on its stakes to perform min-

ing process and add a new block to the chain as illustrated in Fig. 2.2. To simulate

the stake-based leader selection process, the Follow-the-Satoshi (FTS) algorithm has

been adopted in many PoS-based blockchain networks such as Cardano, Sp8de, and

Tezos. In these networks, all the tokens are indexed. The FTS algorithm is a hash

function that takes a seed (i.e., a string of arbitrary length such as the previous

block’s header or a random string created by some other selected nodes) as the in-

put. The FTS algorithm then outputs a token index. Using the index, the algorithm

searches the transaction history to find and select the current owner of that token to

be the leader. Therefore, the probability pi that node i is selected to be the leader

in a network of N participants is

pi =
si

N∑
j=1

sj

,
(2.2)

where si is the stake of participant i. This means that the more stake a node holds,

the higher chance it is selected to be the leader.

Besides the advantage of low energy consumption, the PoS mechanisms have

faster transaction confirmation speed than that of the PoW mechanisms. In a

blockchain network, the confirmation of a transaction depends on two main fac-

tors, namely transaction throughput and block confirmation time. The transaction
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throughput is the number of transactions per second Tx/s a network can process,

which is vital to the performance of the network especially when there are many

pending transactions. Tx/s can be calculated by

Tx/s =
Blocksize

Txsize × Blocktime

. (2.3)

For example, the Bitcoin network has Blocksize = 1MB, Txsize = 250bytes, and

Blocktime = 600s, so it can process around 7 transactions per second. The Tx/s

determines how quickly a transaction is added to the chain, whereas the block con-

firmation time dictates how fast the transaction is confirmed after it is added. The

block confirmation time depends on Blocktime, i.e., the average time it takes for a

new block to be added to the chain, and the finality of the consensus mechanisms.

In the Bitcoin network, a transaction usually has to wait for k = 6 blocks before it

can be confirmed, so the average confirmation time is k×Blocktime = 3600s = 1hr.

Typically in PoS networks, the block size is larger, and the block time is much

shorter, thus the transaction throughput is much higher, e.g., up to 875Tx/s in [24].

Moreover, some PoS networks can achieve immediate finality, i.e., k = 1, so their

transaction confirmation time is significantly shorter, e.g., down to 1 second in [26].

Similar to PoW, some PoS protocols such as [21–23, 25, 83, 84] adopt the longest

chain rule which ensures that when there are multiple versions of the chain (forks),

the honest participants will only adopt the longest fork. As a result, the finality

in these protocols is delayed. In contrast, protocols such as [24, 26] can achieve

immediate finality by voting to confirm block after each round.

The security of PoS protocols depends on various factors. Among them, network

synchrony is crucial to the security of many PoS protocols because the leader selec-

tion processes are simulated by voting rounds, where the voters send their votes to

other participants. Since the network cannot guarantee that all the messages are

properly sent in practice due to network delay and connection complexity, network

synchrony has to be taken into account when considering the protocol’s security.
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Figure 2.2 : PoW and PoS consensus mechanisms comparison.

Some PoS protocols are proven to be secure as long as the network is partially syn-

chronous, where messages sent will reach their destinations within a certain time

limit, or asynchronous, i.e., messages may not reach their destinations.

Apart from the network synchrony, the incentive mechanism is also vital to the

security of a PoS consensus mechanism. On the one hand, the reward scheme has

to incentivize consensus participation by rewarding block creators and validators.

On the other hand, it also has to penalize malicious behaviors and prevent various

attacks that specifically target PoS, such as the attacks that involve creating a large

number of blocks because it is much easier to create blocks in PoS. The PoS protocols

often have both reward and penalty mechanisms, such as [22,25,26].

Below, we discuss in more details some emerging PoS-based protocols which

have been widely implemented in practice, namely Ouroboros, Chains-of-Activity,

Casper, Algorand, and Tendermint. Their core components, namely the consen-

sus processes, are illustrated in Fig. 2.3, and the protocols are then compared in

Table 2.2.
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2.3.2 Ouroboros

Ouroboros [23] is a pure stake-based protocol, which employs a dynamic commit-

tee selected based on the stake distribution. The protocol divides time into epochs.

In each epoch, the committee members participate in a 3-phased coin-tossing pro-

tocol to create the seeds for the FTS algorithm. The FTS algorithm then outputs

some coin indices, and the current owners of the chosen coins are selected to be

the leaders and become the committee members in the next epoch. Different from

PoW protocols, in Ouroboros the leaders only create empty blocks. The input en-

dorsers are responsible for confirming and adding the transactions to the blocks.

The block rewards are shared between the committee members, the leaders, and

the input endorsers to encourage participation in the consensus process. A stake

delegation mechanism, i.e., stakeholders can delegate their right to participate in

the committee, is also incorporated to incentivize small stakeholders to contribute

to the consensus processes.

Under a partial synchrony network assumption, Ouroboros is proven to be safe

when the adversary controls strictly less than 51% of the total stake. Since partial

synchrony cannot be guaranteed in practice, Ouroboros considers the asynchronous

nodes to be a part of the adversary nodes. The dynamic stake distribution is also

taken into account and incorporated into the adversary’s stake. It was also shown

in [23] that the seed creation process cannot be biased by the adversary, and thus

grinding attack, i.e., the block proposers may try different block’s hash in the at-

tempt to influence the next leader selection round, is mitigated. The attacks where

the adversary secretly builds alternative forks to later overtake the main chain, e.g.,

nothing-at-stake attack and long-range attack, are mitigated by having only one

designated leader in each round. The incentive mechanism is also analyzed in the

paper, and being honest is proven to be a δ-equilibrium strategy for the participants.

However, the protocol still cannot withstand 51% attacks, and bribe attacks are not
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formally discussed.

Ouroboros has the advantages of low transaction confirmation time, e.g., 2 min-

utes [56], and high transaction throughput, e.g., around 257 Tx/s [87]. Moreover,

because only the chosen leaders can create blocks in Ouroboros, energy consumption

is negligible compared with those of PoW-based networks. Another advantage of

Ouroboros over many protocols, including some PoS protocols, is that it has formal

definitions and strong theoretical background to support its security and incentive

compatibility. As a result, Ouroboros has been adopted by several cryptocurrencies,

such as Cardano* and Sp8de�.

2.3.3 Chains-of-Activity

Similar to Ouroboros, in the Chains-of-Activity (CoA) protocol [22], the leader is

selected by the FTS algorithm. However, the seed for the FTS algorithm is different

from Ouroboros. In CoA, the chain is divided into groups of blocks of length l, and

time is divided into epochs such that in each epoch, exactly l blocks are added to

the chain. The hash of each block is used to determine a seed of that block. The

seeds of all the blocks created in an epoch are combined to seed the FTS algorithm

for determining the next epoch’s leaders. At each round in an epoch, a leader is

selected by the FTS algorithm to collect transactions and create a new block. The

selected leader has to make a deposit before creating a block. The block reward

can be claimed by the leader if the block is created properly, and the deposit will

be confiscated in cases of malicious behavior. The CoA protocol also introduces

the checkpoint blocks, i.e., the blocks that extend the chain by exactly T blocks, to

solidify the chain and prevent long adversarial forks from taking over.

The CoA protocol is proven to be secured against a number of attacks. By seed-

*https://www.cardano.org

�https://sp8de.com
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ing the FTS algorithm with hashes from the previous group of blocks, the protocol

can effectively mitigate grinding attacks. Similar to the Ouroboros protocol, there is

only one designated leader to create a block in each round. Thus, nothing-at-stake

and long-range attacks are mitigated. Long-range attack is an attack that specifi-

cally targets the protocols where the leaders are determined before their designated

epoch. In these protocols, after realizing that they are going to be leaders in the next

epoch, the stakeholders might sell their stakes, so that they can behave maliciously

without consequences. With the checkpoint blocks mechanism, every block from

the first block to the second most recent checkpoint block can never change, and

thus long-range attack is mitigated by the CoA protocol. The deposit scheme helps

to prevent double-spending attacks, where the attackers create conflicting blocks

to revert confirmed transactions, and bribe attacks, where the attackers bribe the

leaders to conduct double-spending attacks.

In the CoA protocol, there is only one block created at each round, and thus en-

ergy consumption is small compared with that of the PoW mechanisms. CoA also

has low transaction confirmation time, around 6 minutes [88], and high transac-

tion throughput, 40Tx/s [89]. However, the incentive compatibility is not formally

analyzed, and the network synchrony and adversary toleration threshold, which is

crucial to the network security, are completely ignored in the paper. The cryptocur-

rency Tezos� is designed partially based on the CoA protocol.

2.3.4 Casper

The Casper protocol [25] was developed by the Ethereum network in an attempt

to ease the transition from the current PoW protocol to a pure PoS protocol, i.e.,

it can work on top of existing PoW protocols. In this context, Casper does not in-

terfere with the leader selection process. Instead, it employs a dynamic committee,

�https://tezos.com



2.3 Proof-of-Stake-based Mechanisms 33

which votes via a Byzantine-Fault-Tolerance (BFT) protocol to justify the check-

point blocks at every fixed interval, e.g., every 100 blocks. Every block up to the

second latest justified checkpoint is considered to be finalized. To join the com-

mittee, a validator has to make a deposit to gain voting right proportional to that

deposit, which will be slashed for malicious behaviors.

Casper is proven to be secure as long as 2/3 of the voting power is controlled by

honest validators in a partially synchronous network. By incorporating a withdrawal

delay, i.e., the validator has to wait for a long period of time before the deposit can

be withdrawn, the protocol can handle dynamic stake distribution and long-range

attack. The other security issues are implied to be handled by the underlying chain.

Another advantage of Casper is that it can work on top of other PoW protocols,

thereby providing additional security to the underlying chain. However, Casper’s

performance relies on the underlying PoW mechanism. In addition, another issue

is that the incentive mechanism is undefined in the paper, despite its key roles in

ensuring the participants follow the protocol properly. Ethereum§ has been develop-

ing Casper, and it is expected to be implemented for future PoW-based blockchain

protocols.

2.3.5 Algorand

Similar to Ouroboros, the Algorand [24] protocol also operates under a commit-

tee. However, the protocol uses a cryptographic sortition mechanism instead of the

FTS algorithm to select the leaders and committee members based on the stake dis-

tribution. The cryptographic sortition [24] is a Verifiable Random Function (VRF)

that takes a private key of a consensus node and a seed as inputs and outputs a

hash and a proof for public verification. Each consensus node is assigned a range of

hash values proportional to its stake amount. If the hash is within a node’s assigned

§https://www.ethereum.org
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Figure 2.3 : Illustrations of several PoS consensus processes.

range, the node is selected, and thus the node’s chance to be selected is directly

proportional to its stake amount. The main difference between the cryptographic

sortition mechanism and the FTS algorithm is that with cryptographic sortition, the

selected node is not revealed until it submits the proof, and thus the node will not

be targeted in advance by the adversaries. The initial seed for the VRF is generated

at the beginning using distributed random number generator and subsequently used

to create a new seed via VRF for the next round. The protocol also does not rely

solely on the leader selection process for security. The committee is responsible for

voting blocks which will be added to the chain in each round, meaning that the

block is immediately finalized.

Algorand can operate for an asynchronous period, as long as they are followed

by a synchronous period. Under this assumption, Algorand is proven to be safe

as long as 51% of the total stake is controlled by honest participants. Because the
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committee votes to finalize every block, i.e., there is no fork, many attacks associated

with forks, e.g., double-spending, long-range, nothing-at-stakes, and bribe attacks,

are mitigated. By using a node’s private key and the seed as inputs, and distributing

the private key in advance of the seed, grinding attack is mitigated as the adversary

needs to influence the leader selection process at the same time.

Although there is more than one block created at each round in Algorand, the

number of blocks created is still small, and the participants do not compete in hash

rate to create blocks. Thus, the energy consumption of the Algorand protocol is low

compared to that of the PoW mechanisms. Moreover, Algorand has a high transac-

tion throughput, up to 875 Tx/s [24]. The protocol also has a significant advantage

over many other PoS and PoW protocols since it provides immediate finality, i.e., the

blocks and transactions are immediately finalized, and thus the transaction confir-

mation time is much faster, e.g., around 20 seconds [24], than those of the protocols

adopting the longest chain rule such as Ouroboros and PoW protocols. However,

similar to Casper, a significant issue is that the incentive mechanism is undefined

in the paper. Algorand is currently adopted by several cryptocurrencies, including

Algorand¶ and Arcblock�.

2.3.6 Tendermint

The Tendermint protocol [26] employs the BFT voting protocol for block con-

firming. In Tendermint, the validators gain the right to vote by making a deposit.

A proposer is selected from the validators based on their voting right to propose

a block and include transactions in each round via a deterministic round-robin se-

lection scheme. Similar to Algorand, the validators vote to confirm the proposed

blocks in Tendermint, and thus blocks and transactions are immediately finalized.

¶https://www.algorand.com

�https://www.arcblock.io
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The block rewards are distributed among validators to incentivize consensus partic-

ipations, and the deposits are confiscated for malicious behaviors.

Under the assumption of partial synchrony network, Tendermint is proven to

be secure as long as 2/3 of the voting power is controlled by honest participants.

Similar to Algorand, there is no fork in Tendermint, and thus fork related attacks are

mitigated. However, the round-robin leader selection scheme is not clearly defined.

The dynamic stake distribution is also ignored in the paper.

The energy consumption of the Tendermint protocol is low compared to PoW

mechanisms because there is only one block created in each round. Similar to Algo-

rand, Tendermint has high transaction throughputs, e.g., up to 800 Tx/s, and low

transaction confirmation time, e.g., 1 second on average [90], due to the blocks being

immediately finalized. Although proven to be secure against several types of attacks,

the protocol generally lacks formal definitions and theoretical background, and the

incentive mechanism is not analyzed. Currently, Tendermint has several applica-

tions in practice, such as BigchainDB**, a blockchain database, and Ethermint��, a

cryptocurrency network.

**https://www.bigchaindb.com

��https://ethermint.zone
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Table 2.2 : Summary of PoS-based Protocols

Protocol Ouroboros [23]
Chains-of-

Activity [22]
Casper [25] Algorand [24] Tendermint [26]

Type PoS PoS PoS-PoW hybrid PoS PoS

Consensus

Process

-Dynamic committee

-Leader selection by

3-phased

coin-tossing protocol

-Utilize FTS

algorithm

-Leader selection by

stake and previous

blocks

-Utilize FTS

algorithm

-Leader selection

by PoW

-Validators vote via

BFT protocol to

justify the

checkpoint blocks.

-Dynamic committee

-Leader selection

based on stake

-Utilize VRF

-Leader selection by

round-robin selection

-Validators vote to

confirm blocks.

Transac-

tion

Adding

Input endorsers Block creator Block creator Block creator Block creator

Incentive

Mechanism

Rewards are

divided between

the slot leaders and

the input endorsers

-Leader collect

reward

-Leader’s deposit will

be confiscated for

malicious behaviors.

Deposit is

confiscated for

malicious

behaviors.

Undefined

-Rewards divided

between validators.

-Deposit is

confiscated for

malicious

behaviors

Network

Synchrony
Partial Synchrony Undefined Partial Synchrony

Asynchronous

period in between

synchronous

periods

Partial Synchrony

Toleration 1/2 Undefined 1/3 1/2 1/3

Security

issues

51% attack, bribe

attack

Ignore adversary

toleration, network

synchrony, and

dynamic stake

distribution

Depends on

underlying chain

Ignore incentive

compatibility

-Ignore dynamic

stake distribution

-Leader selection is

not clearly defined

Finality Delayed Delayed Delayed Immediate Immediate

Transac-

tion

confirm

2 minutes 6 minutes
Depends on

underlying chain
20 seconds 1 second

Transac-

tion

throughput

257 Tx/s 40 Tx/s
Depends on

underlying chain
875 Tx/s 800 Tx/s

Applica-

tions
Cardano, Sp8de Tezos

Ethereum

(planned)
Algorand, Arcblock

BigchainDB,

Ethermint
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Chapter 3

BlockRoam: Blockchain-based Roaming

Management System for Future Mobile Networks

In this chapter, we introduce BlockRoam, a novel blockchain-based roaming man-

agement system that provides an efficient data exchange platform among mobile ser-

vice providers and mobile subscribers. Utilizing the PoS consensus mechanism and

smart contracts, BlockRoam can significantly shorten the information exchanging

delay, thereby addressing the roaming fraud problems. Through intensive analysis,

we show that the security and performance of such PoS-based blockchain network

can be further enhanced by incentivizing more users (e.g., subscribers) to partici-

pate in the network. Moreover, users in such networks often join stake pools (e.g.,

formed by mobile service providers) to increase their profits. Therefore, we develop

an economic model based on Stackelberg game to jointly maximize the profits of

the network users and the stake pool, thereby encouraging user participation. We

also propose an effective method to guarantee the uniqueness of this game’s equilib-

rium. The performance evaluations show that the proposed economic model helps

the mobile service providers to earn additional profits, attracts more investment to

the blockchain network, and enhances the network’s security and performance.

The rest of this chapter is organized as follows. Section 3.1 describes the system

model. Section 3.2 discusses BlockRoam’s consensus mechanism in details. The

economic model is proposed in Section 3.3. Evaluation results are then discussed in

Section 3.4. Finally, conclusions and future works are given in Section 3.5.
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3.1 Background and System Model

3.1.1 Current Roaming Systems

The current roaming system is illustrated in Fig. 3.1 [11]. In the current system,

firstly, a roaming pact is established between two mobile service providers. Then,

when a subscriber wants to use services from its HPMN while being in the service

area of the VPMN, the subscriber sends a request to the VPMN. Then, the VPMN

queries the HPMN about the services that the subscriber has subscribed to. This

information is stored in the Home Location Register (HLR) database of the HPMN.

If the subscription information is correct, the VPMN will provide the subscriber

access to the corresponding services (e.g., voice or data service) through the Mobile

Switching Center/Visited Location Register (MSC/VLR). The Call Detail Records

(CDRs) are then sent to both networks where the CDRs are processed for sub-

scription billings and invoices generation. Afterward, the VPMN sends a Transfer

Account Procedure (TAP) file which contains the CDR information to the HPMN.

Usually, there is a DCH company acting as a middleman, which validates and trans-

mits the TAP files for the VPMN. Once the HPMN receives the TAP files, it will

pay the VPMN in accordance with the roaming pact [11].

Fraud attacks in roaming occur when a subscriber gains access to the roaming

services, but the HPMN is unable to charge the subscriber for the services provided.

In this case, the HPMN still has to pay the VPNM for the facilities provided during

the roaming process, which may result in significant financial loss. For example, a

fraudulent SIM can use up to 18 hours of service on average, and in some incidents,

the loss rate is up to e40,000 per hour [14]. The current roaming system is vulnerable

to roaming fraud attacks mainly because of the delay in data exchanging between

the HPMN and the VPMN. Even with the Near Real Time Roaming Data Exchange

scheme [13], the data exchange can be delayed up to 4 hours, and thus it may take
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Figure 3.1 : Illustration of a typical roaming system [11].

a long time to detect and determine the fraud. Even if the fraud is found, it is

still difficult for the HPMN to response as it does not have direct control over the

VPMN’s facilities [11].

3.1.2 Smart contracts and Consensus Mechanisms

A smart contract is a program stored in the blockchain network consisting of a set

of rules created by users. If the rules are satisfied, the contract will automatically be

enforced by the consensus mechanism. The content of a smart contract is visible to

all network users, thus transparency is ensured [10]. For example, an HPMN and a

VPMN can negotiate with each other and make a smart contract on the blockchain,

which is triggered when a transaction with CDR data is sent to the smart contract

address. Then, when the transaction is verified and added into the blockchain, all

consensus participants execute the contract code and trigger the events according

to the terms of agreement written in the contract, e.g., the HPMN automatically

pays the VPMN as per their agreement.

The distributed consensus mechanism is the backbone of a blockchain network,

which governs most of the blockchain’s operations and ensures that once the data is
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stored in a block, it is extremely difficult to be altered without the consensus of most

of the nodes in the network. Currently, most of the blockchain networks have been

employing the PoW consensus mechanisms. In the PoW, the users compete with

each other in a solution searching procedure where a user with higher computational

power may have higher opportunities to be the block winner who will add a new block

to the chain and receive the reward. This competition leads to the waste of energy in

PoW-based blockchain networks. Moreover, PoW-based blockchain networks often

experience high delays in reaching consensus due to security reasons. This makes

PoW consensus mechanisms inappropriate to implement in mobile roaming systems

requiring low delay for fraud prevention.

Unlike the PoW, each block in PoS-based blockchain networks is dedicated to an

authorized participant (leader) for mining in advance based on stakes of stakeholders

in the network. This mechanism has many advantages over the PoW, including lower

energy consumption and delay, and thus PoS-based blockchain applications can be

employed effectively in networks with thousands of users [6]. Currently, there are

several variations of the PoS mechanism, each has some desirable characteristics

that are suitable for roaming management as well as some limitations that hinder

their applicability in this specific context. In the following, we discuss advantages

as well as disadvantages of each mechanism in details.

� Proof-of-Activity (PoA) [21] is one of the first PoS mechanisms proposed. This

mechanism uses the block header of previous blocks to determine the leader

for the current block, which helps to ensure unbiased randomness and prevent

grinding attacks as proven in [21]. However, this mechanism is a hybrid PoW-

PoS mechanism, and thus it has inherent limitations of PoW mechanism such

as high energy consumption and long delay.

� Casper [25] is another PoW-PoS hybrid mechanism. Although this mecha-
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nism is proven to be secure and able to mitigate many attacks, it still has

performance limitations because of the PoW mechanism.

� Chain-of-Activity (CoA) [22] is a pure PoS mechanism, and thus it can achieve

a relatively low delay (transaction confirmation time) (6 minutes) and requires

negligible energy consumption. Nevertheless, the security of this mechanism

is not proven rigorously in the paper, and its real-world application network

has a relatively low transaction throughput (60 transactions per second).

� Tendermint [26], developed based on a BFT protocol, can achieve very low

delay and high throughput. However, Tendermint relies on a set of validators

to vote for the consensus, but how these validators are chosen is not discussed

in the paper. Moreover, this mechanism requires high a communication com-

plexity, i.e., O(n2), and the security analysis in the paper is not extensive (does

not consider several attacks).

� Ouroboros [23] is a PoS mechanism with strong theoretical background and

rigorous security analysis. The mechanism is proven to be secure, satisfying

the persistence and liveness properties [38] with overwhelming probability,

and able to mitigate many attacks. However, in case of a strong adversary,

the delay is significantly increased.

� Algorand [24] is proven to be secure and can achieve high performance. How-

ever, the mechanism can tolerate only an adversarial ratio of 1/3, and there is

no incentive mechanism and attack analysis in the paper

� Delegated Proof-of-Stake (DPoS) [27] is a variation of PoS that employs a

committee to create blocks. However, this mechanism requires a lot more

communications, is more prone to centralization, and can tolerate a smaller

adversarial ratio compared to those of the other PoS mechanisms
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The main advantages and limitations of the considered consensus mechanisms

are summarized in Table 3.1. As observed in the table, all the consensus mecha-

nisms have security flaws or performance limitations that make these mechanism

unsuitable for the roaming management application. Thus, in the next Section, we

will propose a consensus mechanism for BlockRoam to address these issues.

3.1.3 BlockRoam

3.1.3.1 Network Model

Our proposed blockchain-based system consists of two main components, namely

the roaming management platform and the consensus mechanism as illustrated in

Fig. 3.2. The roaming management platform supports complex interactions between

the users, automates various roaming processes, and provides a universal currency,

i.e., blockchain network tokens, for payments. In addition to the roaming processes,

the network can also take part in the consensus mechanism to maintain the network’s

operations and security, store data (e.g., roaming pacts, subscriber information, and

transaction history), and execute roaming processes such as payments and processing

CDRs.
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Figure 3.2 : Illustration of the proposed BlockRoam system.
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Table 3.1 : Advantages and limitations of several PoS consensus mechanisms

Consensus

Mechanism
Advantages Limitations

Proof-of-

Activity [21]

Low communication complexity,

can mitigate several attacks

Need PoW, high energy

consumption, long delay, security

analysis is not extensive

Chain-of-

Activity [22]

Low delay, low communication

complexity, can mitigate several

attacks

Low transaction throughput,

security analysis is not extensive

Casper [25]
Secure, can mitigate several

attacks

Need PoW, high energy

consumption, long delay

Tendermint [26] Low delay
Security analysis is not extensive,

high communication complexity

Ouroboros [23]

Secure, can mitigate several

attacks, defined incentive

mechanism, low communication

complexity

Long delay in case of adversarial

attacks

Algorand [24]

Secure, low delay, high

transaction throughput, low

communication complexity

Can tolerate low adversarial ratio,

no incentive mechanism, does not

analyze attacks

DPoS [27] Secure, low delay

High communication complexity,

more centralized, can tolerate low

adversarial ratio.
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3.1.3.2 Roaming Management Procedure

The roaming process, the main procedure of the roaming management platform,

consists of seven main steps as follows:

� Step 0: Two mobile service providers form a roaming pact consisting of tariff

plans for services offered to the subscribers and the payment agreement be-

tween two mobile service providers. This roaming pact is made in the form of

a smart contract and stored in the blockchain.

� Step 1: When a subscriber (roamer) wants to use services from its HPMN,

the subscriber queries the VPMN and receives available tariff plans as per the

roaming agreement between the VPMN and the HPMN.

� Step 2: If the subscriber agrees to use the service, the subscriber sends a

transaction containing a sufficient amount of money (in form of digital tokens)

to the smart contract’s address.

� Step 3: When the transaction is verified and sent successfully, the VPMN will

grant the subscriber access to roaming facilities.

� Step 4: When the subscriber finishes its roaming service, the VPMN sends a

transaction to the smart contract’s address, which consists of the CDR data

of the provided service.

� Step 5: The smart contract then automatically calculates the subscriber’s

service fee and sends it to the HPMN. The smart contract also triggers a

transaction from the HPMN to the VPMN for payment of the service.

� Step 6: Finally, the smart contract sends the unused tokens to the subscriber.
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3.1.3.3 Benefits

BlockRoam has the following advantages over the traditional roaming system:

� Roaming fraud prevention: The main obstacle to prevent and react to fraud

attacks is the significant delay in data exchange, i.e., up to 4 hours. Our

proposed system employs the PoS mechanism to speed up the data exchanging

process, e.g., approximately 3 minutes on average as later shown in Section 3.2,

and thus fraud attacks can be detected much earlier. Moreover, by using smart

contracts, the billing process is executed right after the service usage finished.

As a result, roaming fraud can be significantly mitigated.

� Cost saving: In our proposed system, the CDRs are stored in the blockchain

and processed by smart contracts. Therefore, the DCHs are no longer needed,

and thus the middleman fees are eliminated. Moreover, our system automates

various processes, such as subscribers billing and HPMN payments, which can

further reduce operational costs. Furthermore, our system’s energy consump-

tion is negligible compared to that of PoW-based systems, and thus our energy

cost is much lower.

� Security and privacy: Using cryptographically secure mechanisms, the privacy

and security of the subscribers can be significantly improved. Each subscriber

in the network uses a pair of public and private keys for identification and

verification. The network only needs the subscriber’s digital signature which

can be easily verified and almost impossible to forge. This also protects the

anonymity of the subscribers, as the subscriber’s real-life identity is completely

unrelated to the network identity.
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3.2 BlockRoam’s Consensus Mechanism

We have shown that the existing PoS mechanisms are not suitable for the roam-

ing management application due to either security flaws, or insufficient performance

ability. Therefore, in this section, we propose a novel consensus mechanism for

BlockRoam. We also conduct analyses to show that the proposed consensus mecha-

nism can satisfy the strict security requirements and achieve more desirable perfor-

mance compared to existing mechanisms.

3.2.1 Proposed Consensus Mechanism

3.2.1.1 Epochs and Time Slots

In our proposed consensus mechanism, time is divided into epochs, each of which

is composed of Ne time slots. At the first time slot of epoch ek, a committee, consists

of some users (stakeholders), executes an election protocol to elect one leader for

each time slot in epoch ek. The election protocol also selects the committee members

for the epoch ek+1. If a leader fails to broadcast its block during its designated time

slot (being offline during its time slot), an empty block will be added to the chain.

The leader is also instructed to not change its broadcast blocks at any later time.

3.2.1.2 Leader and Committee Election Protocol

To elect the leaders and committee members, the committee members of epoch

ek execute the Publicly Verifiable Secret Sharing (PVSS) protocol [91] to create seeds

for the FTS algorithm [6]. The PVSS protocol allows the protocol participants to

produce unbiased randomness in the form of strings and any network user to verify

these strings. Moreover, the PVSS protocol can tolerate an adversarial ratio of up

to 1/2, and this protocol is very efficient in terms of communication complexity, i.e.,

O(m) where m is the number of committee members [91]. Once the random strings

are created, they are used as the seeds for the FTS algorithm (a hash function that
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takes any string as input and outputs some token indices [6]). The current owners

of these tokens are then chosen as leaders of epoch ek and committee members of

epoch ek+1.

3.2.1.3 Incentive Mechanism

The incentive mechanism plays a crucial role in ensuring that the stakeholders

follow the consensus mechanism properly. To this end, the incentive mechanism

needs to incentivize participation in the consensus mechanism via a reward scheme

and penalize malicious behavior via a penalty scheme. In the reward scheme, a

leader will receive a fixed number of tokens when the leader adds a new block to the

chain. The probability Pn that user n is selected by the FTS algorithm in a network

of N stakeholders is

Pi =
sn∑N
n=1 sn

, (3.1)

where sn is the number of stakes (tokens) of stakeholder n. As observed from 3.1, the

more stakes a stakeholder has, the higher chance it can be selected to be the leader

and able to obtain the reward. For the penalty scheme, the leader is required to

make a deposit that will be locked during its designated epoch to prevent nothing-

at-stake, bribe [6], and transaction denial attacks [23]. The stakes of committee

members are also locked during the epoch that they are serving in the committee

to prevent long-range attacks [6].

3.2.2 Security Analysis

3.2.2.1 Blockchain Properties

To maintain the blockchain’s operations and security, a consensus mechanism

must satisfy the following properties [38]:

� Persistence: Once a transaction is confirmed by an honest user, all other

honest users will also confirm that transaction, and its position is the same for
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all honest users.

� Liveness: After a sufficient period of time, a valid transaction will be con-

firmed by all honest users.

In our proposed system, persistence ensures that once a transaction is confirmed, it

cannot be reverted. Without persistence, a fraudster can use the roaming services

for free. For example, a fraudster can perform a double-spending attack by firstly

sending a transaction Tx1 to the smart contract. Then, after the VPMN has granted

the fraudster access to the roaming service, the fraudster broadcasts a transaction

Tx2 which sends the tokens of Tx1 to another address (e.g., the fraudster’s second

account). If Tx1 has not been confirmed, Tx2 is still valid and may be confirmed

by honest users.

While the persistence property ensures data immutability, the liveness property

ensures that every valid transaction will eventually be included in the chain. With-

out liveness, an attacker might successfully block every transaction coming from the

Mobile Service Provider, and consequently, the roaming process cannot commence.

It has been proven in [38] that the persistence and liveness properties are ensured if

the consensus mechanism satisfies the following properties:

� Common prefix (CP) with parameter κ ∈ N: For any pair of honest users,

their versions of the chain C1, C2 must share a common prefix. Specifically,

assuming that C2 is longer than C1, removing κ last blocks of C1 results in the

prefix of C2.

� Chain growth (CG) with parameter ς ∈ N and τ ∈ (0, 1]: A chain

possessed by an honest user at time t+ ς will be at least ςτ blocks longer than

the chain it possesses at time t.

� Chain quality (CQ) with parameter l ∈ N and µ ∈ (0, 1]: Consider any
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part of the chain that has at least l blocks, the ratio of blocks created by the

adversary is at most 1− µ.

We prove that our proposed consensus mechanism can satisfy the common prefix,

chain growth, and chain quality properties with overwhelming probabilities in the

following Theorem.

Theorem 3.1. BlockRoam’s consensus mechanism satisfies the common prefix, chain

growth, and chain quality properties with overwhelming probabilities.

Proof. See Appendix A.1.

3.2.2.2 Roaming Fraud Protection Ability

To evaluate the roaming fraud protection ability of our system, we focus on the

average resolution time ttotal, i.e., the average time between the occurrence of a

roaming fraud attack and the execution of the responses to the attack. ttotal is the

sum of every stage’s duration at the reactive layer, i.e., ttotal = tC + tD + tS + tR.

Since our proposed system can achieve a much lower tC compared to the traditional

roaming system, i.e., approximately 3 minutes (as later shown in Section 4.2.3)

compared to 4 hours, the ttotal of our system is nearly 4 hours shorter than that of

the traditional roaming system.

3.2.2.3 Blockchain Attacks Mitigation

In the following Theorem, we prove that our proposed BlockRoam can also be

able to mitigate and prevent a variety of emerging blockchain attacks such as double

spending, grinding, bribe, nothing-at-stakes, and long-range attacks.

Theorem 3.2. BlockRoam can mitigate double-spending, grinding, nothing-at-stakes,

bribe, transaction denial, and long-range attacks as long as the adversary does not

control more than 50% total network stakes.
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Proof. See Appendix A.2.

When the adversary controls more than 50% of the total network stakes, both

the persistence and liveness properties are no longer guaranteed [23]. Consequently,

attacks such as double-spending, nothing-at-stakes, and transaction denial attacks

can no longer be mitigated.

3.2.3 Performance Analysis

In Table 3.2, we examine and compare the transaction confirmation times under

different adversarial ratio (percentage of stakes in PoS or computational power in

PoW that the adversary controls) of a PoW blockchain network (Bitcoin), a PoS

network with delayed finality (Cardano), and BlockRoam. The transaction con-

firmation time is the time it takes to reach a common prefix violation probability

PrCP ≤ 0.1%. Based on (14), κ can be determined, and then κ is multiplied with

the slot time to calculate the transaction confirmation time. Our slot time is set

to be 20 seconds (the same as that of Cardano [56]). The transaction confirmation

times of Bitcoin and Cardano are presented in [23].

As observed in Table 3.2, the more stakes the adversary controls, the longer the

transaction confirmation time is. Moreover, 51% attack [23] can break most of the

PoW-based and PoS-based blockchain networks. Specifically, an adversary control-

ling more than 51% of total computational power in a PoW-based network or 51% of

total stakes in a PoS-based network can successfully perform many attacks, includ-

ing double-spending, nothing-at-stakes, and transaction denial attacks. Therefore,

it is critical to attract more participants to our PoS-based blockchain system in

order to increase the network’s total stakes, thereby improving the common prefix

violation probability and transaction confirmation time. In the next section, we

will introduce an effective economic model that can jointly maximize profits for the

participants, encouraging them to participate in the network and thus improving
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Table 3.2 : Transaction confirmation times in minutes

Adversarial ratio Bitcoin Cardano BlockRoam

0.10 50 5 1

0.15 80 8 1.3

0.20 110 12 1.6

0.25 150 18 1.6

0.30 240 31 2

0.35 410 60 2.3

0.40 890 148 2.6

0.45 3400 663 3

the network’s performance and security.

3.3 Economic Model

3.3.1 Stake Pools and Stakeholders

In a PoS-based blockchain network, the probability that an individual user

(stakeholder) with a small number of stakes is selected to be the leader is low as

shown in (3.1). Moreover, when a stakeholder is selected to be the leader, it needs

to be online during its designated time slot to (1) collect transactions from other

users, (2) validate these transactions, (3) create a block containing valid transaction,

(4) broadcast the block to the network. Therefore, if the stakeholder’s connection

is poor, it fails to create a valid block, and consequently it cannot obtain the block

reward. Thus, stakeholders who participate in the consensus process need to main-

tain a strong connection to the network, which incurs an operational cost, e.g., $40

to $300 per month [92]. Therefore, small stakeholders often pool their stakes to-

gether to increase their opportunities to be the leaders and share operational costs,



3.3 Economic Model 53

which results in the formation of stake pools, e.g., [93–95]. Such formation of a stake

pool is also beneficial for the blockchain because no transaction is processed when

the leader fails to create a valid block (which reduces transaction throughput). In

BlockRoam, the stakeholders, e.g., the subscribers, might be more inclined to join

the stake pool (e.g., formed by mobile service providers) to reduce their operational

costs and have more stable incomes. A stake pool often charges a part of the stake-

holder’s profits for joining the pool, e.g., the Stakecube pool charges 3% of each

reward a stakeholder receives [94]. In this section, we introduce an economic model

using Stackelberg game in order to jointly maximize the profits of the stake pool

and stakeholders, which is beneficial for mobile service providers and BlockRoam’s

operation and security.

We consider a PoS-based blockchain network with one stake pool and N stake-

holders. The stakeholders have stake budgets B = (B1, . . . , BN) and individual

operational costs C = (C1, . . . , CN). The stake pool has its own stake σ, and the

pool defines a cost c and a fee α in advance for users who are interested in partici-

pating in the pool. The pool’s cost is charged for joining the pool and maintaining

its operations. The pool’s fee is the profit margin of the pool’s owner, which usually

ranges from 1% to 9% in real-world stake pools, e.g., [93–95]. The stakeholders can

use their budgets to invest pi stakes to the pool and mi stakes for self-mining (indi-

vidually participate in the consensus process), such that pi +mi ≤ Bi. Let denote

Np to be the set of stakeholders who invest in the pool, the probability Pw that the

pool is selected to be the leader and obtains a block reward R is proportional to the

pool’s stakes in the total network stakes, i.e.,

Pw =
σ +

∑
n∈Np

pn

σ +
∑

n∈Np
pn +

∑N
j=1 mj

. (3.2)

After receiving the reward R, the pool calculates each stakeholder’s reward rpi based

on the proportion P p
i of stakeholder i’s stakes in the total stakes of the pool, which
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is

P p
i =

pi
σ +

∑
n∈Np

pn
. (3.3)

The pool then charges a fee for α percentage from each stakeholder’s reward and

a cost of ce−pi before the reward is finally sent to each stakeholder. Since the cost

decreases exponentially as the stakes increase, it encourages the stakeholders to

invest more stakes to the pool. Thus, when a stakeholder i invests pi stakes to the

pool, the stakeholder’s expected reward rpi is given by

rpi = PwP p
i (1− α)R− ce−pi ,

=
pi

σ +
∑

n∈Np
pn +

∑N
j=1 mj

(1− α)R− ce−pi .
(3.4)

In the case if the stakeholder i uses mi stakes to self-mine, its expected reward

is

rmi =

(
mi

σ +
∑

n∈Np
pn +

∑N
j=1 mj

)
R− Ci, (3.5)

where
mi

σ +
∑

n∈Np
pn +

∑N
j=1 mj

represents the proportion of stakeholder i’s stakes

in the total network stakes. Then, the profit of the pool can be calculated as follows:

Up =
σ

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R

+
∑
i∈Np

(
piα

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R + ce−pi

)
.

(3.6)

The total profit of the pool consists of the profits from its own stakes, i.e., the first

term in (3.6), and the costs and fees it charges the stakeholders, i.e., the second

term in (3.6).

3.3.2 Stackelberg Game Formulation

In practice, a pool usually announces its cost and fee first, e.g., the fee to join

the Stakecube pool can be found on its website [94]. Based on that information, the

stakeholders will decide how much to invest. As a result, the interaction between
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the stake pool and stakeholders can be formulated to be a single-leader-multiple-

followers Stackelberg game [40]. In this game, the leader is the stake pool who first

announces its strategy, i.e., costs and fees to join the pool, and then the stakeholders,

i.e., followers, will make their decisions, e.g., to invest to the pool or not.

We denote sp and si to be the strategies of the leader and follower i, respectively.

Furthermore, we denote Si to be the set of all possible strategies of follower i. Then,

the best response s∗i of a follower i can be defined to be the strategy set which gives

the follower the best payoff given a fixed strategy sp = (α, c) of the leader, i.e.,

Ui(s
∗
i , sp) ≥ Ui(s

′
i, sp), ∀s′i ∈ Si. (3.7)

Based on the follower’s best response, the Stackelberg strategy for the leader is a

strategy s∗p such that

s∗p = argmax
sp

Up(sp, s
∗
i ). (3.8)

Then, the Stackelberg solution can be defined as the tuple (s∗p, s
∗
i ), and its cor-

responding utility tuple (U ∗
p , U

∗
i ) is the Stackelberg equilibrium of the game. To

find the Stackelberg equilibrium, the game can be divided into two stages. At the

first stage, the leader announces its strategy. Then, at the second stage, the fol-

lowers determine their strategies based on the leader’s strategy. In the following,

the backward-induction-based analysis is carried out to examine the Stackelberg

equilibrium of this game.

3.3.2.1 Follower strategy

In this game, a follower’s possible strategies can be divided into four cases:

� Case 1: Only invest stakes to the pool.

� Case 2: Only invest stakes for self-mining.

� Case 3: Simultaneously invest stakes to the pool and for self-mining.
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� Case 4: Do not invest stakes to the PoS-based blockchain network.

We prove in the following Theorem that a follower’s best response is use all its stakes

either to invest to the pool or for self-mining.

Theorem 3.3. A stakeholder’s best response is to invest all stakes either to invest

to the pool or for self-mining.

Proof. See Appendix A.3.

Since the a stakeholder’s best response is to invest all its stakes, the best response

can be deduced from either p∗i or m∗
i . Therefore, from now on, we can denote the

best response of follower i by the number of stakes it invest to the pool p∗i . Then,

the best response p∗i of follower i can be expressed as a function of the pool’s cost

and fee as follows

p∗i (α, c) =


0 if Ci <

BiαR

σ +
∑N

j=1 Bj

+ ce−Bi ,

Bi if Ci ≥
BiαR

σ +
∑N

j=1 Bj

+ ce−Bi .

(3.9)

Theorem 3.4. Given a strategy of the leader, there exists an optimal strategy for

every follower and this strategy is unique.

Proof. From (3.9), it can be seen that for every fixed strategy of the leader, a unique

best response of every follower can be straightforwardly determined.

3.3.2.2 Leader strategy

The backward induction mechanism [40] can be used to find the best strategy

of the leader, which is the strategy that yields the highest payoff given the best

responses of all followers, i.e., we have

s∗p = argmax
sp=(c,α)

Up(sp, p
∗
i ) =

σ

σ +
∑N

j=1 Bj

R+

∑
i∈Np

(
p∗iα

σ +
∑N

j=1 Bj

R + ce−Bi

)
.

(3.10)
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Since the total network stakes can be considered a constant, the profit from the

pool owner’s stake is also a constant (the first term in (A.10)) and does not need to

be optimized. Moreover, since p∗i (α, c) can only take two values, i.e., 0 or Bi, it can

be represented by a binary decision variable xi ∈ x = {x1, . . . , xN}, such that when

xi = 1, p∗i = Bi and when xi = 0, p∗i = 0. This helps to transform the optimization

problem (A.10) into a Mixed-Integer Programming (MIP) optimization as follows:

max
α,c,x

N∑
i=1

xi

(
BiRα

σ +
∑N

j=1 Bj

+ ce−Bi

)
,

s.t.
BiRα

σ +
∑N

j=1 Bj

+ ce−Bi ≤ L(1− xi) + Ci ∀i ∈ N ,

xi ∈ {0, 1} ∀i ∈ N ,

(3.11)

where L is a sufficiently large number. The goal of (3.11) is to find the optimal

values of (α, c,x) to maximize the pool’s profit. The objective function represents

the profit of the pool, where the stake pool can only charge the stakeholders who

have invested in the pool. The first set of constraints ensures that only when the

pool charges follower i less than Ci, xi can take the value of 1, and thus the profit

can be added to the total profit of the pool. The second set of constraints ensures

that every xi is a binary number. However, the objective function is nonlinear,

i.e., it contains a multiplication of two decision variables xi and α, which makes

it much more complex to solve [96]. Thus, we transform (3.11) into an equivalent
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Mixed-Integer Linear Programming (MILP) model as follows:

max
α,c,x,y

N∑
i=1

yi,

s.t.
BiRα∑N
j=1 Bj

+ ce−Bi ≤ L(1− xi) + Ci ∀i ∈ N ,

yi − Lxi ≤ 0 ∀i ∈ N ,

yi − L(1− xi) ≤
BiRα∑N
j=1 Bj

+ ce−Bi ∀i ∈ N ,

xi ∈ {0, 1} ∀i ∈ N ,

yi ∈ R+ ∀i ∈ N .

(3.12)

The transformation from (3.11) to (3.12) is done by a standard transformation

technique which ensures the equivalence of the two models [97]. In particular, we

introduce a new set of continuous variables y = {y1, . . . , yN} which represents the

profit which the pool can yield from follower i. Two new sets of auxiliary constraints,

i.e., the second and third sets of constraints, are added to set the upper bound for yi.

If xi = 0, i.e., follower i does not invest stakes to the pool, yi will be upper-bounded

by 0. If xi = 1, yi will be upper-bounded by
BiRα∑N
j=1 Bj

+ ce−Bi . Thus, the optimal

solution of (3.12) consists of two optimal values of α and c as shown in (A.10). Since

the objective function is now linear, it can be solved efficiently by commercial solvers

such as CPLEX [127].

3.3.2.3 Existence of the Stackelberg equilibrium

The existence of the Stackelberg equilibrium is proven via the existence of the

optimal solutions of (3.12) in the following Theorem.

Theorem 3.5. There exists at least one Stackelberg equilibrium in the considered

stake pool game.

Proof. See Appendix A.4.
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3.3.2.4 Uniqueness of the Stackelberg equilibrium

Although there always exists at least one Stackelberg equilibrium in this game,

the uniqueness of the equilibrium cannot be guaranteed because both α and c are

continuous variables. Consequently, there may be multiple pairs of α and c to

achieve the same optimal utility as will be shown later in Section 3.4. In the con-

ventional Stackelberg game model, the leader has only one primary priority, that is,

to maximize the profit. Therefore, we propose a secondary priority for the leader,

which is to minimize α. This serves two purposes, i.e., to attract followers with high

stakes (as the amount the pool charges via the fee is proportional to the stakes)

and to determine the unique optimal strategy for the game (i.e., the unique optimal

strategy for both the leader and followers). Under the proposed approach, we can

always obtain the unique Stackelberg equilibrium as proven in Theorem 3.6.

Theorem 3.6. The considered stake pool game admits a unique Stackelberg equilib-

rium.

Proof. See Appendix A.5.

Based on this unique Stackelberg equilibrium, the stake pool can design appro-

priate parameters, i.e., cost and fee, to maximize its profits and attract more stake-

holders to invest in the pool, and at the same time, the stakeholders can determine

their best investment strategies to maximize their profits.

3.4 Performance Evaluation

3.4.1 Parameter Settings

We first study three small game instances, i.e., G1 to G3, to clearly show the rela-

tion between the leader and the followers in different situations. In these instances,

we examine the utility functions of the stake pool and stakeholders. Particularly, we
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present their corresponding utilities over a range of fees and costs, thereby demon-

strating the effects of the stake pool strategy on the profit of the stakeholders and

the stake pool. In G1, we consider a small game consisting one stakeholder and one

stake pool with C1 = 0.1, b1 = 5, R = 10, and σ = 10. Then, we extend this game to

G2 by considering five followers with the same configurations as that of the follower

in G1, while other parameters are unchanged. After that, we consider game G3. Pa-

rameters are similar as those of G2 except that the followers have different budgets

B = (5, 10, 13, 6, 8), operational costs C = (0.1, 0.3, 0.2, 0.6, 0.5), and R = 50.

To evaluate more general cases, we simulate 13 instances G4 to G16, each with

1,000 followers and different parameters as shown in Table 3.3. Among them, the

first five games G4 to G8 are simulated with network parameters, such as R, C, and

B, generated based on several real-world PoS-based blockchain networks [98–102].

Particularly, the values of R is determined using the number of coins these networks

pay out (as block reward) per one block. For the values of C, we first calculate the

reference value Cr as follow:

Cr =
100

VRNb

, (3.13)

where 100 is the average cost per month (in $) to participate in the consensus

process, VR is the monetary value of each coin, and Nb is the number of blocks

produced per month. As a result, Cr represents on average how many coins it

costs to participate in the consensus process for one block. Then, the ranges of C

can be determined based on Cr. For B, we estimate the ranges by dividing the

total number of coins in circulation and the total number of stakeholders in the

network. Then, Bn and Cn of each stakeholder are generated randomly with normal

distribution in the ranges listed in Table 3.3. The eight instances G9 to G16 are

simulated to study the impacts of important parameters, i.e., R, B, C, and σ, on

the game outcome. Taking G4 as a reference, we vary a single parameter at a time

to evaluate the impacts of each parameter. For example, to study the impacts of R,
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we decrease R ten times (compared to G4) in G9 and increase R ten times in G10,

while all the other parameters are kept the same. The results, including the optimal

leader strategy, optimal profit, and percentage of the network stakes invested in the

pool, are obtained by solving the MILP optimization (3.12).

To evaluate the effects of the economic model on the network’s security and

performance, we simulate six game instances, G17 to G22. In instance G17, we simulate

the network with a stake pool, similar to the previous game instances. In contrast,

we simulate the network without a stake pool in instance G18. Since there is no stake

pool, each stakeholder in this instance only has two choices, i.e., to participate in the

consensus process if its operational cost is less than its profit (Ci <
BiR∑N
n=1 Bi

), or

does not participate in the consensus process if its operational cost is higher than its

profits. Then, we examine the cases where there is an adversary who tries to attack

the network with the same adversarial budget BA in both instances. Under such

adversarial attacks, we compare the security and performance of the network (with

and without the stake pool) in terms of common prefix violation probability and

transaction confirmation time. The common prefix violation probability is calculated

using (14). Based on this, we find the minimum value of κ such that PrCP <

0.1% and multiply it with a block time of 20 seconds to determine the transaction

confirmation time. For G17 and G18, we simulate a weak adversary with BA = 20, 000

tokens. Similarly, we simulate a medium adversary with BA = 40, 000 tokens for

G20 and G21 and a strong adversary with BA = 60, 000 tokens for G21 and G22. The

other parameters of G17 to G22 are the same as those of G4 .

3.4.2 Numerical Results

3.4.2.1 Leader and Follower’s Utilities

The best response function of follower 1 in G1 is illustrated in Fig. 3.3a. Based on

its best response, the profit of follower 1 can be determined. In this game, the profit
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Table 3.3 : Parameters and results of 13 simulation instances.

G
Parameters Stackelberg equilibrium

R B range C range σ Based on c∗ α∗(%) U∗
p % stake of the pool

4 1000 [1,250] [0.05,0.1] 1000 Cardano [98] 3.2 4.0 28.95 69.5

5 200 [1,1000] [0.0001,0.15] 1000 Algorand [99] 0.06 1.6 1.81 56.6

6 3.81 [1,400] [0.0001,0.002] 1000 Cosmos [100] 0.1 14.4 0.35 61.2

7 78 [80,160] [0.0001,0.02] 1000 Tezos [101] 40.1 6.1 2.29 48.9

8 500 [1,5000] [0.001,0.3] 1000 NEM [102] 0.003 13.01 40.92 62.9

9 100 [1,250] [0.05,0.1] 1000 Cardano 0.003 40.4 28.08 69.5

10 10000 [1,250] [0.05,0.1] 1000 Cardano 0.207 0.4 29.13 69.5

11 1000 [1,250] [0.01,0.02] 1000 Cardano 0.04 0.8 5.82 69.5

12 1000 [1,250] [0.25,0.5] 1000 Cardano 0.04 20.5 140.54 69.5

13 1000 [1,25] [0.05,0.1] 1000 Cardano 0.2 4.7 36.51 72.1

14 1000 [1,2500] [0.05,0.1] 1000 Cardano 356.1 4.0 28.21 70.1

15 1000 [1,250] [0.05,0.1] 1 Cardano 0.04 4.0 28.31 69.5

16 1000 [1,250] [0.05,0.1] 100000 Cardano 0.02 10.9 28.15 69.5

of the follower decreases as the pool’s fee and cost increase as shown in Fig. 3.3b, but

it is still higher than self-mining. The profit of the pool is illustrated in Fig. 3.3c.

Since there is only one follower in G1, the profit of the pool only comes from follower

1, and thus it is upper-bounded by C1. In this game, any pair of (c, α) that satisfies

αRBi

σ + Ci

+ ce−Bi = Ci =
50

15
α+ 0.007c = 0.1 is a Stackelberg solution, which leads to

multiple Stackelberg equilibria. Nevertheless, under our proposed approach, we can

find the unique Stackelberg equilibrium for this game at (c∗, α∗) = (14.8, 0).

In G2, since the followers have the same budgets and operational costs, their best

response and profit functions are the same, which are illustrated in Fig. 3.4a and

Fig. 3.4b, respectively. These functions are similar to that of G1, except that the fee

threshold is higher (7%). This is because there are more followers in G2, and thus

(c, α) must satisfy
αRBi

σ + Ci

+ce−Bi = Ci =
50

35
α+0.007c = 0.1. The pool’s profit in G2

is illustrated in Fig. 3.4c, which is upper-bounded by 5Ci in this game. The unique

proposed equilibrium of this game has a corresponding solution (c∗, α∗) = (14.8, 0)

as shown in Fig. 3.4c.

In G3, each follower’s best response is illustrated in 3.5a. Typically, the higher
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(a) Best response function of follower 1

(b) Profit of follower 1

(c) Pool’s profit

Figure 3.3 : Profit and best response of the leader and follower in G1.
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(a) Best response function of follower 1

(b) Profit of follower 1

(c) Pool’s profit

Figure 3.4 : Profit and best response of the leader and follower in G2.
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a follower’s budget is, the higher cost and the lower fee that follower is willing

to accept, and vice versa. For example, follower 3 with the highest budget only

accepts a fee of no more than 1.6%, and follower 1 with the lowest budget only

accepts a cost lower than 15. This is because the budget is proportional to the fee

the pool charges, while the cost decreases exponentially as the budget increases.

The pool’s profit in G3 is illustrated in Fig. 3.5b, with the leader’s optimal strategy

(c∗, α∗) = (171.3, 3.0%) and optimal profit U∗
p = 1.19. Fig. 3.5c illustrates the profit

the pool receives from each follower. Interestingly, at the obtained Stackelberg

equilibrium of G3, the follower with the highest stake, i.e, follower 3, does not invest

to the pool. The reason is that follower 3 has a relatively low operational cost, and

thus the follower is more inclined to mine if the pool’s cost and fee are too high. If

the pool tries to incentivize all followers to invest by reducing α and c, its profit is

only Up = 0.68.

The results of more general cases are shown in Table 3.3. The five instances

G4 to G8 are simulated with parameters adopted from several real-world blockchain

networks [98–102]. The results show that the leader’s optimal strategy and profit

are significantly influenced by the network’s parameters. For example, we obtain the

optimal solution of G4 where (c∗, α∗) = (3.2, 4.0%), U∗
p = 28.95, and approximately

69.5% of the total network’s stakes (including σ) are invested to the pool. The

profit that the pool earns from each follower depends on each follower’s budget and

operational cost, as shown in Fig. 3.6. Typically, a follower with higher cost and

budget can give the pool more profit. However, similar to G3, if the budget is too

high, the follower might not want to invest stakes to the pool, e.g., the followers

with budget Bi greater than 150 do not join the pool in G4.
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(a) Best responses of followers

(b) Pool’s total profit
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(c) Pool’s profit from each follower

Figure 3.5 : Profit and best response of the leader and followers in G3.
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Figure 3.6 : Pool’s profit from each follower in G4.

3.4.2.2 Impacts of Parameters

The eight games G9 to G16 are simulated to study the impacts of important

parameters R, B, c, and σ, on the game’s outcome. The impacts of those parameters

are briefly described as follows:

Block reward R: G9 and G10 are simulated to show the impact of R. As

R increases, the pool’s profit increases. However, the followers’ operational

costs are constant. Therefore, the pool has to decrease α when R increases,

otherwise the followers will self-mine.

Operational costs C: G11 and G12 show how the followers’ operational cost

impacts the game’s outcome. As the C increase, the pool can increase its

profit by increasing α. The reason is that the followers’ profits from self-

mining are inversely proportional to the C, and thus self-mining becomes less

profitable if C are too high.

Budgets B: G13 and G14 show that as the budgets of followers increase, the pool

can increase c but it has to reduce α. This is because the profit the pool receives

via α is proportional to B, while the profit the pool gets from c decreases
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exponentially as B increase. Moreover, as B increase, the stakeholders invest

fewer stakes to the pool and consequently the pool’s profit decreases. The

reason is that when B increase, the profit from self-mining also increases, and

thus the followers prefer to self-mine.

� The pool owner’s stake σ: The last two games show that as σ increases, al-

though there are more stakes invested in the pool, its profit slightly decreases.

The reason is that σ is inversely proportional to the pool’s profit from each

follower, and thus increasing σ means that the pool charges less from each

follower. Consequently, the pool’s profit decreases even though more followers

invest to the pool.

3.4.2.3 Network Security and Performance

Fig. 3.7 illustrates the common prefix violation probability in instances G17 to

G22. As observed from the figure, the instances with a stake pool achieve a lower

common prefix violation probability compared to the instances without a stake pool.

For example, for the medium adversary setting, the network achieves a 1.28 %

violation probability, whereas the probability is 2.20 % if there is no stake pool. This

is because if there is no stake pool, the stakeholders with small budgets may have

negative utility if they participate in the consensus process (if their operational costs

are higher than the reward they can obtain). Thus, the stakeholders holding few

stakes may not participate in the consensus process, resulting in lower total network

stakes. Consequently, the adversarial ratio can be increased, and the adversary may

have higher chances to successfully attack the network.

Fig. 3.8 illustrates the transaction confirmation time in instances G17 to G22.

Similar to the common prefix violation probability, the transaction confirmation

time of the instances with a stake pool are lower than those of the instances without

a stake pool. The reason is that, when the common prefix violation probability
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Figure 3.7 : Common prefix violation probability under different adversarial power.

is higher than 0.1%, the stakeholders have to wait for more blocks (higher κ) to

confirm a transaction. Since the common prefix violation probabilities are higher in

the instances without stake pool as discussed above, the transaction confirmation

time is also higher in these cases. For example, in G22, the stakeholders have to wait

for 15 blocks to confirm a transaction, whereas they have to wait for 13 blocks in

G21, and thus the transaction confirmation time is lower in G21

3.4.3 Key Findings and Lessons

The key findings of the considered stake pool game are summarized as follows:

We have proved that for a rational stakeholder, its best strategy is to invest

all stakes from its budget to the blockchain network.

We have proved that for each stakeholder, its best strategy is to invest all its

stakes either to the pool or for self-mining.

We have proposed an approach for the leader to decide its optimal strategy.
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Figure 3.8 : Transaction confirmation time under different adversarial power.

Under this approach, there always exists the optimal and unique best strategies

for the stakeholders and the stake pool owner. This approach also helps the

stake pool to attract stakeholders with high stakes.

We have shown that the proposed economic model can enhance the network’s

security and performance.

3.5 Conclusion

To address the problem of roaming fraud for mobile service providers, we have

proposed BlockRoam, a novel blockchain-based roaming management system which

consists of our thoroughly analyzed PoS consensus mechanism and a smart-contract-

enabled roaming management platform. Moreover, we have analyzed and showed

that BlockRoam’s security and performance can be enhanced by incentivizing more

users to participate in the network. Therefore, we have developed an economic

model based on Stackelberg game to jointly maximize the profits of network users,

thereby incentivizing their participation. We have analyzed and determined the best
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strategies for the stakeholders and the stake pool. We have also proposed an effective

solution that results in a unique equilibrium for our economic model. Lastly, we have

evaluated the impacts of important parameters on the strategies and the equilibrium

of the game. The proposed economic model can help the mobile service providers

to earn additional profits, attract more investment to the blockchain network, and

enhance the network’s security and performance.
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Chapter 4

FedChain: Secure Proof-of-Stake-based

Framework for Federated-blockchain Systems

In this chapter, we propose FedChain, a novel framework for federated-blockchain

systems, to enable effective transferring of tokens between different blockchain net-

works. Particularly, we first introduce a federated-blockchain system together with

a cross-chain transfer protocol to facilitate the secure and decentralized transfer

of tokens between chains. We then develop a novel PoS-based consensus mecha-

nism for FedChain, which can satisfy strict security requirements, prevent various

blockchain-specific attacks, and achieve a more desirable performance compared to

those of other existing consensus mechanisms. Moreover, a Stackelberg game model

is developed to examine and address the problem of centralization in the FedChain

system. Furthermore, the game model can enhance the security and performance

of FedChain. By analyzing interactions between the stakeholders and chain opera-

tors, we can prove the uniqueness of the Stackelberg equilibrium and find the exact

formula for this equilibrium. These results are especially important for the stake-

holders to determine their best investment strategies and for the chain operators to

design the optimal policy to maximize their benefits and security protection for Fed-

Chain. Simulations results then clearly show that the FedChain framework can help

stakeholders to maximize their profits and the chain operators to design appropriate

parameters to enhance FedChain’s security and performance.

The rest of this chapter is organized as follows. Section 4.1 describes the pro-

posed FedChain framework, and the proposed consensus mechanism is presented in

Section 4.2. Then, Section 4.3 introduces the problem formulation. After that, the
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evaluation results are discussed in Section 4.4. Finally, conclusions are drawn in

Section 4.5.

4.1 Federated-blockchain System

4.1.1 System Overview

Before elaborating on our proposed consensus mechanism and incentive mecha-

nism, we provide a brief overview of the federated-blockchain system and the cross-

chain transfer procedure in this section [8,103]. As illustrated in Fig. 4.1, the system

is composed of two types of entities as follows:

� Chains (blockchains): In FedChain, individual blockchain networks, man-

aged by blockchain operators, can communicate with each other via the cross-

chain transfer protocol. Each chain has its own type of token and an individ-

ual consensus mechanism. When a new blockchain network wants to join the

system, it only needs to negotiate with the existing chains and create smart

contracts accordingly.

� Users: Users are the participants of the chains in the system. These users can

freely exchange different types of tokens by using the smart contracts created

by the operators. They can also participate in the consensus mechanism in

every chain to earn economic profits through block rewards.

4.1.2 Cross-chain Transfer Procedure

The SPV mechanism [10] allows tokens from one chain to be securely trans-

ferred to another at a predetermined rate. When a user wants to prove that a

transfer transaction from an originating chain to a destination chain is valid (not

conflicting, digital signature matched the account), an SPV proof is submitted. This

proof shows that the transfer transaction belongs to a valid block of the originating
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Figure 4.1 : The federated-blockchain system.

chain. Although this process takes a long time for confirmation, it eliminates the

risk of centralization and single-point-of-failure compared to those of the centralized

and federated scheme [103]. Therefore, the SPV proof is selected as the cross-chain

transfer mechanism in our proposed FedChain. As illustrated in Fig. 4.1, the SPV-

based token exchange procedure consists of several steps as follows:

� Step 0: Two chains negotiate an agreement which specifies the exchange rate

between the two tokens. The chain operators then create in each chain a smart

contract according to the agreement.

� Step 1: When a user wants to exchange T o
2 tokens into T o

1 tokens, the user

sends a transaction Tx1, containing T o
2 tokens, from its account on chain 2 to

the smart contract SC2.

� Step 2: The user then sends a transaction Tx2 and an SPV proof from its

account on chain 1 to SC1. Tx2 then triggers SC1 to validate the SPV proof.

� Step 3: During the confirmation period, SC1 checks (1) the validation of the

SPV proof and (2) any conflicts of the submitted SPV proof.
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� Step 4: After the confirmation period, SC1 sends a number of T o
1 tokens to

the customer’s address on chain 1 in accordance with the exchange rate.

The security features of the SPV proof mechanism are proven in [8]. The SPV

proof points to the block that contains the cross-chain transfer transaction in the

originating chain. Therefore, the validators only have to validate the block that

contains the transaction. Thus, the security of the SPV proof only relies on the

security of the originating chain, i.e., the SPV proof is secure if the originating

chain is secure. However, this leads to a drawback of the SPV proof mechanism,

which is the low confirmation speed (the validators have to wait until the transaction

is confirmed on the originating chain). Moreover, as the stakes can be transferred

between chains, if the security of one chain is violated, the whole system will fail.

Therefore, in the next section, we will propose an effective consensus mechanism

that can achieve lower transaction confirmation time compared to other conventional

mechanisms while satisfying the persistence and liveness properties [38] and being

able to prevent various blockchain attacks.

4.2 FedChain’s Consensus Mechanism

In this section, we develop an effective consensus mechanism for FedChain with

four new consensus rules based on the consensus mechanism proposed in [23]. Com-

pared with other conventional consensus mechanisms such as [21–26, 39], our pro-

posed consensus mechanism can satisfy both the liveness and persistence properties,

prevent various blockchain attacks, and achieve an especially low transaction con-

firmation time as discussed in the following.
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4.2.1 Proposed Consensus Mechanism

4.2.1.1 Epochs and time slots

As illustrated in Fig. 4.2, time is divided into epochs, and each epoch is divided

into time slots in FedChain’s consensus mechanism. At the first time slot of epoch ek,

a committee consisting of some users (stakeholders) executes an election protocol to

elect the leaders for the epoch ek, such that for each time slot there is one designated

leader who adds one new block to the chain. Similar to [23], we assume that the

network is synchronous [104], and a time slot duration of 20 seconds is sufficient

for the leader to broadcast a block to every node in the chain. The committee also

select the committee members for the epoch ek+1.

4.2.1.2 Leaders and committee election protocol

To elect the leaders and committee, the current epoch’s committee members

execute the Publicly Verifiable Secret Sharing (PVSS) protocol [91] to create seeds

for the Follow-the-Satoshi (FTS) algorithm [6]. The PVSS protocol allows the par-

ticipants to produce unbiased randomness in the form of strings and any network
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user to verify these strings, as long as the majority (51%) of participants are hon-

est (abiding by the rule of the consensus mechanism), as proven in [91]. Once the

random strings are created, they are used as the seeds for the FTS algorithm. The

FTS algorithm is a hash function that takes any string as input and outputs token

indices [6]. The current owners of these tokens are then chosen as the leaders of this

epoch or committee members of the next epoch. The probability Pn that user n is

selected to be the leader and committee member by the FTS algorithm in a network

of N stakeholders is

Pn =
sn∑N
i=1 si

, (4.1)

where sn is the number of stakes of stakeholder n. As observed in (4.1), the more

stakes a stakeholder has, the higher chance it can be selected to be the leader.

Compared to [23], we design four new consensus rules as follow:

� I1: After executing the PVSS protocol, the leader list is broadcast to every

node in the chain.

� I2: If a leader fails to broadcast its block during its designated time slot (e.g.,

being offline during its time slot), an empty block will be added to the chain

� I3: Once a block is broadcast, the designated leader will not change the block

at any later time.

� I4: Upon receiving two forks (different versions of the chains), honest users

adopt the longest valid fork, i.e., the longest fork that has no conflicting blocks

and each block is signed by a designated leader.

Rule I1 can be implemented by instructing the committee members to publish

their votes (secret shares) that they used in the PVSS protocol execution, e.g., in

the Data field of the block. As long as the adversary does not control more than

50% of the committee, the PVSS protocol can guarantee the unbiased randomness
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of the result and allow everyone to verify [91]. Rules I2 and I3 can be implemented

by instructing the leaders to not change their blocks, e.g., change the block’s header

or transactions. These two rules make sure that a leader cannot change its block

once it is broadcast. As a result, every block created by an honest leader will

become a checkpoint block. This helps to solidify the whole chain from the genesis

block up to the latest honest block. Moreover, Rule I2 also helps to maintain the

chain growth even if the leader cannot broadcast the block in time, e.g., under

DDoS attacks. Rule I4 can be trivially implemented by instructing the stakeholder

to check the leader list. Existing consensus mechanisms, e.g., [22, 23, 25, 26, 39],

often adopt the longest chain rule to guarantee chain growth. Alternatively, in our

proposed consensus mechanism, we have Rule I2 to guarantee the chain growth

property, and thus we can adopt a more secure version of the longest chain rule,

i.e., I4. These new consensus rules help to considerably reduce the probability that

an adversary can successfully create an alternative version of the chain, thereby

significantly improving the chain’s security and performance. The detailed analysis

will be discussed in Theorem 4.1.

4.2.1.3 Incentive mechanism

The incentive mechanism plays a crucial role in ensuring that the stakeholders

follow the consensus mechanism properly. To this end, the incentive mechanism

needs to incentivize consensus participants via a reward scheme and penalize mali-

cious behavior via a penalty scheme. Note that, there are several research works on

the design of blockchain’s incentive mechanism, such as [105–108], but they are only

applicable for individual chains with a specific application, e.g., blockchain-based

mobile edge computing, consortium blockchains, and vehicular ad-hoc networks.

Hence, they cannot be applied for federated-blockchain systems due to strong rela-

tions as well as competitions among blockchain service providers and stakeholders.
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For the reward scheme, a leader will receive a fixed number of tokens when the

leader adds a new block to the chain. This is also to incentivize the leaders to

be online during their designated time slots. In single-blockchain settings such as

Bitcoin [18] and Cardano [23], the block reward is set at a fixed value for a long

period of time, e.g., 4 years in Bitcoin. However, in FedChain, having a fixed block

reward scheme may pose security threats. The reason is that the stakes can be

transferred between chains in our system, and the total network stakes can also

vary in times, e.g., stakes increase from block rewards, and the stakes decrease from

cross-chain transfers, etc. Since the probability that a stakeholder is elected to be the

leader and able to obtain a block reward depends on the individual chain’s stakes,

stakeholders may transfer their stakes to a chain with a higher block reward to earn

more profits. Consequently, this may attract stakes into a single chain and make it

easier for adversaries to control the majority of stakes in the other chains. Therefore,

in the following sections, we analyze the stakeholder rational strategy and propose

a dynamic reward scheme to protect the decentralization of the whole system. With

our proposed dynamic reward scheme, at the end of each epoch, the chains will

adjust new block reward values for the next epoch, taking the total network stakes

and the final stakes distribution among the chains in the current epoch into account.

The dynamic reward scheme will be discussed in more details in Section 4.3.

For the penalty scheme, the leader is required to make a deposit that will be

locked during its designated epoch to prevent nothing-at-stake, bribe [6], and trans-

action denial attacks [23]. The stakes of committee members are also locked during

the epoch that they are serving in the committee to prevent long-range attacks [6].

How the proposed penalty scheme can prevent the mentioned attacks will be dis-

cussed in the following security analysis.
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4.2.2 Security Analysis

4.2.2.1 Adversary and attack models

Since the SPV proof mechanism’s security depends on the security of the individ-

ual chains, the security of the whole system also relies on the security of each chain.

We consider two types of adversaries that target the individual chains, aiming to

perform attacks such as double-spending, grinding, nothing-at-stakes, bribe, trans-

action denial, and long-range attacks [6]. As illustrated in Fig. 4.3, the considered

types of adversaries are:

� Static Adversary: This type of adversary uses a stake budget BA to attack

a chain. Let Bn and γ denote the stake budgets of stakeholder n and the

honest stake ratio, respectively. Then, the adversarial ratio, i.e., the ratio of

adversarial stakes to the total network stakes, is 1 − γ =
BA∑N

n=1 Bn +BA

.

� Adaptive Adversary: In contrast to the static adversary setting, the adap-

tive adversary does not have a fixed number of stakes. However, this type of

adversary can choose to corrupt NA honest stakeholders and use their stakes

to attack. Let NA denote the set of corrupted stakeholders, the budget of the

adaptive adversary can be defined by BA =
∑

i∈NA
Bi.

The models for the blockchain-specific attacks considered in this chapter are as

follows:

� Double-spending attack: For such kind of attack, the attacker aims to

revert a transaction that has been confirmed by the network (to gain back the

tokens it has already spent). First, the attacker creates a transaction Tx1 in

block Bi and waits until the block is confirmed. Then, the attacker can either

create a conflicting transaction Tx2 or erase the block Bi from the chain, so

that the proof of its spending is gone.
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Figure 4.3 : Illustrations of the considered adversaries.
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� Grinding attack: In grinding attacks, the attacker attempts to influence the

leader election protocol to unfairly increase its chance to be selected as a leader.

Generally, in protocols where the seeds of the FTS algorithm are derived from

the block header, the attacker can check many possible different block contents

(because block headers are created by hashing the block contents) to determine

which one can give the attacker the best chance to be elected as a leader.

� Nothing-at-stake attacks: This type of attack specifically targets the PoS

blockchains because, in contrast to PoW, blocks in PoS can be created with

very little computation. In this attack, the attacker tries to create many

forks or conflicting transactions. For example, the attacker can create two

transactions to spend the same tokens at two vendors, i.e., Tx1 in fork C1

and Tx1 in fork C2. At this point, although both the transactions are not

confirmed, they are both valid (not conflicted within their own fork).

� Bribe attacks: For such attacks, the attacker tries to bribe the leaders to

create specific blocks, e.g., to support other types of attacks such as double-

spending or transaction denial.

� Transaction denial attack: In this attack, the attacker tries to prevent

transactions of every or some specific users from being included in the chain.

To achieve this objective, the attacker has to either block the users’ connection

to the blockchain or not include the transactions when the attacker is the

leader.

� Long-range attack: In a long-range attack, a leader immediately transfers

its stakes to another account at the beginning of its designated epoch, and

thus it can behave maliciously, e.g., performing attacks, for the rest of the

epoch without consequences.
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4.2.2.2 Blockchain properties

To maintain the blockchain’s security, a consensus mechanism must satisfy the

following properties [38]:

� Persistence: Once a transaction is more than κ blocks deep in the chain of

an honest user, all other honest users will have that transaction in the same

position in their chains.

� Liveness: After a sufficient period, a valid transaction will be confirmed by

all the honest users.

In FedChain, persistence ensures that once a transaction is confirmed, i.e., more

than κ blocks deep in the chain, it cannot be reverted. Without the persistence

property, the adversary can successfully perform a double-spending attack by firstly

sending a transaction to spend some tokens. After that transaction is confirmed,

the adversary can create a fork to erase the transaction from the blockchain. If

that fork is accepted by the honest users, the adversary can gain back the tokens

it already spent. While the persistence property ensures data immutability, the

liveness property ensures that every valid transaction will eventually be included in

the chain. Without liveness, an attacker can block every transaction in a blockchain.

The persistence and liveness properties are ensured if the consensus mechanism

satisfies the following properties [38]:

� Common prefix (CP) with parameter κ ∈ N: For any pair of honest users,

their versions of the chain C1, C2 must share a common prefix. Specifically,

assuming that C2 is longer than C1, removing κ last blocks of C1 results in the

prefix of C2.

� Chain growth (CG) with parameter ς ∈ N and τ ∈ (0, 1]: A chain
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possessed by an honest user at time t+ ς will be at least ςτ blocks longer than

the chain it possesses at time t.

� Chain quality (CQ) with parameter l ∈ N and µ ∈ (0, 1]: Consider any

part of the chain that has at least l blocks, the ratio of blocks created by the

adversary is at most 1−µ. In the ideal case, 1−µ equals the adversarial ratio

1− γ.

Let PrCP, PrCG, and PrCQ denote the probabilities that the CP, CG, and CQ

properties are violated. We prove that FedChain’s consensus mechanism can satisfy

the CP, CG, and CQ properties with overwhelming probability, i.e., PrCP, PrCG,

and PrCQ are overwhelmingly low (< 0.1%), in Theorem 4.1.

Theorem 4.1. FedChain’s consensus mechanism can satisfy the CP, CG, and CQ

properties with PrCP = (1− γ)κ, PrCG = 1, and PrCQ < 1− exp

(
l(γ − 1)δ2

2

)
.

Proof. We first prove PrCP by showing that the adversary needs to be the leader

for κ consecutive blocks to violate CP. We then prove PrCG = 1 by using Rule

I2. Finally, we prove PrCQ < 1 − exp

(
l(γ − 1)δ2

2

)
by using the random walk and

Chernoff bound. The detailed proof is provided in Appendix B.1.

Fig. 4.4 illustrates the CP and CQ violation probabilities under different pa-

rameter values. As the adversarial ratio increases (i.e., the adversary controls more

stakes in the chain), the attacker has more chances to successfully attack. However,

the higher κ is, the lower the CP violation probability is. This means that the longer

since a transaction is added to the chain, the more stable the transaction becomes.

For example, if a transaction is at least seven blocks deep in the chain, the adversary

has less than 1% chance to revert it, even if the adversary controls nearly 50% of

the total network stakes. In contrast, if the transaction is only four blocks deep, the

adversary with 49% stakes has more than 5% chance to revert the transaction. This
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Figure 4.4 : Blockchain properties violation probabilities.

implies that the more stakes the adversary controls, the longer it takes to confirm a

transaction, which is directly related to the performance and security of the chain.

For the PrCQ, the more blocks we consider, the higher chance the adversary can

create more than (1 − γ)l blocks. For example, an adversary controlling 30% of

network stakes has less than 0.1% chance to create more than three in ten blocks,

but it has around 0.3% chance to create more than 30 in 100 blocks. This could be

harmful to the network if the adversary wants to reduce the network’s throughput

(i.e., blocks/time slot). For example, an adversary with 30% network stakes has

0.3% chance to reduce the network throughput by 30% during 100 time slots by

creating only empty blocks every time it is elected to be the leader.
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4.2.2.3 Blockchain attacks prevention

In the following Theorem, we prove that our FedChain’s consensus mechanism

is able to prevent a variety of emerging blockchain attacks such as double spending,

grinding, bribe, nothing-at-stakes, and long-range attacks.

Theorem 4.2. FedChain’s consensus mechanism can prevent double-spending, nothing-

at-stakes, bribe, transaction denial attacks, grinding, and long-range attacks accord-

ing to the considered adversary models.

Proof. We prove that double-spending and nothing-at-stakes attacks are prevented

if CP is not violated. Then, we prove that grinding attacks can be prevented by the

PVSS protocol, and bribe attacks are prevented because the adversary does not know

the leader in advance. Moreover, transaction denial attacks could be prevented if CG

and CQ hold. Furthermore, long-range attacks are prevented because the leader’s

stakes are locked during the epoch. The detailed proof is provided in Appendix B.2.

4.2.3 Performance Analysis

From the security perspective, we prove that the higher the adversarial ratio is,

the higher the probabilities that the adversary can successfully perform attacks on

the chain. Similarly, the adversarial ratio also has a negative impact on the perfor-

mance of the network. In this performance analysis, we aim to analyze and compare

the performance of our proposed consensus mechanism when it is employed by in-

dividual blockchains in the federated-blockchain system. As shown in Table 4.1, we

examine and compare the transaction confirmation time under different adversarial

ratio (percentage of stakes in PoS or computational power in PoW that the adver-

sary controls) of a PoW blockchain network (Bitcoin), a PoS network with delayed
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Table 4.1 : Transaction confirmation time in minutes

Adversarial

Ratio
Bitcoin Cardano

FedChain’s Consensus

Mechanism

0.10 50 5 1

0.15 80 8 1.3

0.20 110 12 1.6

0.25 150 18 1.6

0.30 240 31 2

0.35 410 60 2.3

0.40 890 148 2.6

0.45 3400 663 3

finality (Cardano), and FedChain’s consensus mechanism. The transaction confir-

mation time of Cardano and Bitcoin, obtained from [23], is under optimal network

conditions. This means that the time is theoretically calculated, only taking into

account the effects of the adversarial ratio [23]. Specifically, the transaction confir-

mation time is the time it takes to reach a CP violation probability PrCP ≤ 0.1%.

For Fedchain’s consensus mechanism, κ can be determined based on (B.1), and then

κ is multiplied with the time slot duration to calculate the transaction confirma-

tion time. Our time slot duration is set to be 20 seconds (the same as that of

Cardano [56]).

As observed in Table 4.1, the more stakes the adversary controls, the longer the

transaction confirmation time is. Moreover, the PVSS protocol no longer ensures

unbiased randomness if the adversary controls more than 50% stakes in a chain.

Therefore, it is critical to attract more participants to individual chains in order

to increase the network’s total stakes and prevent the adversary from controlling
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more than 50% of network stakes. In the next section, we will introduce an effec-

tive incentive mechanism developed based on a Stackelberg game model that can

jointly maximize profits for the participants and significantly enhance the network’s

performance and security for chain operators.

4.3 Stackelberg Game Formulation

In practice, chains usually announce their block rewards first, and then the stake-

holders will decide how much to invest accordingly. Therefore, the interaction be-

tween the chains and stakeholders in FedChain can be formulated as a multiple-

leaders-multiple-followers Stackelberg game model [40]. In this game, the leaders

are the chains (managed by the chain operators) who first announce their block

rewards, and then the stakeholders, i.e., followers, will make their decisions, e.g.,

how much to invest in each chain. It is worth noting that there are some approaches

that apply the Stackelberg game models to blockchain systems in the literature, such

as [109–111]. Nevertheless, these models can be applied for individual blockchains

only, and thus they cannot be directly adopted for federated blockchain systems in

which competitions between multiple blockchain service providers and stakeholders

are taken into considerations.

4.3.1 Stakeholders and Chain Operators

FedChain consists of a setM ofM chains and a setN ofN followers. The leaders

offers block rewards R = (R1, . . . , RM). Stakeholders possess stakes with budgets,

denoted as B = (B1, . . . , BN). The stakeholders can use their stakes to take part in

the consensus process of every chain to earn additional profits. Particularly, when

stakeholder n invests smn to chain m, its expected payoff Um
n is:

Um
n =

smn
smn +

∑
i∈N−n

smi
Rm, (4.2)
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where N−n is the set of all stakeholders except stakeholder n. In the considered

system, the stakeholders can freely invest within their budgets to any chain, i.e.,∑M
m=1 s

m
n ≤ Bn. Thus, the total payoff of stakeholder n is

Un =
M∑

m=1

Um
n =

M∑
m=1

(
smn

smn + Tm

Rm

)
, (4.3)

where Tm =
∑

i∈N−n
smi expresses the total stakes invested in chain m by all the

other stakeholders.

4.3.2 Game Theoretical Analysis

4.3.2.1 Followers’ strategy

To analyze the game, we first examine the existence of the follower sub-game

equilibrium in Theorem 4.3.

Theorem 4.3. There exists at least one Nash equilibrium in the follower sub-game.

Proof. We prove existence of the equilibrium by proving that the strategy space

is convex and Un is concave ∀n ∈ N [39]. The detailed proof can be found in

Appendix B.3.

Then, we examine the uniqueness of the equilibrium in Theorem 4.4.

Theorem 4.4. The follower sub-game equilibrium is unique, and the convergence

to the equilibrium is guaranteed.

Proof. We prove the uniqueness by showing Un satisfies Rosen Theorem’s condi-

tions [112]. The detailed proof is provided in Appendix B.4.

In this game, the stakeholders can invest any number of stakes within their

budgets. However, as shown in Theorem 4.5, a rational stakeholder will always

invest all its budget regardless of the other stakeholders’ strategies.



4.3 Stackelberg Game Formulation 90

Theorem 4.5. For every follower n, the strategies that invest less than its total

budget, i.e.,
∑M

m=1 s
m
n < Bn, always give lower payoffs than the strategy that invests

all the budget, i.e.,
∑M

m=1 s
m
n = Bn, regardless of other followers’ strategies.

Proof. We compare the utility functions in two cases to prove that investing all stakes

always brings more profits. The detailed proof is provided in Appendix B.5.

As a result of Theorem 4.5, the strategies which invest less than the total budget

can be removed from the strategy space of every follower. Then, we can reformulate

the utility function to reflect the budget constraint as follows:

Un =
M−1∑
m=1

(
smn

smn + Tm

Rm

)
+

Bn −
∑M−1

m=1 s
m
n

Bn −
∑M−1

m=1 s
m
n + TM

RM . (4.4)

With the existence and uniqueness guaranteed, the only question remained is

how to find the equilibrium point. Interestingly, for the considered game model, we

can prove the exact formula of the equilibrium in Theorem 4.6.

Theorem 4.6. The point where every follower’s strategy satisfies s∗mn = Bn
Rm∑M
i=1 Ri

, ∀m ∈

M, ∀n ∈ N is the unique equilibrium of the follower sub-game.

Proof. We prove that at s∗mn = Bn
Rm∑M
i=1 Ri

, ∀m ∈ M, ∀n ∈ N , all the followers

can maximize their profits,, and thus this is the equilibrium. The detailed proof is

provided in Appendix B.6.

Then, we can conclude that there is a unique sub-game equilibrium for every

leader strategy set, and at the equilibrium the stakeholders play their optimal strate-

gies, i.e.,

s∗mn = Bn
Rm∑M
i=1 Ri

, ∀m ∈M, ∀n ∈ N . (4.5)

This optimal strategy only depends on the stakeholder’s total budget and the

ratios of block rewards between the chains. As a result, every stakeholder has a



4.3 Stackelberg Game Formulation 91

unique optimal strategy that maximizes its profits, and thus a rational stakeholder

will always invest according to this strategy. In the next stage, we will analyze the

leader strategy to determine the optimal block reward for the leaders.

4.3.2.2 Leader strategy

The proposed incentive mechanism for FedChain has two main aims. The first

one is to attract stakes to improve the individual chain’s performance and security.

The second aim is to ensure the decentralization of the system, i.e., encourage the

stakeholders to distribute their stakes evenly across all the chains. For these two

aims, we propose a utility function Um for the leaders as follows:

Um =
N∑

n=1

ωn
ms

∗m
n −Rm =

N∑
n=1

BnRm∑M
i=1 Ri

ln

(
BnRm∑M
i=1 Ri

)
−Rm, (4.6)

where ωn
m is a weight factor which can be defined by ωn

m = ln(s∗mn ). By using

the logarithm of the stakes as the weight factor, we can achieve two main aims.

In particular, from this designed utility function, a leader can attract more stakes

invested to its pool by increasing its block reward. However, at a certain level, if

this leader keeps increasing its block reward to get more stakes, its utility will be

decreased. As a result, this utility function encourages the chain operator to set

an appropriate level of block reward such that it can attract sufficient stakes to the

chain while ensuring that individual stakeholders do not control too much of the

network stakes. Moreover, this also discourages the chain operators from setting a

too high block reward that will cause the centralization of stakes into a single chain

in FedChain. Then, we proceed to find the equilibrium of the upper sub-game and

the Stackelberg equilibrium of the considered Stackelberg game in Theorem 4.7.

Theorem 4.7. The point where every leader’s strategy is R∗
m =

M − 1

M2

∑N
n=1 Bn

(
1+

ln
(Bn

M

))
and every follower’s strategy satisfies s∗mn = Bn

Rm∑M
i=1 Ri

, ∀m ∈ M, ∀n ∈
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N is the unique Stackelberg equilibrium of the considered game. Moreover, the con-

vergence to the Stackelberg equilibrium is guaranteed.

Proof. We solve
dUm

dRm

= 0 to find R∗
m. Since R∗

m is uniquely defined by constants,

the equilibrium is unique. The detailed proof is provided in Appendix B.7.

Interestingly, the result from Theorem 4.7 shows that the optimal strategies

are the same for all the chain operators. The reason is that since stakes can be

transferred, the security of the whole system is as strong as that of the weakest

chain. Therefore, the highest utility can only be achieved when every chain is

equally secure.

4.4 Performance Evaluation

In this section, we conduct experiments and simulations to (i) show that the

proposed Stackelberg game can help the stakeholders to maximize their profits, (ii)

confirm our analytical results, and (iii) demonstrate that the proposed incentive

mechanism can enhance FedChain’s security and performance. To this end, we first

examine the utility function of a stakeholder to confirm our results from Theorem 6

and show that the Stackelberg game model can help to maximize the stakeholder’s

profit. After that, to evaluate the security and performance of the FedChain, we

implement extensive simulations under various settings. In the simulations, we first

show that the rational stakeholders will act according to our proposed Stackelberg

game-theoretical analysis. We will then demonstrate that the FedChain’s consensus

mechanism can satisfy the security properties and attain reasonable performance

even under extreme adversarial scenarios. Furthermore, we will show that under

the same simulation setting, the proposed dynamic reward scheme achieves better

security and performance compared to those of the static reward scheme.
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4.4.1 Simulation Setting

First, we examine the utility function of stakeholder 1 in a small case which

consists of two stakeholders and three chains. The stakeholders have budgets B =

[100, 300], and the chains set block rewards to beR = [10, 20, 30]. In this experiment,

the strategy of stakeholder 2 is fixed according to (4.5). Then, we simulate a system

with N stakeholders and M chains under different adversarial models (static and

adaptive), reward schemes (static and dynamic), and different adversarial levels

(weak, medium, and strong). The simulation parameters are presented in Table 4.2.

The simulation has several steps as presented in Algorithm 4.1. In particular,

at the beginning, each stakeholder has a budget Bi ∈ [LB,UB] generated randomly

with uniform distribution. Each chain operator then sets a block reward Rm based

on Theorem 7’s result in the case of the dynamic reward scheme. In the static re-

ward scheme, Rm are fixed as constants based on several real-world PoS blockchain

networks [98, 99, 101]. After the block rewards are set, the stakeholders make their

decisions. To find the best strategies for each stakeholder, we employ the Matlab

fmincon function [113], starting from stakeholder 1. Then, the newly found optimal

strategy is fixed for the stakeholder, and the algorithm continues to find the best

response for stakeholder 2 until stakeholder N . After that, the adversary begins to

attack. In the static adversary scenario, the adversarial stakes budget BA is con-

stant and predetermined. In the adaptive adversary scenario, the adversary chooses

a number NA of stakeholders to corrupt, making their stakes to be adversarial stakes,

i.e., the adversarial stakes budget is
∑

i∈NS
A
Bi. Then, we measure the impacts of the

adversary on PrCP, PrCQ, transaction confirmation time, and transaction through-

put. Finally, we simulate the stake changes by randomly choosing N∆ stakeholders

and changing their budgets by ±∆sBn,∆s ∈ (0, 1). The epoch is then ended, and

the simulation moves to the next epoch until the stopping criteria are met, i.e., after

ne epochs.
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Algorithm 4.1 Simulation Steps

1: k ← 0

2: repeat

3: if reward scheme = dynamic then ▷ Chains set block rewards at each epoch

4: for m := 1 to M do

5: R∗
m ←

M − 1

M2

∑N
n=1 Bn

(
1 + ln

(
Bn

M

))
6: end for

7: end if

8: for n := 1 to N do ▷ Followers make decisions

9: for m := 1 to M do

10: Find s∗mn using fmincon

11: end for

12: end for

13: if Adversary = Static then ▷ Static Adversary

14: Adversary attacks with fixed BA

15: else ▷ Adaptive Adversary

16: Adversary corrupts NA stakeholders

17: Adversary attacks with BA =
∑

i∈NA
Bi

18: end if

19: for i := 1 to N∆ do ▷ Randomly adjust followers’ budgets

20: Adjust a random follower budget by ±∆sBn

21: end for

22: k ← k + 1

23: until k > ne

During the simulation, we measure several important security and performance

criteria. First, we measure the stake distribution at the beginning of each epoch
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Table 4.2 : Parameter setting

Parameter Weak Medium Strong

Adversary Adversary Adversary

N 100 100 100

M 3 3 3

LB 50 50 50

UB 100 100 100

∆s (0, 1) (0, 1) (0, 1)

BA 500 1000 1500

NA 10 20 30

ne 10 10 10

to see if the rational stakeholders invest according to our game-theoretical analysis.

Then, we examine four different scenarios. In the first two scenarios, we simulate

a static adversary who will try to attack the chains under the static and dynamic

reward schemes. In the remaining scenarios, an adaptive adversary will try to attack

the chains. For each type of adversary, we simulate three different levels of adversary

capacity (low, medium, and high) as shown in Table 1.

In terms of security, we measure the CP and CQ violation probabilities. These

probabilities can be determined by (B.1) and (B.3), respectively. In terms of perfor-

mance, we measure how much the adversaries can negatively impact the transaction

confirmation time and transaction throughput. To calculate the transaction confir-

mation time, for each chain, we find the value of κ such that PrCP < 0.1%. For the

transaction throughput, we want to examine the case where the adversary wants to

reduce the transaction processing capability of one of the chains. Specifically, the
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adversary will move all its stakes to a chain and participate in the leader selection

process. For every block the adversary is elected to be the leader, it creates an empty

block without any transaction, thereby reducing the network’s transaction through-

put. In the simulation, we measure a transaction throughput reduction threshold Θ,

such that the probability that the adversary can reduce the transaction throughput

more than Θ is overwhelmingly low (i.e., PrCQ < 0.1%).

4.4.2 Performance Results

4.4.2.1 Economical benefits

Fig. 4.5 illustrates the utility function of stakeholder 1 in the case where stake-

holder 2 invest according to (4.5). As observed from the figure, stakeholder 1 can

achieve maximum utility when it also invests according to (4.5). Particularly, stake-

holder 1 achieves a utility U∗
1 = 15 with the optimal strategy s∗1 = [16.6, 33.3, 50].

This result shows that our Stackelberg game model can help the stakeholders to

achieve maximum profits. Moreover, the ratios between s∗11 , s∗21 , and s∗31 are the

same as the ratios between R1, R2, and R3, which confirms our results in Theorem

6.

4.4.2.2 Stake distribution

Fig. 4.6 illustrates the stake distribution at the end of each epoch. As can be

seen from the figure, although the total number of stakes vary across the epochs,

the ratio of stakes invested in each chain remains unchanged in both the dynamic

and static reward schemes. Moreover, we can observe that the stakes are distributed

more evenly in the dynamic reward scheme, which is more beneficial to the chains’

security and performance. Furthermore, the stake ratios in both schemes equal the

ratio of the block rewards, which confirms our analytical results in Theorem 6.
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Figure 4.5 : Stakeholder’s utility function.
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Figure 4.6 : Stake distribution.
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4.4.2.3 Security properties

Fig. 4.7 and Fig. 4.8 illustrate PrCP of each chain at the end of each epoch

under the static and adaptive adversary settings, respectively. From the figures, we

can observe that the more stakes the adversary controls, the higher chance it can

violate the security of the system. For example, in the static adversary setting, with

a low budget (weak adversary), PrCP is at most 0.02%, whereas this probability

increases to 1.5% in case of an adversary with a high budget (strong adversary).

Secondly, the total system stakes have different effects on the chains’ security under

the static and adaptive adversary setting. For instance, the system has the highest

stakes in the last epoch. At this epoch, PrCP achieve the lowest value under the

static adversary because the static adversary has a fixed budget. However, PrCP

achieve the highest value under the adaptive adversary setting because the adaptive

adversary can corrupt the stakeholders with the most stakes. Therefore, it is crucial

to not only attract more stakes to the system but also to incentivize more diversity,

i.e., encourage the stakeholders to split their stakes across more chains. We can

observe the effect of such diversity between the dynamic and the static reward

schemes. Although the total network stakes are the same, the dynamic scheme,

which encourages equal stakes distribution, achieves much lower PrCP, e.g., at most

14% compared to 24% of the static reward scheme.

Fig. 4.9 and Fig. 4.10 illustrate PrCQ of each chain under the static and adaptive

adversary settings, respectively. Similar to the PrCP, we can draw several conclusions

from examining PrCQ. Firstly, the stronger the adversary is, the higher chance it

violates system security. For example, in the weak adaptive adversary scenario,

PrCQ is at most 1.2%, whereas this probability increases to 2.4% in the case of a

strong adaptive adversary. Generally, PrCQ gets higher in the case of the adaptive

adversary. The reason is that according to the simulation setting, the adversary can

corrupt more stakes compared to BA in the case of the static adversary. Secondly,
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Figure 4.7 : PrCP under static adversary settings.
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Figure 4.8 : PrCP under adaptive adversary settings.

similar to the results of PrCP, PrCQ is inversely proportional to the total system

stakes in the case of the static adversary, and it is proportional to the total system

stakes in the case of the adaptive adversary. As a result, we can observe that

the dynamic scheme achieves lower PrCQ, e.g., at most 14% PrCQ compared to 24%.

Moreover, since the security of the system is only as good as that of its weakest chain

(especially with the SPV proof mechanism), it can be observed that the dynamic

reward scheme achieves better security compared to the static reward scheme, i.e.,

the chains of the dynamic reward scheme always achieve better PrCP and PrCQ

compared to those of the weakest chain under the static reward scheme (i.e., Chain

3).
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Figure 4.9 : PrCQ under static adversary settings.

4.4.2.4 Performance properties

Fig. 4.11 and Fig. 4.12 illustrate the transaction confirmation time of each chain

under the static and adaptive adversary settings, respectively. From the figures, we

can observe that the stronger the adversary is, the more it can negatively affect the

system performance. For example, the chains takes at most 120 seconds to confirm a

transaction in case of a weak static adversary, but it takes up to 220 seconds in case

of a strong static adversary. This is because the transaction confirmation time is

directly related to PrCP. A stronger adversary has a higher chance to violate the CP

property, and thus the users have to wait longer to confirm a transaction. Moreover,
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Figure 4.10 : PrCQ under adaptive adversary settings.

we can also observe that the transaction confirmation time is inversely proportional

to the total stakes of the system in the static adversary settings, whereas the opposite

holds true in the adaptive adversary settings. The reason is the same as that of the

PrCP scenarios, i.e., the adaptive adversary can corrupt more stakes, whereas BA of

the static adversary is fixed. Furthermore, the transaction confirmation time of the

three chains under the dynamic reward schemes is always better than at least two

chains under the static reward scheme.

Fig. 4.13 and Fig. 4.14 illustrate the transaction throughput reduction percent-

ages of each chain under the static and adaptive adversary setting, respectively.
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Figure 4.11 : Transaction confirmation time under static adversary settings.

Similar to the previous scenarios, we can observe that a stronger adversary can

cause more negative impacts on the system performance, e.g., a weak static adver-

sary can reduce the throughput by at most 24%, whereas the strong static adversary

can reduce the throughput by nearly 50%. Moreover, it can be observed that as the

system has more stakes, the static adversary becomes weaker, whereas the adap-

tive adversary becomes stronger, similar to the previous scenario. Finally, one can

observe that the dynamic reward scheme can achieve a better overall performance

compared to that of the static reward scheme (the performances of the three chains

in the dynamic scheme are better than those of at least two chains in the static
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Figure 4.12 : Transaction confirmation time under adaptive adversary settings.

scheme).

4.5 Conclusion

In this chapter, we have introduced FedChain, an effective framework for federated-

blockchain systems together with a cross-chain transfer protocol to facilitate the

secure and decentralized transfer of tokens between the blockchains. In this frame-

work, we have proposed a novel consensus mechanism which can satisfy the CP, CG,

and CQ properties, prevent various blockchain-specific attacks, and achieve better

transaction confirmation time compared to existing consensus mechanisms. Robust
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Figure 4.13 : Transaction throughput under static adversary settings.
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Figure 4.14 : Transaction throughput under adaptive adversary settings.
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theoretical analyses have been then conducted to prove FedChain’s consensus mech-

anism security and performance properties. After that, a Stackelberg game model

has been developed to examine the interactions between the stakeholders and the

blockchains managed by chain operators. This model can provide additional profits

for the stakeholders and enhance the security and performance of the blockchains.

Through analyses of the Stackelberg game model, we can prove the uniqueness of

the Stackelberg equilibrium and find the exact formula for this equilibrium. These

results are especially important for the stakeholders to determine their best invest-

ment strategies and for the chain operators to design the optimal policy, i.e., block

rewards. Finally, extensive experiments and simulations have been conducted to

show that our proposed framework can help stakeholders to maximize their profits

and the chain operator to design appropriate parameters to enhance FedChain’s

security and performance.
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Chapter 5

MetaShard: A Novel Sharding Blockchain

Platform for Metaverse Applications

Due to its security, transparency, and flexibility in verifying virtual assets, blockchain

has been identified as one of the key technologies for Metaverse. Unfortunately,

blockchain-based Metaverse faces serious challenges such as massive resource de-

mands, scalability, and security/privacy concerns. To address these issues, this

chapter proposes a novel sharding-based blockchain framework, namely MetaShard,

for Metaverse applications. Particularly, we first develop an effective consensus

mechanism, namely Proof-of-Engagement, that can incentivize MUs’ data and com-

puting resource contribution. Moreover, to improve the scalability of MetaShard,

we propose an innovative sharding management scheme to maximize the network’s

throughput while protecting the shards from 51% attacks. Since the optimization

problem is NP-complete, we develop a hybrid approach that decomposes the problem

(using the binary search method) into sub-problems that can be solved effectively

by the Lagrangian method. As a result, the proposed approach can obtain solutions

in polynomial time, thereby enabling flexible shard reconfiguration and reducing the

risk of corruption from the adversary. Extensive numerical experiments show that,

compared to the state-of-the-art commercial solvers, our proposed approach can

achieve up to 66.6% higher throughput in less than 1/30 running time. Moreover,

the proposed approach can achieve global optimal solutions in most experiments.

The rest of this chapter is organized as follows. Section 5.1 presents MetaShard’s

system overview. The proposed PoC consensus mechanism and sharding manage-

ment scheme are presented in detail in Section 5.2. Section 5.3 presents the sharding
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management problem and our proposed lightweight approach, and its performance

is evaluated in Section 5.4. Finally, conclusions are drawn in Section 5.5.

5.1 System Overview

5.1.1 System Overview

Fig. 5.1 illustrates an overview of the proposed MetaShard framework. In this

framework, there is an MSP operating a Metaverse running multiple Metaverse

applications. Each Metaverse application is a self-contained environment that offers
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Figure 5.1 : An illustration of the proposed system
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a wide range of services and experiences, e.g., virtual office, virtual concerts, gaming,

and virtual tourism, for MUs. Compared to traditional virtual applications, the core

difference here is that applications in the Metaverse are fully interconnected, allowing

the MUs to freely and seamlessly move between different applications, e.g., Meta

Horizon Worlds [114]. The MUs also have various interactions with each other and

the MSP, such as exchanging assets, purchasing services and items, contributing

resources, and participating in the blockchain’s consensus process. A blockchain-

based system can be applied to record and facilitate those interactions.

5.1.2 Metaverse Users and Metaverse Service Provider

An MU is a user that can join and use different Metaverse applications and

services provided by the MSP. The MUs have unique avatars that represent them

in the Metaverse, allowing them to interact with each other as well as the virtual

worlds. There can be various interactions among the MUs, as well as between

the MUs and the MSP. First, the MUs can easily exchange digital assets, such as

Metaverse tokens and virtual items, with each other using blockchain transactions.

For example, MUs who purchased virtual concert tickets (but could not attend) can

sell their tickets to others. All these digital assets and transactions can be verified

and stored in the blockchain, providing a secure transparent way to manage assets

without the need for a central authority.

Moreover, the MUs can pay the MSP to gain access to services or buy digital

items. This process can be automated by smart contracts, i.e., a user-defined pro-

gram that can be automatically executed when the conditions within are met [10].

For example, the MSP can broadcast its virtual meeting options, e.g., duration, num-

ber of people, and fees, by publishing a smart contract on the blockchain. Then, MUs

who want to purchase this service can send a transaction that contains the specified

options to the smart contract. After the transaction is validated, the smart contract
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can automatically send the MU a transaction that contains a proof for the purchase.

When the MU requests to enter the virtual meeting room, the Metaverse application

can query the blockchain to verify the proof and grant the involved MUs access to

the room.

Furthermore, in our proposed MetaShard, MUs can also contribute data or

computing resources to Metaverse applications. For example, in Metaverse vir-

tual tourism applications, the MSP needs up-to-date 3D image/video data from

tourist attractions to provide more immersive experiences to MUs. In this scenario,

the MSP can encourage MUs who live near the tourist attraction to contribute the

data, thereby saving costs and increasing MUs’ engagement. Moreover, in compute-

intensive AR/VR applications, the MSP can incentivize MUs to execute the render-

ing locally instead of offloading to the MSP’s servers. Additionally, the MSP can

offload computing tasks to MUs with idle resources to alleviate the heavy burden on

the edge/cloud servers. For those contributions, MUs can be rewarded with digital

assets such as Metaverse items or tokens. This can help to encourage more MUs to

participate in the Metaverse and alleviate the high resource demands of Metaverse

applications. Similarly, smart contracts can be utilized to provide a transparent

and trusted way to reward the MUs for their contributions because the conditions

written within a smart contract are visible to everyone. For example, the MSP

can publish a smart contract that specifies the payment for different amounts of

data contributed. When the MUs send the data to the smart contract, they can be

automatically paid for their data.

5.1.3 Blockchain and Sharding

In MetaShard, the blockchain serves as a platform to store and manage MUs

and applications data, interactions, and assets. Blockchain enables the MUs and

the MSP to manage their identities, avatars, and digital assets in a decentralized
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manner, thereby significantly enhancing transparency and trust for MUs. Moreover,

smart contracts can automate and facilitate various interactions among MUs and

applications. Furthermore, the blockchain can also provide a transparent way to

manage and reward MUs’ data and computing resources contribution, thereby cre-

ating a more engaged and motivated MUs community. However, managing such a

huge amount of data and interactions for many MUs requires very high transaction

processing capabilities, which conventional blockchain technology cannot handle.

Particularly, most current blockchain networks are still employing the PoW consen-

sus mechanism which consumes a huge amount of energy and has very low processing

capability.

Therefore, we propose a PoS-based consensus mechanism for MetaShard. With

PoS, the energy consumption is negligible, and the transaction processing capability

can be significantly improved. Moreover, different from the conventional PoS that

only considers the user assets (stakes), we develop a PoE consensus mechanism that

will also take into account MUs’ data and resources contribution and reward MUs

for their engagement. In this way, PoE can not only leverage MUs’ resources to

alleviate the massive resource demands for the MSP but also encourage more MUs

to join the Metaverse for the rewards, thereby creating a more engaged MUs com-

munity. This PoE consensus mechanism will be discussed in detail in Section 5.2.

Moreover, scalability is a major constraint that hinders the applicability of conven-

tional blockchain technology for Metaverse applications with a huge number of MUs.

Therefore, we propose to employ the sharding mechanism [115,116] for MetaShard.

With sharding, the blockchain network can be divided into multiple smaller networks

that allow the parallel processing of transactions and smart contracts, thereby im-

proving scalability and processing speed and reducing the workload on individual

consensus nodes. Furthermore, each Metaverse application can be adaptively al-

located a different number of shards according to their processing demands. For
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example, we can allocate more shards to virtual office applications during working

hours and more shards to virtual concert applications at night.

Although dividing a blockchain into shards can significantly enhance the net-

work throughput (in terms of the number of transactions successfully verified and

processed per time unit), it also causes some potential risks for network security as

shown in [115, 116]. Particularly, the security of a blockchain network depends on

the honest majority. For example, if the adversary can control the majority (51%) of

stakes in PoS, it can successfully perform various attacks, such as double-spending

and transaction denial attacks [3, 6, 7], on the network. However, if the stakes are

not allocated properly into the shards, then the adversary may not need too many

stakes to successfully attack a shard. Therefore, it is crucial to determine the proper

number of shards and MUs allocation such that the security of the whole network

is still ensured. To this end, in Section 5.3, we will formulate this sharding man-

agement optimization problem and propose an efficient approach to quickly obtain

solutions, thereby significantly improving the network performance and security.

5.2 Proposed PoC Consensus Mechanism and Sharding

5.2.1 Epoch and time slots

In our proposed PoE consensus mechanism, time is divided into epochs. Each

epoch is then divided into time slots. During epoch ek, our proposed sharding man-

agement process is executed to determine the number of shards and MUs allocation

for epoch ek+1, as illustrated in Fig. 5.2. Note that frequent and dynamic adjust-

ment of the number of shards can be beneficial for the system, e.g., adding more

shards to address the varying transaction processing demands or closing shards to

reduce unnecessary communication [117]. This sharding management process is run

once for each epoch, which is beneficial for network security [115,116]. Moreover, it

is also more desirable for the MUs, e.g., an MU who contributes more in this epoch
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Figure 5.2 : An illustration of the proposed sharding management and election

processes.

should have a higher chance to be elected as a leader and earn block rewards (e.g.,

in Metaverse tokens) in the next epoch.

Moreover, during the epoch, the committee members (selected from MUs who

participate in the consensus process) of each shard execute the Publicly Verifiable

Secret Sharing (PVSS) protocol [91] to create random seeds. The PVSS protocol is

guaranteed to produce unbiased random strings, and it allows network participants

to verify those strings, as long as 51% of the protocol participants are honest [91].

Therefore, the PVSS protocol can be employed to create publicly verifiable random

seeds. At the beginning of each epoch, these random seeds, along with the number

of shards and MUs allocation, are then used as the input of a hash function, e.g.,

Follow-the-Satoshi (FTS) algorithm [6], to choose the leaders for the current epoch

and committee members for the next epoch. If the numbers of shards of two epochs

are different, the random seeds can be used to determine which shard will create

more (or fewer) random seeds. For example, if there is one more shard in the next
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epoch, then a random shard in this epoch will create two seeds instead of one.

5.2.2 MU Engagement and Reward

In MetaShard, MUs are incentivized to contribute data and computing resources.

To reward this contribution, MUs are given contribution scores that are stored in the

blockchain. These scores are then used along with the MUs assets, e.g., Metaverse

items and tokens, to determine the MUs’ total engagement scores. Particularly, each

MU has a data contribution score Dn, a computing resource contribution score Cn,

and an amount of Metaverse tokens Tn. The data and computing resource score

rewarded to the MUs can be determined by the MSP, e.g., based on the amount or

frequency of resources and data contribution [118,119]. The total engagement score

of MU n can be calculated by

ηn = αDDn + αCCn + αTTn, (5.1)

where αD, αC , and αD are the weight factors for data contribution, computing re-

sources contribution, and Metaverse token, respectively. These weight factors are

determined by the MSP, and they can also reflect the MSP’s priority. For example,

if the MSP needs more computing resource contribution, it can set αC higher than

αT and αD.

Every MU can choose to participate in the consensus processes to be able to earn

the block rewards. Since each shard runs its own consensus process, the probability

that MU n is selected to be the leader of shard s is given by:

Prsn =
ηsn∑N
i=1 η

s
i

. (5.2)

Besides the benefits of MUs’ resource contribution, our proposed leader selection ap-

proach can also enhance the security of the network. The reason is that MUs who are

more engaged (with high contributions and own a lot of assets) might want to protect

the network more. Moreover, in existing approaches such as [49,50,52–55,120,121],
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the leader is not selected based on stakes/scores (BFT-based approaches). Instead,

these approaches rely only on the number of validators. However, the adversary can

target those protocols by conducting Sybil attacks, i.e., creating multiple accounts,

to improve their chance of being selected as validators. In contrast, the leaders

are chosen based on their engagement in MetaShard, and thus creating multiple

accounts with no contributions or assets cannot adversely affect the leader selection

process.

5.2.3 Threat Model and Shard Security

Threat Model: In this work, we consider the type of adversary that tries to

gain the majority in any shard to conduct 51% attacks. Particularly, the adversary

possesses multiple accounts (adversarial MUs) in the system. These accounts, along

with the other MUs’ accounts, are allocated into different shards in the system. If the

total score of the adversary exceeds 51% of the total score of any shard in the system,

the adversary can successfully conduct various attacks, such as double-spending

and transaction denial attacks [3, 6, 7], and unfairly affect the seeds generation of

the PVSS protocol. Moreover, the adversary can corrupt honest MUs, but the

corruption will take effect after a period of time [49, 50, 54, 115]. When an MU is

corrupted, it will be controlled by the adversary, and its score will count toward the

adversary’s total score.

Given the above adversary model, there are two serious threats. First, when

the adversary controls more than 51% of a shard, the adversary can influence the

leader election process to conduct other types of attacks such as double-spending

and transaction denial attacks [3, 6, 7] on the shard. Consequently, the Metaverse

transactions might be reverted, or transactions from specific MUs might be blocked

by the adversary. Therefore, it is crucial to allocate scores to each shard such

that the adversary has a minimal chance to attack every shard. However, a major
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challenge is that we do not know which MU is adversarial, and thus we can only

minimize the chance that the adversary can control the majority of scores in any

shard. Second, if the epoch is too long, the adversary might be able to corrupt the

honest MUs during the epoch and successfully gain control of the shard. Therefore,

the score allocation needs to be regularly reconfigured, e.g., Ethereum’s epoch only

lasts for 6.4 minutes [122].

To address these threats, we develop a sharding management approach to de-

termine the number of shards and allocate MUs scores such that the adversary’s

chance to successfully attack any shard is minimal, e.g., lower than 0.1%. Moreover,

the proposed approach can quickly obtain solutions, thereby reducing the time for

the adversary to corrupt honest MUs. The proposed approach is presented in detail

in the next section.

5.3 Sharding Management Problem and Solution

5.3.1 Problem Formulation

We first formulate the sharding management problem as follows. In the consid-

ered system, there is a set N = (1, . . . , N) of MUs. Since we do not know which MU

is adversarial, we can consider the total engagement score of the adversary, denoted

by ηAs , to be a sum of independent random variables. Let pAn denote the probability

that MU n is adversarial. pAn can be determined based on the MUs’ assets and con-

tribution, i.e., MUs who owns more assets or contribute frequently to the Metavese

are less likely to be adversarial, or using Machine Learning approaches such as those

in [123–125]. The expected value of the total engagement score of the adversary in

shard s can then be determined by:

E[ηAs ] = E[
N∑

n=1

pAηsn] =
N∑

n=1

pAηsn. (5.3)
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Since ηAs is a sum of independent random variables, we want to determine the prob-

ability that ηAs exceeds 50% of the total engagement scores in any shard, i.e., when

the adversary gains the majority in a shard. To find this probability, we apply the

Hoeffding bound [126] to determine the bounds on the tail distribution of ηAs . Par-

ticularly, let θs =
∑N

n=1 η
s
n denote the total engagement score of all MUs (including

the adversary) in shard s. Based on (5.3), the probability that the adversary’s score

exceeds 50% of the total scores in shard s can be determined by:

Pr[ηAs ≥ 0.5θs] = Pr[ηAs ≥ E[ηAs ] + t] ≤ exp
( −2t2∑N

n=1(η
s
n)

2

)
(5.4)

where t denotes the deviation from the expected value of ηAs such that the adversary

can gain majority in the shard, i.e., ηAs ≥ 0.5θs. This deviation can be determined

by:

0.5θs = E[ηAs ] + t,

N∑
n=1

0.5ηsn = t+
N∑

n=1

pAnη
s
n,

t =
N∑

n=1

(0.5− pAn )η
s
n.

(5.5)

The inequality in (5.4) comes from Hoeffding bound [126]. To keep the probability

in (5.4) lower than a certain safety threshold τ (e.g., τ = 0.001), we have

exp(
−2t2∑N
n=1(η

s
n)

2
) ≤ τ,

−2

(∑N
n=1(0.5− pAn )η

s
n

)2

∑N
n=1(η

s
n)

2
≤ ln(τ),

(
N∑

n=1

(0.5− pAn )η
s
n)

2 ≥ −0.5 ln(τ)
N∑

n=1

(ηsn)
2.

(5.6)

This means that to make all the shards to be secured, we need to allocate the scores

ηsn of the MUs in each shard such that they satisfy (5.6). Let S denote the maxi-

mum possible number of shards*. We formulate the optimal sharding management

*In theory, we do not have the maximum possible number of shards, e.g., an MU can participate

in many shards. However, in practice, this number cannot be unlimited because an MU does not
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problem (P1) below.

(P1)max
η,x,ς

Tς (5.7)

s.t. (
N∑

n=1

(0.5− pAn )η
s
n)

2 ≥ −0.5xs ln(τ)
N∑

n=1

(ηsn)
2, ∀s = 1, . . . , S (5.8)

xs ≥
ς − s+ 1

S
, ∀s = 1, . . . , S (5.9)

xs ≤ ς − s+ 1, ∀s = 1, . . . , S (5.10)

S∑
s=1

ηsn = ηn, ∀n ∈ N . (5.11)

In (P1), the objective (5.7) is to maximize the total network throughput, which can

be obtained by multiplying the number of shards ς with the maximum number of

transactions that a shard can process per second T . Constraints (5.8) follow (5.6).

Note that out of these S constraints, only ς constraints are active to ensure the

security for ς shards, while the constraints for the other (dummy) shards need to be

inactive. To this end, we use auxiliary decision variables x to make the constraints

active for the shards from 1 to ς, and inactive for the other shards. Particularly,

constraints (5.9) and (5.10) ensure that xs = 1, ∀s = 1, . . . , ς, while xs = 0, ∀s =

ς, . . . , S. Then, for shards from 1 to ς, the right-hand-side of constraints (5.8)

become −0.5xs ln(τ)
∑N

n=1(η
s
n)

2 (active). For shards from ς+1 to S, the right-hand-

side of constraints (5.8) become zero, and thus they are always satisfied (inactive).

Finally, constraints (5.11) ensure that the MUs scores are fully allocated. The

reason for these constraints is that the MUs’ rewards for consensus participation are

proportional to their engagement scores, and thus the MUs will want to use all their

scores for consensus participation.

want to participate in too many shards (same rewards but needs much more computational and

communication resources).
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From (5.8), we can observe that (P1) is a Mixed Integer Non-linear Program-

ming (MINLP) problem [96, 127] which is NP-complete [128]. As later shown in

Section 5.4, commercial solvers such as CPLEX [127] can only solve instances of

(P1) with a small number of shards. For larger values of S, it becomes intractable

and infeasible to obtain optimal solutions. However, the score allocation needs to

be regularly reconfigured, e.g., Ethereum’s epoch only lasts for 6.4 minutes [122].

Such frequent shard reconfiguration can bring various benefits. First, the MUs who

contribute more resources in one epoch can have their scores updated earlier to earn

more rewards in the next epoch. Moreover, if the epoch is short, the adversary will

have less time to corrupt the honest MUs.

5.3.2 Proposed Hybrid Algorithm

5.3.2.1 Problem decomposition and the proposed Lagrangian approach

To address the abovementioned problems, we develop a lightweight approach

based on Lagrange multipliers and binary search that can quickly obtain solutions

in a very short time, thereby enabling flexible scores reallocation and improving

the shards’ security. To that end, we first decompose (P1) into multiple relaxed

sub-problems (P2) as follows:

(P2)max
η

Tσ (5.12)

s.t.
( N∑

n=1

(0.5− pAn )η
s
n

)2 ≥ −0.5 ln(τ) N∑
n=1

(ηsn)
2, ∀s = 1, . . . , σ (5.13)

σ∑
s=1

ηsn = ηn, ∀n ∈ N (5.14)

Particularly, in (P2), we fix the value of ς = σ. In this way, we do not need to deter-

mine ς and x, and thus constraints (5.8) become constraints (5.13). Moreover, con-

straints (5.9) and (5.10) can be omitted. Furthermore, the objective function (5.12)
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becomes a constant, and thus we only need to find a feasible solution to (P2), in-

stead of optimizing it. As a result, (P2) becomes a Nonlinear Programming (NLP)

problem, which is easier to solve compared to MINLP problems [96,127]. Then, we

can solve (P2) for all values of σ = 1, . . . , S, and the largest value of σ for which

we can find a feasible solution is the global optimal solution of (P1). Nevertheless,

(P2) is non-convex and nonlinear due to (5.13), and thus it still requires exponential

time to solve [129], as later shown in Section 5.4.

To address this limitation, we reformulate the optimization problem (P3) as

follows:

(P3)max
η

σ∑
s=1

(( N∑
n=1

(0.5− pAn )η
s
n

)2
+ 0.5 ln(τ)

N∑
n=1

(ηsn)
2

)
(5.15)

s.t.
σ∑

s=1

ηsn = ηn, ∀n ∈ N (5.16)

The core idea of (P3) is that, instead of finding feasible solutions that satisfy (5.13)

and (5.14), we try to maximize the left-hand-side of (5.13), subject to (5.14). Then,

we can check the optimal solution η′ obtained from (P3). Then, we adopt the

Lagrange multipliers method to solve (P3) as follow. We first define the Lagrange

function:

L(η,λ) = f(η)− λg(η),

=
σ∑

s=1

(( N∑
n=1

(0.5− pAn )η
s
n

)2
+ 0.5 ln(τ)

N∑
n=1

(ηsn)
2

)
−

N∑
j=1

λj

( σ∑
s=1

ηsn − ηn

)
.

(5.17)

Then, we solve the following set of equations:

∇η,λL(η,λ) = 0, (5.18)

which is equivalent to

λk + ln(τ)
N∑

n=1

(ηsn) + 2pAk

N∑
n=1

(0.5− pAn )η
s
n = 0, ∀k ∈ N , ∀s = 1, . . . , σ,

σ∑
s=1

ηsn − ηn = 0, ∀n ∈ N .

(5.19)
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Instead of solving the NLP problem (P2), we only need to solve (5.19) which is a set

of (σ+1)N equations with (σ+1)N variables. Moreover, in (5.19), all the equations

are linear, and thus it is a system of linear equations. As a result, this system of

equations can be solved effectively in a very short period of time compared to (P2).

Finally, we implement Algorithm 5.1 which combines binary search and the La-

grange multiplier method to obtain optimal solutions for the original problem (P1).

Particularly, Algorithm 5.1 first finds the optimal solution η′ of (P3), using the sys-

tem of equations in (5.19), with σ = S. Then, if η′ satisfies (5.13), it is the optimal

solution of (P1). Otherwise, we apply binary search to speed up the optimization

process as illustrated in Fig. 5.3. Particularly, we first set high = S − 1, low = 2,

and σ′ = (high+ low)/2. Then, we solve (5.19) to find η′. Next, if η′ satisfies (5.13)

(which means σ is the best solution so far), we set high = S − 1, low = σ, and

σ′ = (high+ low)/2. Otherwise, we set high = σ, low = 2, and σ′ = (high+ low)/2.

In both cases, the loop is repeated until σ′ = high. During the loop, the algorithm

records the best solution found (that can satisfy (5.13)) in η∗ and σ∗, and it will

return η∗ when the loop ends. With η∗ and σ∗, x∗ can be straightforwardly deduced

for the original problem (P1) as shown in the proof of Theorem 5.1.

5.3.2.2 Optimality analysis

In Lemma 5.1, we first prove that the solution obtained from solving (5.19) is

the global optimal solution of (P3).

Lemma 5.1. Let η′ denote a solution of (5.19). η′ is also the global optimal solution

of (P3).

Proof. The detailed proof is provided in C.1.

Then, in Lemma 5.1, we prove that for any given σ, if the solution obtained

from (5.19) satisfies (5.13), it is the global optimal solution of (P2).
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Algorithm 5.1 Proposed hybrid algorithm for (P1)

Input: Optimization problem (P1)

Output: η∗

1: σ ← S.

2: Solve (5.19) to obtain η′

3: if η′ satisfies (5.13) then

4: η∗ ← η′, ς∗ ← S, stop algorithm.

5: else

6: high← S − 1, low ← 2σ′ ← (high+ low)/2

7: repeat

8: Solve (5.19) to obtain η′

9: if η′ satisfies (5.13) then

10: low ← σ′, σ′ ← (high+ low)/2

11: ς∗ = σ′,η∗ ← η′

12: else

13: high← σ′, σ′ ← (high+ low)/2

14: end if

15: until σ′ = high

16: end if
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Figure 5.3 : An illustration of Algorithm 5.1.

Lemma 5.2. If the solution η′ obtained from (5.19) satisfies (5.13), η′ is the global

optimal solution of (P2).

Proof. The detailed proof is provided in C.2.

Next, in Theorem 5.1, we prove that for any given σ, if the solution η′ ob-

tained from solving (5.19) satisfies (5.13), then we can straightforwardly derive an

equivalent feasible solution of (P1). Moreover, if the optimal solution of (P3) sat-

isfies (5.13) in the case where σ = S, we can derive the global optimal solution of

(P1). Note that when the optimal solution of (P3) cannot satisfy (5.13), it does

not imply the absence of a feasible solution of (P1) for a given σ. Despite this limi-

tation, the proposed Lagrangian method can still find solutions that are better than

those from commercial solvers in a significantly shorter amount of time. Moreover,

the proposed method can find the global optimal solution in most experiments as

later shown in Section 5.4.
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Theorem 5.1. For any given σ, if the solution η′ obtained from (5.19) satis-

fies (5.13), then {η′,x, σ} is a feasible solution to (P1), where x can be straightfor-

wardly derived from σ.

Proof. The detailed proof is provided in C.3.

5.3.2.3 Complexity analysis

The main component of Algorithm 5.1 is solving (5.19) to obtain η′ in Steps 2

and 8. Using methods such as Gaussian elimination [129], each instance of (5.19)

can be solved with time complexity O
(
(σN +N)3

)
. Additionally, because we utilize

binary search, (5.19) needs to be solved at most log(S) times, and thus the total

time complexity of Algorithm 5.1 is O
(
log(S)(σN + N)3

)
. In contrast, the time

complexity of solving (P1) is exponential [129], and (P1) involves more variables.

As a result, Algorithm 5.1 can be frequently deployed to reconfigure the shards,

thereby reducing the risk of corruption from the adversary.

5.4 Performance Evaluation

5.4.1 Simulation Settings

To evaluate the performance of our proposed approach, we conduct various nu-

merical experiments in five problem instances with different parameters (number

of nodes, maximum difference, mean, and standard deviation (STD) of MUs score

distribution) as shown in Table 5.1. Moreover, in all experiments, we set T = 2000

Tx/s and αC = αD = αT = 1. In these experiments, we compare the performance

of three methods as follows:

� SV P1: We solve (P1) directly using the commercial solver CPLEX [127].

� SV P2: We apply an iterative algorithm similar to Algorithm 5.1. However,
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Table 5.1 : Problem instance parameters.

Instance No. of nodes Maximum difference Mean STD

1 25 29 39.0 7.9

2 50 31 36.8 6.7

3 100 38 38.4 4.8

4 150 109 89.9 19.9

5 200 170 123.8 32.9

instead of solving (5.19) in Steps 2 and 8 as done in Algorithm 5.1, we solve

(P2) using the commercial solver CPLEX [127].

� LGRN : We solve (P3) using the proposed Lagrangian approach as described

in Algorithm 5.1.

In the first set of experiments, we examine the best solution found by the three

methods under a limited running time (1 minute). Particularly, for each instance,

we vary ς and τ to examine the best possible solution found by each method. The

results show the lowest probability that the adversary can control more than 51%

of a shard’s score, denoted by Pr51% (Pr51% can be calculated using (5.4)). For each

method, we record the lowest Pr51% given a specific number of shards.

In the second set of experiments, we let all three methods run up to 10 minutes

and then compare their running time and achievable throughput. For SV P2, we set

the time limit of each iteration (Step 2 and Step 8 in Algorithm 5.1) to 1 minute.

Moreover, we conduct experiments with different values of S to show the impact of

S on the performance of the considered methods.

In the third set of experiments, we vary the values of pAn to study the impacts of

the adversarial probability on the performance and security of the network. Partic-

ularly, we gradually increase pAn and examine the best achieved Pr51% of the three
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methods for various numbers of shards. Moreover, we also measure the highest

throughput achieved by the considered methods.

Finally, we study the impact of the MUs’ scores on the security of the system. In

particular, for a network of 50 nodes, we randomly generate instances with different

user engagement scores, as reflected by the different standard deviations and average

values of engagement scores. Then, for each instance, we examine the best Pr51%

achieved by the proposed LGRN method to study how different distributions of

scores can affect network security.

5.4.2 Simulation Results

Fig. 5.4 illustrates the best Pr51% obtained by the three methods for different

numbers of shards in all problem instances. For example, in Instance-1 with 25

nodes, when we want to optimize the score allocation for 2 shards, the three methods

achieve similar results, e.g., around 0.003 possibility to be attacked. However, if we

want to have more shards in the system, Pr51% increases drastically if we use the

SV P1 and SV P2 methods, e.g., 0.006 for 3 shards, 0.01 for 4 shards, and more

than 0.01 for higher numbers of shards. In contrast, even for 20 shards, the value of

Pr51% achieved by the LGRN method is only around 0.003. Moreover, for all other

instances, the LGRN method can achieve Pr51% lower than the safety threshold

(0.001) for up to 20 shards in the system. In contrast, SV P1 and SV P2 can only

ensure security, i.e., Pr51% < 0.001, for up to 4, 8, 10, and 11 shards in instances

2, 3, 4, and 5, respectively. Furthermore, compared to SV P1 and SV P2, LGRN

can achieve smaller Pr51% in all cases. Note that since the values of Pr51% achieved

by LGRN does not vary much compared to the other methods, it is not shown

clearly in the figure. For example, in Instance-3, the values of Pr51% achieved by

LGRN ranges from 6x10−10 to 9x10−10, whereas those achieved by SV P1 ranges

from 3x10−8 to 0.012.



5.4 Performance Evaluation 128

5 10 15 20

10-12

10-7

SVP1 and LGRN

5 10 15 20

10-12

10-7

10-2
SVP2 and LGRN

SVP1, Instance-1
SVP2, Instance-1
LGRN, Instance-1

SVP1, Instance-2
SVP2, Instance-2
LGRN, Instance-2

SVP1, Instance-3
SVP2, Instance-3
LGRN, Instance-3

SVP1, Instance-4
SVP2, Instance-4
LGRN, Instance-4

SVP1, Instance-5
SVP2, Instance-5
LGRN, Instance-5

Safety Threshold Safety Threshold
10-2

Figure 5.4 : Pr51% achieved by the three methods.

Fig. 5.5 shows the throughput achieved by the three methods for Instance-2 to

Instance-5. We do not show the achieved throughput for Instance-1 because, in

this instance, all three methods cannot ensure that Pr51% is lower than the safety

threshold even for 2 shards, and thus the network cannot be divided into shards.

For all the remaining instances, we can observe that the proposed LGRN method

performs better than the other methods, especially for high numbers of shards. For

example, in Instance 2, LGRN can achieve a throughput up to 20, 000 Tx/s, while

the other methods can achieve at most 8, 000 Tx/s. Moreover, the SV P1 fails to

find a feasible solution for S > 5, and thus the network cannot be divided into

shards in these cases. Similarly, LGRN performs better than the other methods

by up to 25%, 50%, and 66.6%, in Instances 3, 4, and 5, respectively. Moreover, in

Instance-2 to Instance-5, LGRN can achieve global optimal solutions for all values

of S, whereas SV P1 and SV P2 can not for higher values of S.

Fig. 5.6 shows the running time of the three methods in Instance-2 to Instance-

5. As observed, the computational time of the proposed LGRN is trivial compared

to the other methods, particularly for high numbers of shards. For example, in
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Figure 5.5 : Throughput achieved by the three methods.
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Figure 5.6 : Running time of the three methods.
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Instance 2, LGRN needs only 2.3 seconds to find the solution to divide the network

into 10 shards. In contrast, SV P2 needs more than 187 seconds, whereas SV P1 can

only find solutions for up to 4 shards. For more than 5 shards, SV P1 exceeds the

running time limit without being able to find any feasible solution. Similarly, for the

remaining instances, LGRN can find better solutions in a much shorter time, i.e.,

more than 30, 16, and 8 times faster than SV P2. Meanwhile, SV P1 fails to find any

feasible solution for 9, 13, and 12 shards in Instance-3, Instance-4, and Instance-5,

respectively. Because of that, the graphs in Fig. 5.6 do not show the running time

of SV P1 in the cases where SV P1 cannot find any feasible solution. Additionally,

we can observe that the running time of LGRN scales almost linearly with S, while

the running time of the other methods increases exponentially as S increases.

Fig. 5.7 illustrates the results of the third set of experiments in terms of security,

i.e., the change in Pr51% as the adversarial probability (pAn ) increases. As observed

from the figure, LGRN can ensure the safety (Pr51% < 0.1%) of a network with

50 nodes and 10 shards even when pAn increases by nearly 150%. In contrast, if

we use SV P1 and SV P2, Pr51% is nearly 0.04. Moreover, as pAn increases, Pr51%

obtained from SV P1 and SV P2 increases drastically to over 0.1. This means that

these methods cannot be employed for sharding when the adversary controls a high

portion of MUs. Furthermore, we can also observe that SV P2 performs slightly

better than SV P1 as the adversarial probability increases.

Fig. 5.8 shows the highest throughput achieved by the three methods as pAn

increases. It can be observed that the highest throughput LGRN can achieve is

20,000 Tx/s (global optimal) with up to 145% increase in adversarial probability.

In contrast, SV P1 and SV P2 only attain a maximum of 8,000 Tx/s and their

throughput decreases when pAn exceeds 115%. When pAn continues to rise, SV P1

and SV P2 fail to divide the network into shards at 120% and 140% respectively,

while LGRN can still sustain a throughput of 14,000 Tx/s at 155%. LGRN only
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fails to find a feasible solution after pAn increases by more than 160%.

Fig. 5.9 illustrates the Pr51% achieved by LGRN for different distributions of

engagement scores. As observed from the figure, the more spread out the engage-

ment scores are (i.e., the standard deviation is high), the higher the possibility of

the network being attacked by the adversary. Moreover, the higher score the net-

work has (i.e., higher mean), the more secure it becomes. For example, the instance

with the largest standard deviation has the greatest likelihood of being attacked.

Moreover, among instances with similar standard deviations, the ones with a higher

mean (which corresponds to a higher total score) have a lower probability of being

attacked. Therefore, while the network operators cannot influence the score distri-

bution, they can try to attract more MUs to the network (thereby increasing the

total score) to improve network security and performance.

5.5 Conclusion

In this chapter, we have developed a novel sharding blockchain framework for

Metaverse applications. Particularly, we have developed a PoE consensus mecha-
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nism that can encourage and reward MUs’ resources contribution, thereby alleviating

the huge resource demands for MSP and creating a more engaged MU community.

Moreover, we have proposed a sharding management scheme and formulated an op-

timization problem to find the optimal number of shards and MUs allocation. Since

the optimization problem is NP-complete, we have developed a hybrid approach

that decomposes the problem (using the binary search method) into sub-problems

that can be solved effectively by the Lagrangian method. As a result, the proposed

approach can obtain solutions in polynomial time, thereby enabling flexible shard

reconfiguration and reducing the risk of corruption from the adversary. Extensive

numerical experiments have been conducted, and their results have shown that,

compared to the state-of-the-art commercial solvers, our proposed approach can

achieve up to 66.6% higher throughput in less than 1/30 running time. Moreover,

the proposed approach can achieve global optimal solutions in most experiments.

Furthermore, we have studied the impacts of key parameters on the performance of

the system and shown that the proposed approach can further improve the robust-

ness of the system.
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Chapter 6

Conclusions and Potential Research Directions

6.1 Conclusion

In this thesis, we have presented our works in developing PoS-based frameworks

for smart data management in mobile networks. In particular, our first work con-

cerned with the mobile roaming data management problem. Specifically, to address

the problem of roaming fraud for mobile service providers, we have proposed Block-

Roam, a novel blockchain-based roaming management system which consists of our

thoroughly analyzed PoS consensus mechanism and a smart-contract-enabled roam-

ing management platform. Moreover, we have analyzed and showed that Block-

Roam’s security and performance can be enhanced by incentivizing more users to

participate in the network. Therefore, we have developed an economic model based

on Stackelberg game to jointly maximize the profits of network users, thereby incen-

tivizing their participation. We have analyzed and determined the best strategies

for the stakeholders and the stake pool. We have also proposed an effective solution

that results in a unique equilibrium for our economic model. Lastly, we have eval-

uated the impacts of important parameters on the strategies and the equilibrium

of the game. The proposed economic model can help the mobile service providers

to earn additional profits, attract more investment to the blockchain network, and

enhance the network’s security and performance.

In the second work, we have introduced FedChain, an effective framework for

federated-blockchain systems together with a cross-chain transfer protocol to facili-

tate the secure and decentralized transfer of tokens between the blockchains. In this
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framework, we have proposed a novel consensus mechanism which can satisfy the

CP, CG, and CQ properties, prevent various blockchain-specific attacks, and achieve

better transaction confirmation time compared to existing consensus mechanisms.

Robust theoretical analyses have been then conducted to prove FedChain’s consen-

sus mechanism security and performance properties. After that, a Stackelberg game

model has been developed to examine the interactions between the stakeholders

and the blockchains managed by chain operators. This model can provide addi-

tional profits for the stakeholders and enhance the security and performance of the

blockchains. Through analyses of the Stackelberg game model, we can prove the

uniqueness of the Stackelberg equilibrium and find the exact formula for this equi-

librium. These results are especially important for the stakeholders to determine

their best investment strategies and for the chain operators to design the optimal

policy, i.e., block rewards. Finally, extensive experiments and simulations have been

conducted to show that our proposed framework can help stakeholders to maximize

their profits and the chain operator to design appropriate parameters to enhance

FedChain’s security and performance.

In the third work, we have developed MetaShard, a novel sharding blockchain

framework for Metaverse applications. Particularly, we have developed a PoC con-

sensus mechanism that can encourage and reward MUs’ resources contribution,

thereby alleviating the huge resource demands for MSP and creating a more engaged

user community. Moreover, we have proposed a sharding management scheme and

formulated the associated score allocation optimization problem. Since this problem

is NP-complete, we have proposed a lightweight hybrid approach to efficiently solve

the problem to obtain good solutions, thereby allowing frequent shards reconfigura-

tion and improving network security. Extensive numerical experiments have shown

that our proposed approach can achieve better results than other methods in terms

of security, performance (up to 66.6% higher throughput), and running time (up to
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30% faster). Moreover, we have studied the impacts of important parameters and

shown that the proposed approach is more robust to stronger adversaries.

6.2 Future Works

Blockchain technology and PoS consensus mechanism have a great potential to

address emerging problems in data management of future mobile networks, espe-

cially for privacy, security, and performance issues. However, as many new types

of networks have emerged, e.g., Metaverse, decentralized web, etc., new challenges

have arisen, requiring careful investigation and problem-specific modifications to be

addressed.

� PoS for Metaverse: The recent emergence of Metaverse has brought many

new challenges, especially in data management. Although existing works have

been able to partially address these challenges, they have been mostly employ-

ing the PoW mechanism with significant disadvantages. Therefore, the PoS

consensus mechanism can be a promising solution to address the challenges

that Metaverse applications are facing. Although this thesis has proposed a

PoS-based solution for Metaverse, the Metaverse applications are still in their

very early stage of development. Therefore, new challenges might continue to

emerge, and thus new solutions are always in need.

� PoS for Web 3.0: The next generation of World Wide Web, namely Web3,

have recently attracted massive attention. With the advantages of decentral-

ization, immutability, and privacy-preserving, blockchain technology has been

identified as one of Web3’s core enabling technology. In this context, PoS is

expected to be the main consensus mechanism for blockchain in the Web3 era,

as the PoW consensus mechanism cannot handle the expected massive traffic.

However, the development of Web3 is still in a nascent stage, and research
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on this topic is still limited. Therefore, developing PoS-based frameworks for

Web3 is a future research direction with great potential.

� Alternative consensus mechanisms: Although the PoS mechanism has many

advantages, it cannot address all the current challenges of blockchain tech-

nology such as scalability and privacy concerns. Instead, additional mecha-

nisms such as sidechains and sharding are often integrated with PoS to address

those issues, bringing extra complexity and security threats. Therefore, new

or improved consensus mechanisms based on PoS that can inherently improve

blockchain’s scalability and privacy are necessary for the future development

and applications of blockchain technology.
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Appendix A

Proofs in Chapter 3

A.1 The proof of Theorem 3.1

First, we determine the probability PrCP that our proposed consensus mechanism

will violate the common prefix property in the following Lemma.

Lemma A.1. BlockRoam’s consensus mechanism violates the common prefix prop-

erty with probability PrCP = (1− γ)κ.

Proof. We will prove that our consensus mechanism can achieve a new bound of

PrCP based on the following properties:

� A1: An honest user will create exactly one block for each slot that the user is

the leader.

� A2: The list of leaders is known by every honest user at any time.

� A3: An honest user, when received different forks, will adopt the longest valid

fork, i.e., the longest fork that has no conflicting blocks and each block is

signed by a designated leader.

Suppose properties A1, A2, and A3 are satisfied, any fork created by the adversary

must include all the blocks created by the honest users. This is because if an honest

user does not change its block, then the adversary can either adopting the block in

the fork or replace it by another block. However, as the list of leaders is known,

the adversary must include the honest block in the fork. Otherwise, it will create

an invalid fork that will be rejected based on property A3. Moreover, any change in
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a block’s content results in a different block’s hash, and the block’s hash is linked

to its previous block. Thus, the part of the chain from the first block to the latest

honest block is confirmed by every honest user. As a result, the adversary can only

create forks with κ last blocks different from the honest fork if it is elected leader

for κ consecutive blocks. Since (1− γ) is the ratio of adversarial stakes in the total

network stakes, the probability that the adversary is elected leader for κ consecutive

blocks is

PrCP = (1− γ)κ = (
BA

BA +
∑N

i=1 Bi

)κ, (A.1)

which is also the probability that the common prefix property is violated.

Properties A1 and A3 can be easily satisfied if all the honest users follow the

consensus mechanism. Property A2 can be ensured by conducting the coin-tossing

protocol at the beginning of each epoch, instructing the honest users to broadcast

the leader list of the next epoch during the current epoch, and requiring an honest

user to be online at least once each epoch (this requirement is reasonable since an

epoch of [23] lasts for 5 days).

Next, we prove that our proposed consensus mechanism will always satisfy the

chain growth property in the following Lemma.

Lemma A.2. BlockRoam’s consensus mechanism will always satisfy the chain growth

property , i.e., PrCG = 0.

Proof. Even if a new block is not broadcast during a time slot, an empty block will

be added to the chain. Therefore, a chain received at time t + ς will always be ς

blocks longer than the chain at time t.

Then, we determine the probability PrCQ that our proposed consensus mecha-

nism will violate the chain quality property in the following Lemma.
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Lemma A.3. BlockRoam’s consensus mechanism violates the chain quality property

with probability PrCQ = 1− e

(γ − 1)lδ2

2 .

Proof. We can characterize the block adding process among the honest stakeholders

and the adversary as a binomial random walk [126]. During the considered l slots,

the leader election processes can be considered independent Bernoulli trials X1...Xl

such that, for 1 ≤ i ≤ l, Pr[Xi = 0] = γ and Pr[Xi = 1] = 1−γ. Then, the expected

value of the trials is E[X] =
∑l

i=1(1 − γ). Applying the Chernoff bound [126], the

probability that the adversary creates less than l(1−µ) blocks, i.e., X =
∑l

i=1 Xi <

l(1− µ), is

Pr[X < (1− δ)E[X]] = exp

(
−E[X]δ2

2

)
,

Pr[X < (1− δ)l(1− µ)] = exp

(
(µ− 1)lδ2

2

)
,

(A.2)

where δ is any real number such that 0 < δ ≤ 1. In the case of ideal chain quality [38],

we have µ = γ, and the chain quality violation probability PrCQ is

PrCQ = 1− exp

(
l(γ − 1)δ2

2

)
(A.3)

From Lemma 1, we can observed that PrCP decreases exponentially as κ increases.

Similarly, PrCQ decreases exponentially as δ and l grow as proven in Lemma 3.

Thus, choosing appropriate parameter can help to significantly reduce these violation

probabilities. Moreover, PrCG is always zero as proven in Lemma 2. Thus, the proof

is completed.

A.2 The proof of Theorem 3.2

In a double-spending attack, the adversary attempts to revert a transaction by

adding a conflicting transaction to the blockchain after the original transaction is
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confirmed. It is straightforward to see that this attack cannot be successful if the

common prefix property is not violated.

In grinding attacks and nothing-at-stake attacks, the adversary creates multiple

blocks to influence the seeds of the leader selection process or revert some blocks

in the chain. More specifically, grinding attacks target the blockchain where the

seeds for leader selection are the previous blocks’ headers. However, the seeds for

leader selection are created by the committee in BlockRoam, and thus grinding

attacks are mitigated. Moreover, although the adversary can create forks, nothing-

at-stakes attacks do not affect the network’s security as long as the common prefix

property is not violated. Furthermore, the adversary’s deposit will be confiscated if

the adversary signs different blocks for the same time slot.

In bribe attacks, the adversary can bribe the leaders to create specific blocks, e.g.,

to support other types of attacks such as double-spending or transaction denial. In

the context of roaming, bribe attacks may cause severe financial loss. For example,

an adversary can perform a bribe attack to support a transaction denial attack,

i.e., bribe the leaders to not include any transaction made from a certain MSP,

and consequently that MSP cannot process any roaming request. In this case, the

deposits will be confiscated, which significantly increases the costs of bribe attacks

and transaction denial attacks.

In a long-range attack, a committee member immediately sells its stakes at the

beginning of its designated epoch, and thus it can behave maliciously for the rest

of the epoch without consequences. Our system can mitigate this attack by locking

committee members’ stakes during their designated epoch.
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A.3 The proof of Theorem 3.3

In Case 1 and 2, although the follower can invest using any number of stakes

within its budget, we prove in Lemma 1 that a rational follower will always invest

all its budget.

Lemma A.4. Let s′i denote a strategy where follower i invests less than its total

budget, i.e., m′
i + p′i < Bi, with corresponding utility U ′

i , and si is a strategy where

follower i invests all its budget, i.e., mi+pi = Bi, with corresponding utility Ui. For

Case 1 and Case 2, we always have U ′
i < Ui.

Proof. We consider Cases 1 and Case 2 separately as follows:

� Case 1: When the follower only invests p′i < Bi stakes to the pool, its expected

payoff U ′1
i is equal to rpi in (3.4). Now, if the follower invests pi = Bi to the

pool, its payoff can be determined as follows:

U1
i =

Bi(1− α)

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R− ce−Bi . (A.4)

Then, the difference in payoff between the two strategies is

U1
i − U ′1

i =
(Bi − p′i)(1− α)

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R + (ce−p′i − ce−Bi), (A.5)

which is always positive since p′i < Bi.

� Case 2: When follower i only uses m′
i < Bi stakes for self-mining, its payoff

U ′2
i is equal to rmi in (3.5). If the follower self-mines with all its budget, the

payoff is

U2
i =

Bi

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R− Ci. (A.6)

The different in payoff is then determined by:

U2
i − U ′2

i =
Bi −m′

i

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R, (A.7)

which is always positive since m′
i < Bi.
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Moreover, we prove in the following Lemma that, given the same stakes to invest,

Case 3 always gives a worse payoff than Case 2, and thus a rational follower will

never choose Case 3.

Lemma A.5. Let U2
i , U

3
i denote the payoff of Case 2 and Case 3, respectively. If

follower i invests the same β stakes in these two cases, i.e., m2
i = β and m3

i +p3i = β,

then Case 2 always gives a better payoff than Case 3, i.e., U2
i > U3

i , ∀α, c.

Proof. The difference in payoff between Case 2 and 3 can be calculated by

U2
i − U3

i =
β

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R− Ci

−
(

β − p3i + p3i (1− α)

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R− Ci − ce−p3i

)
,

=
p3iα

σ +
∑

n∈Np
pn +

∑N
j=1 mj

R + ce−p3i ,

(A.8)

which is always positive.

As a result, Case 3 can be removed from the strategy space of every follower.

In Case 4, the follower receives payoff U4
i = 0. Therefore, if follower i has budget

Bi such that rpi > 0 or rmi > 0, the follower will invest stakes to the pool or to

self-mining, i.e., switch to Case 1 and 2. If follower i has Bi such that rpi < 0 and

rmi < 0, the follower will not participate in the consensus process, and thus it does

not have any impact on the game.

Since Case 3 and Case 4 are eliminated, it follows from Lemma 4 that the best

response of a stakeholder is to use its budget either to invest to the pool or for

self-mining, and the proof is completed.
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A.4 The proof of Theorem 3.5

We prove that there exists at least one solution of (3.12). This means that there

exists at least one leader’s optimal strategy. Since only the decision variable xi is a

binary number in (3.12), if we fix the value of xi, ∀i ∈ N , (3.12) becomes a Linear

Programming (LP) problem. By fixing the value of xi, we can decompose (3.12)

into 2N LP problems (there are 2N different combinations of xi’s values). Each LP

problem has the form of (3.12), except that all xi are constants instead of decision

variables. In the LP problem where
∑N

i xi = 0, the optimal objective value is 0. In

each of the remaining LP problems, the feasible region is constrained by

BiRα∑N
j=1 Bj

+ ce−Bi = Ci, ∀i ∈ Np. (A.9)

Since α, c ≥ 0, the feasible region is bounded as illustrated in Fig. A.1. As a result,

each of these 2N LP problems has at least one optimal solution [96].
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Figure A.1 : An illustration of a bounded LP’s feasible region.

Since these 2N LP problems enumerate all possible combinations of xi and each of
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these LP has at least one optimal solution, there exists at least one optimal solution

of the MILP. Moreover, the existence of the best response of every follower is proven

in Theorem 4. Therefore, there exists at least one Stackelberg equilibrium (U ∗
p , U

∗
i )

with the corresponding Stackelberg solution (s∗p, s
∗
i ) in this game.

A.5 The proof of Theorem 3.6

First, we will prove that two different optimal strategies of the leader, denoted

by s∗p(α
∗, c∗) and s

′∗
p (α

′∗, c
′∗), must have two different fees, i.e., α∗ ̸= α

′∗. For the

sake of contradiction, we will prove that if α∗ = α
′∗, then s∗p(α

∗, c∗) and s
′∗
p (α

′∗, c
′∗)

must be the same. Specifically, assume that α∗ = α
′∗, and as s∗p and s

′∗
p are optimal

strategies of the leader, then we have U∗
p = U

′∗
p , i.e.,

U∗
p = U

′∗
p ,∑

i∈Np

(
piα

∗

σ +
∑N

j=1 Bj

R + c∗e−Bi

)
=
∑
i∈Np

(
piα

′∗

σ +
∑N

j=1 Bj

R + c
′∗e−Bi

)
,

∑
i∈Np

(
pi(α

∗ − α
′∗)

σ +
∑N

j=1 Bj

R + (c∗ − c
′∗)e−Bi

)
= 0,

∑
i∈Np

(
(c∗ − c

′∗)e−Bi

)
= 0,

c∗ = c
′∗,

(A.10)

which means that s∗p = s
′∗
p , i.e., the two strategies are the same.

Then, with the secondary priority to minimize α, we can define the unique op-

timal strategy as follows:

s∗p = {(α∗, c∗)|α∗ = minα ∈ S∗
p}, (A.11)

where S∗
p is the set of all strategies that maximize Up. Since the leader’s and followers’

optimal strategies can be uniquely defined, the Stackelberg equilibrium is unique.



147

Appendix B

Proofs in Chapter 4

B.1 The proof of Theorem 4.1

We first prove that our FedChain’s consensus mechanism can satisfy the CP

property in Lemma 1.

Lemma B.1. The probability that FedChain’s consensus mechanism violates the

common prefix property with parameter κ ∈ N is less than or equal to (1− γ)κ.

Proof. In order to violate the CP property, the adversary must have two forks with

at least κ conflicting blocks, and both forks must be accepted by the honest stake-

holders. However, an honest stakeholder will accept only one fork in the same time

slot. Therefore, the adversary must (i) create a fork, (ii) have the honest stakehold-

ers accept it, (iii) create another fork with a conflicting block at a later time slot,

and (iv) have the honest stakeholders accept the new fork. We will prove that the

adversary can only do that if it is elected to be the leader for κ consecutive blocks.

Without loss of generality, assume that the adversary is elected to be the leader

at time slot sl1, s
l
2, and sl4. This means that at sl3 an honest stakeholder is elected

to be the leader. Assume that the adversary wants to create two conflicting forks

C1, C2. Let Bi
j denote the block from fork Ci at time slot slj. Firstly, at s

l
1 and sl2, the

adversary broadcasts blocks B1
1 and B1

2. At this point, the adversary can create fork

C2 with different blocks, i.e., B2
1 ̸= B1

1 and B2
2 ̸= B1

2, and has both forks accepted

by the honest stakeholder (some honest stakeholders will adopt C1 while some will

adopt C2).
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However, at sl3, the honest leader will either choose one of the two forks to adopt.

Assume that the leader chooses C1, it will add block B1
3 to the chain, and the fork

C2 will be discarded by all honest stakeholders. Next, at sl4, the adversary is elected

to be the leader and can create a fork again. At this point, the adversary can try to

broadcast C2 to the honest stakeholder again with block B2
1 ̸= B1

1 (e.g., to gain back

the tokens spent in block B1
1). Nevertheless, any change in a block’s content results

in a different block’s hash, and the block’s hash is linked to its previous block. Thus,

B1
1 cannot be changed unless block B1

3 is changed. However, since the leader of B1
3

is honest, the block will not be changed (due to consensus rules I2 and I3).

Moreover, the leader election is conducted at the beginning of each epoch, and

as long as the PVSS protocol is secure (proven in [91]), any honest stakeholder can

obtain and verify the correct leader list if that stakeholder is online at least once

during the epoch (thanks to consensus rule I1). Since the epoch is long (e.g., 5

days [23]), we can assume that every honest stakeholder will have the correct leader

list. Therefore, the adversary also cannot broadcast B1
3 ̸= B2

3 on its own since it

is not the designated leader. Thus, the adversary must include B1
3 and every block

before that. Otherwise, it will create an invalid fork that will be rejected due to due

to consensus rule I4.

As a result, the part of the chain from the first block to the latest honest block

(e.g., until B1
3 in the above analysis) is confirmed by every honest user. Therefore,

the adversary can only create forks with κ last blocks different from the honest fork

if it is elected to be the leader for κ consecutive blocks. Since (1− γ) is the ratio of

adversarial stakes in the total network stakes, the probability that the adversary is

elected to be the leader for κ consecutive blocks is

PrCP = (1− γ)κ, (B.1)

which is also the probability that the CP property is violated.
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Then, we prove that our FedChain’s consensus mechanism satisfies the CG prop-

erty in Lemma 2.

Lemma B.2. FedChain’s consensus mechanism satisfies the chain growth property

Proof. Even if a new block is not broadcast during a time slot, an empty block will

be added to the chain. Therefore, the CG property will always be satisfied.

Next, we prove that FedChain’s consensus mechanism can satisfy the CQ prop-

erty in Lemma 3.

Lemma B.3. The probability that FedChain’s consensus mechanism violates the

ideal chain quality property with parameters l, µ over l blocks is no more than 1 −

exp

(
l(γ − 1)δ2

2

)
.

Proof. We can characterize the block adding process among the honest stakeholders

and the adversary as a binomial random walk [126]. During the considered l slots, the

leader election processes can be considered independent Bernoulli trials X1, . . . , Xl

such that, for 1 ≤ i ≤ l, Pr[Xi = 0] = γ and Pr[Xi = 1] = 1−γ. Then, the expected

value of the trials is E[X] =
∑l

i=1(1 − γ). Applying the Chernoff bound [126], the

probability that the adversary creates less than l(1−µ) blocks, i.e., X =
∑l

i=1 Xi <

l(1− µ), is

Pr[X < (1− δ)E[X]] = exp

(
−E[X]δ2

2

)
,

Pr[X < (1− δ)l(1− µ)] = exp

(
(µ− 1)lδ2

2

)
,

(B.2)

where δ is any real number such that 0 < δ ≤ 1. In the case of ideal CQ [38], we

have µ = γ, and the ideal CQ violation probability is

PrCQ = 1− exp

(
l(γ − 1)δ2

2

)
(B.3)
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From Lemma 1, we have the CP violation probability PrCP = (1 − γ)κ which

decreases exponentially as κ grows. Then, we proved in Lemma 2 that the CG

property will always be satisfied. Finally, from Lemma 3, we have the CQ violation

probability PrCQ = 1 − exp

(
l(γ − 1)δ2

2

)
which decreases exponentially as l and δ

grow. Thus, all the three violation probabilities can be satisfied with overwhelming

probabilities, and the proof is completed.

B.2 The proof of Theorem 4.2

We prove FedChain’s consensus mechanism’s ability to prevent each attack as

follows:

� Double-spending attack To double-spend, the attacker has to either create

a conflicting transaction in the same fork, i.e., create Tx1 in B1
i and Tx2 in

B1
j , or create two transactions in two forks, i.e., create Tx1 in B1

i ∈ C1 and

Tx2 in B2
j ∈ C2. For the first approach, Tx2 is not a valid transaction and will

be rejected. For the second approach, if the CP property is not violated, only

one of C1 and C2 will be confirmed. Thus, this attack is prevented.

� Grinding attack: The seeds for leader and committee selection are created

by the committee via the PVSS protocol in FedChain’s consensus mechanism.

Therefore, grinding attacks are prevented.

� Nothing-at-stake attacks: Although the adversary can create valid forks,

they are not confirmed. Therefore, the vendors only have to wait until a trans-

action is confirmed. Thus, this attack is prevented as long as the CP property

holds.

� Bribe attacks: In the considered adaptive adversary model, the adversary

can only corrupt honest stakeholders with a delay. Since the adversary can-
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not know who is the leader in advance, the adversary cannot bribe the lead-

ers. Moreover, the leaders who are bribed will be penalized by the penalty

mechanism.

� Transaction denial attack: With the liveness property, a transaction will

eventually be included in a block created by an honest leader. As a result, this

attack can be prevented as long as the liveness property (or the CG and CQ

properties) holds.

� Long-range attack: FedChain’s consensus mechanism can prevent this at-

tack by locking committee members’ stakes during their designated epochs.

B.3 The proof of Theorem 4.3

Let Sn denote the strategy space of follower n. Then, any strategy sn =

[s1n, . . . , s
M
n ] that satisfies

M∑
m=1

smn ≤ Bn, (B.4)

is a feasible strategy of follower n, i.e., sn ∈ Sn. We first prove Sn to be compact

and convex ∀n ∈ N in Lemma 4.

Lemma B.4. Sn is compact and convex ∀n ∈ N .

Proof. Let sn and s′n be any two different strategies in Sn. To prove Sn is convex,

we prove that any convex combination of sn and s′n is in Sn, i.e.,

λsn + (1− λ)s′n = [λs1n + (1− λ)s
′1
n , . . . , λs

M
n + (1− λ)s

′M
n ] ∈ Sn,

∀λ ∈ (0, 1), ∀sn, s′n ∈ Sn.
(B.5)

Since λsmn + (1− λ)s
′m
n ≤ max{smn , s

′m
n }, ∀m ∈M, we have

M∑
m=1

(
λs1n + (1− λ)s

′1
n

)
≤ max

{ M∑
m=1

smn ,

M∑
m=1

s
′m
n

}
≤ Bn. (B.6)
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From (B.6), all convex combinations of sn and s′n satisfy (B.4), and thus they all

lie in Sn. As a result, Sn is convex. Moreover, since Sn is closed and bounded, it is

compact.

Then, we prove that Un is concave in Lemma 5.

Lemma B.5. Un is concave over Sn, ∀n ∈ N .

Proof. We have:

∂2Um
n

∂(smn )
2
=
−2RmTm

(smn + Tm)3
≤ 0. (B.7)

Thus, Um
n is concave over Sn. Then, Un =

∑M
m=1 U

m
n is also concave over Sn.

According to [112], if Sn is compact and convex and Un is quasi-concave ∀n ∈ N ,

there exists at least one Nash equilibrium. It follows from Lemma 4 and 5 that the

follower sub-game satisfies these conditions, and thus the proof of this Theorem is

complete.

B.4 The proof of Theorem 4.4

According to Rosen’s theorem [112], a sufficient condition to guarantee the

uniqueness of the equilibrium and the convergence to the equilibrium is that the

matrix [G(s, ω) + GT (s, ω)] is negative definite for a fixed ω > 0. G(s, ω) can be

calculated by:

G(s, ω) =



ω1
∂2U1

∂s11∂s
1
1

ω1
∂2U1

∂s21∂s
1
1

· · · ω1
∂2U1

∂sM1 ∂s1N

ω1
∂2U1

∂s11∂s
2
1

ω1
∂2U1

∂s21∂s
2
1

· · · ω1
∂2U1

∂sM1 ∂s2N

...
...

. . .
...

ωN
∂2UN

∂s1N∂sM1
ωN

∂2UN

∂s2N∂sM1
· · · ωN

∂2UN

∂sMN ∂sMN


(B.8)
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Let ωn = 1, ∀n ∈ N , the entries of G(s, ω) can then be calculated as follows:

Φm
n =

2Rm∑N
n=1 Bn

(
−T 2

m

(smn + Tm)3

)
, (B.9)

and

ϕm
n =

2Rm∑N
n=1 Bn

(
smn Tm

(smn + Tm)3

)
. (B.10)

From (B.9) and (B.10), we can calculate

∆m
n = Φm

n − ϕm
n =

2Rm∑N
n=1 Bn

(
−Tm(s

m
n + Tm)

(smn + Tm)3

)
, (B.11)

which is negative. Then, G(s, ω) can be expressed as a sum of 2 matricesG = D+E,

where:

� D is similar to G, except that all the diagonal entries of D are ϕm
n instead of

Φm
n . Then, D has identical columns (columns i and M + i are identical), and

thus it is negative semi-definite.

� E is a diagonal matrix with entries equal to ∆m
n . Thus, E is negative definite

As a result, G(s, ω) is the sum of a negative semi-definite matrix and a negative def-

inite matrix (E). Thus, G(s, ω) is negative definite. Therefore, [G(s, ω)+GT (s, ω)]

is negative definite, and the proof is completed.

B.5 The proof of Theorem 4.5

Assume that follower n is employing strategy sn which invests less than the

available budget, i.e.,
∑M

m=1 smn < Bn. The utility function in this case is given

in (4.3). Without loss of generality, if the follower chooses a strategy s′n which invests

the remaining budget ∆sjn into a chain j, its utility function becomes:

U ′
n =

∑
m∈M−j

(
smn

smn + Tm

Rm

)
+

sjn +∆sjn
sjn +∆sjn + Tj

Rj, (B.12)
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whereM−j is the set of all chains except chain j. Then, the difference in the utilities

between the two strategies is:

U ′
n − Un =

sjn +∆sjn
sjn +∆sjn + Tj

Rj −
sjn

sjn + Tj

Rj,=
∆sjn

∑
k∈N−n

sjk

(sjn +∆sjn + Tj)(s
j
n + Tj)

, (B.13)

which is always positive. This means that sn always gives a lower payoff than s′n

regardless of the other followers’ strategies, and the proof is completed.

B.6 The proof of Theorem 4.6

To prove this Theorem, we prove that at the point where every follower’s strategy

satisfies smn = Bn
Rm∑M
i=1 Ri

, ∀m ∈ M, ∀n ∈ N , every follower’s strategy maximizes

its utility (
∂Un

∂smn
= 0). Therefore, no rational follower will deviate from this point,

and thus this is the Nash equilibrium of this game [40]. Substitute smn = Bn
Rm∑M
i=1 Ri

into
∂Un

∂smn
, we have

∂Un

∂smn
=

RmTm

(smn + Tm)2
− RMTM

(sMn + TM)2
,

=

∑
j∈N−n

Bj
R2

m∑M
i=1 Ri∑N

n=1(Bn
Rm∑M
i=1 Ri

)2
−

∑
j∈N−n

Bj
R2

M∑M
i=1 Ri∑N

n=1(Bn
RM∑M
i=1 Ri

)2
,

=
∑

j∈N−n

Bj

( ∑M
i=1 Ri∑N

n=1(Bn)2
−

∑M
i=1 Ri∑N

n=1(Bn)2

)
,

=0, ∀m ∈M, and ∀n ∈ N .

(B.14)

The proof is now completed.

B.7 The proof of Theorem 4.7

To find the equilibrium of this upper sub-game, we first find the best response

R∗
m for each leader, i.e., the strategy that maximizes Um when the strategies of the
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other leaders are fixed [40].To this end, we first take the derivative of Um:

∂dUm

∂dRm

=
N∑

n=1

Bn

∑
i∈M−m

Ri

(
1 + ln

(
BnRm∑M
i=1 Ri

))
(Rm +

∑
i∈M−m

Ri)
)2 − 1.

(B.15)

To find R∗
m, we solve

dUm

dRm

= 0, i.e.,

N∑
n=1

Bn

∑
i∈M−m

Ri

(
1 + ln

(
BnRm∑M
i=1 Ri

))
(Rm +

∑
i∈M−m

Ri)
)2 − 1 = 0.

(B.16)

Since the leaders’ utility functions are the same, we have
∑

i∈M−m
Ri = (M −1)Rm.

Then, (B.16) becomes

∂Um

∂Rm

=
N∑

n=1

Bn

∑
i∈M−m

Ri

(
1 + ln

(
BnRm∑M
i=1 Ri

))
(Rm +

∑
i∈M−m

Ri)2
− 1 = 0,

N∑
n=1

Bn

∑
i∈M−m

Ri

(
1 + ln

(
BnRm∑M
i=1 Ri

))
(Rm +

∑
i∈M−m

Ri)2
= 1,

N∑
n=1

Bn(M − 1)Rm

(
1 + ln

(
BnRm

MRm

))
(MRm)2

= 1,

N∑
n=1

Bn(M − 1)

(
1 + ln

(
Bn

M

))
M2Rm

= 1,

M − 1

M2

N∑
n=1

Bn

(
1 + ln

(
Bn

M

))
= Rm.

(B.17)

Thus,

R∗
m =

M − 1

M2

N∑
n=1

Bn

(
1 + ln

(
Bn

M

))
, (B.18)

is the optimal strategy of leader m. Since R∗
m is uniquely defined by constants, i.e.,

M and Bn, the equilibrium of this upper sub-game exists and is unique. Moreover,

the convergence to this equilibrium is also guaranteed. Since the uniqueness and



B.7 The proof of Theorem 4.7 156

the convergence to the follower’s sub-game are guaranteed, the considered Stack-

elberg game admits a unique Stackelberg equilibrium, and the convergence to the

Stackelberg equilibrium is also guaranteed.



157

Appendix C

Proof in Chapter 5

C.1 The proof of Lemma 5.1

We will prove that η′ satisfies the Karush–Kuhn–Tucker (KKT) conditions for

non-convex optimization problems [129]. Moreover, since (5.15) and (5.16) are dif-

ferentiable and satisfy linearity constraint qualification, strong duality holds, and

thus η′ is the global optimal solution of (P3). Next, we prove that η′ satisfies the

KKT conditions as follows. The first condition is:

fi(η
′) ≤ 0. (C.1)

This condition is always satisfied since there is no inequality constraint (fi(·)) in

(P3). The second condition is:

hk(η
′) = 0 =

σ∑
s=1

(ηsk)− ηk, ∀k ∈ N . (C.2)

The second condition is always satisfied since it is included in (5.19). The third

condition is

λk ≥ 0, ∀k ∈ N . (C.3)

From (5.19), we have

λk = − ln(τ)
N∑

n=1

(ηsn)− 2pAk

N∑
n=1

(0.5− pAn )η
s
n =

(
− ln(τ)− pAk

) N∑
n=1

(ηsn) + 2pAk

N∑
n=1

(ηsn).

(C.4)

Since τ ≤ 0.001 and pAk < 1, we have λk > 0, and thus the third condition is satisfied.

The fourth condition is:

λkhk(η
′) = 0. (C.5)
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Similar to (C.2), this condition is always satisfied since there is no inequality con-

straint in (P3). The fifth condition is

∇fo(η′) +
N∑
k=1

λk∇hk(η
′) = 0,

λk + ln(τ)
N∑

n=1

(ηsn) + 2pAk

N∑
n=1

(0.5− pAn )η
s
n = 0, ∀k ∈ N , ∀s = 1, . . . σ,

(C.6)

which is included in (5.19). As a result, η′ satisfies all KKT conditions, and thus

the proof is completed.

C.2 The proof of Lemma 5.2

It follows from Lemma C.2 that η′ is the global optimal solution of (P3), and thus

it satisfies (5.16). Moreover, constraints (5.16) and (5.14) are identical. Therefore,

η′ satisfies (5.14). Furthermore, the objective function (5.12) of (P2) is constant.

As a result, if η′ satisfies (5.13), η′ is the global optimal solution of (P2). The proof

is completed.

C.3 The proof of Theorem 5.1

First, we prove that for any specific σ, we can straightforwardly derive x. Sub-

stituting ς = σ into (5.9), we have

xs ≥
σ − s+ 1

S
, ∀s = 1, . . . , S. (C.7)

This means that xs > 0, ∀s ≤ σ. Then, substituting ς = σ into (5.10), we have

xs ≤ σ − s+ 1, ∀s = 1, . . . , S. (C.8)

This means that xs ≤ 0, ∀s > σ. Moreover, since x are binary, we have xs = 1 ,

∀s = 1, . . . , σ and xs = 0, ∀s > σ.

As a result, (5.8) becomes( N∑
n=1

(0.5− pAn )η
s
n

)2

≥ −0.5 ln(τ)
N∑

n=1

(ηsn)
2, ∀s ≤ σ, (C.9)
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and ( N∑
n=1

(0.5− pAn )η
s
n

)2

≥ 0, ∀s > σ. (C.10)

Since η′ satisfies (5.13), it also satisfies (C.9). Moreover, since pAn < 0.5 and ηsn >

0, (C.10) is always satisfied. As a result, {η′,x, σ} satisfy all constraints of (P1),

and thus it is a feasible solution to (P1). The proof is now completed.
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