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Abstract: Document deskewing is a fundamental problem in document image processing. While 

existing methods have limitations, such as Hough Line Transformation that can deskew images 

upside down, and Deep Learning models that require huge amounts of human labour and 

computational resources and still fail to deskew while taking care of orientation, OCR-based 

methods also struggle to read text when it is tilted. In this paper, we propose a novel, simple, cost-

effective deep learning method for fixing the skew and orientation of documents. Our approach 

reduces the search space for the machine learning model to predict whether an image is upside 

down or not, avoiding the huge search space of predicting an angle between 0 and 360. We finetuned 

a MobileNetV2 model, which was pre-trained on imagenet, using only 200 images and achieve good 

results. This method is useful for automation-based tasks, such as data extraction using OCR 

technology, and can greatly reduce manual labour. 

Keywords: document image processing, deskew, Hough Line Transform, image rectification, 

machine learning, OCR, document orientation, image preprocessing, computer vision, AI. 

 

1. Introduction 

Within the field of Computer Vision, the process of image preprocessing is crucial 

for achieving accurate and efficient processing of images for a range of tasks, including 

object recognition, text extraction, and other applications. Deskewing an image of a 

document is a fundamental preprocessing step that corrects the image's skew or slant to 

make it more accessible to analyse. 

This paper centres on presenting an effective and straightforward solution for 

deskewing document images, which can substantially improve the accuracy and 

efficiency of subsequent Computer Vision tasks. The proposed solution is based on 

advanced image processing techniques, including the Hough Line Transformation 

algorithm and deep learning-based image classification. 

Previous research has employed the Hough Line Transformation [1] only to correct 

document skew, but this technique has some strong limitations. In particular, this 

approach may sometimes deskew the images into an upside-down orientation. Other 

methods use Deep Learning models to correct document skew. However, these models 

are associated with high human labour and computational resources costs, and they still 

may need to correct orientation while deskewing.  

The most commonly utilised approach for text deskewing is Optical Character 

Recognition (OCR) [2], which involves the conversion of scanned document images into 

editable text format through the analysis of visual patterns of text. OCR libraries generally 

rely on image processing techniques, such as Hough Line Transformation or deep 

learning-based methods, for text deskewing. 
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Correcting document skew is an important problem since it is often necessary for 

other automation-based tasks, such as data extraction using OCR technology and storing 

the data in a database, which reduces manual labour. This paper proposes a novel, simple, 

cost-effective deep learning-based method that fixes document skew and orientation. The 

working principle of this approach involves reducing the search space for the machine 

learning model to simplify the prediction process. While a model could be trained to 

predict the angle of the document tilt, this requires predicting a number between 0 and 

360, representing the various tilt angles, resulting in a vast search space that necessitates 

extensive training data and computational resources. Instead, we reduced the search 

space to two orientations, namely, upside-down and upright, and we used a pre-trained 

MobileNetV2 [3] model trained on ImageNet[4] with just 200 images. 

The contributions of this paper include providing a cost-effective solution to 

document skew correction and reducing the search space for the machine learning model 

to simplify the prediction process. Figure 1 illustrates the spectrum of angles at which a 

document can be positioned and resolved using the proposed approach. 

 

Figure 1. Examples of the input image of documents at various angles are on the left-hand side, and 

output images are on the right-hand side. 

The article is divided as follows. In Section 2, we briefly review the related literature. 

Then Section 3 discusses the details of our proposed method. Section 4 presents the 

preliminary results, followed by a discussion in Section 5 and conclusions in Section 6. 

2. Related Works 

In image processing, Tesseract OCR is a widely used open-source Optical Character 

Recognition engine that has gained popularity due to its high accuracy rate and support 

for over 120 languages, including right-to-left written languages such as Hebrew and 

Arabic [5]. Despite some limitations, such as its lower accuracy compared to more 

advanced AI-based OCR solutions, Tesseract remains a popular choice for text recognition 

tasks due to its cost-effectiveness and open-source nature. However, it is important to note 

that Tesseract may produce errors if the foreground and background of the image are not 

well separated. Additionally, developing a custom solution using Tesseract OCR may 

require significant resources and time. Tesseract also has limitations regarding file format 
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support and cannot recognise handwriting. Despite these limitations, Tesseract OCR 

remains a widely used OCR engine due to its high accuracy rate, support for multiple 

languages, and open-source nature. Tesseract offers two key functions for this purpose: 

deskew and orientation prediction. Both functions rely on the Hough Line Transformation 

algorithm to identify a line within the document. The pseudocode for this algorithm is as 

follows. 

 

1. Convert the input image to grayscale. 

2. Create an accumulator array with dimensions based on the image size and the range 

of angles to consider. 

3. Perform the Hough Line Transform to find the lines in the image. 

4. Accumulate the points for each line in the accumulator array. 

5. Find the angle with the most intersecting points. 

6. Calculate the angle. 

7. Rotate the input image by the calculated angle to obtain the rotated image. 

 

The Hough Line Detection algorithm [6,7,8,9,10], utilised in the aforementioned 

algorithm, involves the following steps: 

 

1. Initialize the Hough accumulator array with a grid of cells of appropriate size, where 

each cell corresponds to a particular line in the image space. 

2. For each point (x,y) in the input image that is part of an edge, do the following: 

3. For each angle theta in the range of angles that you are looking for lines (e.g., 0 to 180 

degrees), calculate the corresponding distance r between the origin and the line 

perpendicular to theta that passes through point (x,y). 

4. Increase the accumulator cell at the (r, theta) position by 1. 

5. After all edge points have been processed, the accumulator array contains peaks at 

cells corresponding to the lines that were detected in the image. These peaks are 

identified as cells with values above a certain threshold. 

6. From the peaks, extract the (r, theta) values and convert them into the x, and y 

coordinates of the lines in the image space. 

 

Numerous research papers, including [11, 12, 13,14], have previously proposed and 

discussed the method. However, this widely accepted and commonly practised approach 

has a significant limitation. Specifically, the images must be skewed within a particular 

angle range; otherwise, the output image will be deskewed in the opposite direction, 

resulting in an upside-down output image. This issue has also been identified by Riaz et 

al in their recent publication, "Efficient skew detection and correction in scanned 

document images through clustering of probabilistic hough transforms"  [10,13]. 

A recent study by Yang et al [15] has proposed a novel deep learning-based approach 

to solve the deskewing problem. The proposed method involves converting the task into 

a classification problem by creating two classes: Horizontal and Vertical. Specifically, the 

Horizontal class corresponds to images that fall within the following angles: -180° and -

135°, -45° and 45°, and 135° and 180°, while the remaining images are classified as Vertical. 

The model predicts whether the input image is horizontal or vertical. However, this 

solution is both computationally expensive and challenging to implement. Furthermore, 

it does not address the issue of images being deskewed into an upside-down orientation. 

The proposed method requires many images for training and involves masking the area 

of interest in all images before training the machine learning model. The authors of this 

study used 80,000 images to train their model. However, the machine learning model fails 

if the input image is upside-down, even if it outputs a horizontal orientation. 

Another common practice among engineers is to use Optical Character Recognition 

(OCR) to identify the text in a document and rotate the image based on the detected text. 

However, this method is not effective for several reasons. Firstly, there is a limited amount 
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of computerised text in many documents, which makes text detection a challenging task 

for traditional solutions. Additionally, real-life documents are often scanned or are copies 

of documents that are difficult for classic OCR techniques to process accurately. Our work 

involved processing photocopies of cheques and ID cards that occupied a random portion 

of an A4-sized paper. In this scenario, applying OCR-based techniques would require 

either manually extracting the regions of interest or training a model specifically for that 

task, which is both expensive and cumbersome. 

The image below serves as an example of a document for which most existing 

methods would fail to correct the skew (Figure 2)  

 

Figure 2. Example of an input image oriented at an angle and orientation that most existing methods 

fail to rectify. 

3. Methods 

The proposed solution presents a straightforward approach that can be implemented 

in two sequential steps, as depicted in Figure 3. The initial stage involves a Skew Rectifier, 

eliminating any undesirable tilt or skews and orients the document at a 180-degree angle. 

However, it is worth noting that the resulting output may still be inverted due to various 

factors. To address this, the image is subsequently forwarded to the Inversion Rectifier, 

which is a Neural-Net-based Machine Learning model designed to classify whether the 

input image is upside down or not. In the subsequent sections, we will delve into the 

working principles of both building blocks that constitute the proposed method. 

 

 

 

Figure 3. Diagrammatic Flow of the proposed method 

3.1. Skew Rectifier 
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The Skew Rectifier is a critical component of the proposed method that leverages the 

Hough Line Transformer algorithm. The primary motivation for selecting this algorithm 

over other machine learning and OCR-based alternatives is its robustness in handling 

documents with varying levels of text density, such as textbook pages, and documents 

with minimal text, such as blank application forms or cheques. The following pseudocode 

outlines the key steps involved in the Skew Rectifier, including preprocessing: 

 

1. Obtain the height, width, and colour channels of the input image. 

2. Convert the input image to grayscale. 

3. Apply fast non-local means denoising to the grayscale image. 

4. Create an inverted binary image using Otsu thresholding. 

5. Utilize the probabilistic Hough transform to detect lines in the binary image. 

6. Compute the angles of the detected lines in radians. 

7. Based on the line angles, determine whether the input image is in landscape or 

portrait orientation. 

8. Filter outline angle outliers based on a maximum skew angle. 

9. If the number of remaining line angles is less than 5, return the original image. 

10. Compute the median of the remaining line angles in degrees. 

11. If the input image is in landscape orientation, rotate the image by 90 degrees 

clockwise or counterclockwise as necessary. 

12. Compute a rotation matrix based on the median angle and apply it to the input 

image. 

 

These steps serve to correct any undesirable tilt accurately and efficiently or skew in 

the input document, enabling subsequent processing stages to proceed more effectively. 

 

3.2. Inversion Rectifier: 

The Inversion Rectifier block is designed to rectify any image inversion issues 

encountered in the output of the Skew Rectifier. For this purpose, we leveraged the 

MobilenetV2 machine learning model, which is pre-trained with the weights of the 

imagenet. In order to minimise computational resources, we selected only 100 layers from 

the model. We added several new trainable layers, including a GlobalAveragePooling2D 

layer, a Dense layer with 1024 neurons utilising a ReLU (Rectified Linear Unit) activation 

function, a Dropout layer with a rate of 0.2, and a Dense layer with a single neuron 

activated by a sigmoid function. We trained the model on approximately 200 images of 

cheques, of which 100 were upright and 100 were upside down. Epochs were chosen as 

per performance with a decaying learning rate every 5 epochs. To optimise the model’s 

performance, we selected the model with the least validation error during training. 

Furthermore, we employed the binary cross entropy loss function and the Adam 

optimiser during training. The reason for such configuration is based on mere common 

practice, any configuration can be used depending on the problem at hand. 

 

3.3. Dataset Preparation for Inversion Rectifier: 

The cost and labour involved in data collection and preparation can be a major 

challenge in building AI-based solutions. This paper proposes a simple and effective 

method to make the dataset preparation process more practical and efficient. In real-world 

scenarios, the dataset used for training the model will likely have images with various 

types of distortion, such as skew, tilt, and rotation. We use the Skew Rectifier discussed 

in Section 3.1 to prepare the dataset to remove skew from all the images. The resulting set 

of images may still be inverted, and manual labour is required to rotate the inverted 

images. After manual rotation, we are left with a set of upright, deskewed images. A script 

can then be used to invert all the images, creating two sets of images - one set of upright 

images and one set of inverted images. These sets can be used to train the Inversion 
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Rectifier model described in Section 3.2. To increase the number of images to train on, we 

extensively used data augmentation techniques [16], except for rotation and image 

flipping, which would defeat the purpose of training the model. This method significantly 

reduces the cost and labour involved in data preparation and makes the proposed solution 

more practical and efficient. 

4. Results 

In the present study, we assessed the effectiveness of our proposed image 

classification algorithm, which consists of two main components: a skew rectifier and an 

inversion rectifier. The skew rectifier leverages the Hough Line Transformation method 

to reorient a skewed document into a horizontal position. Initially, we padded the image 

by converting it into a square shape to ensure that no information is lost in case of image 

rotation, which might cause the area of interest to shift beyond the original rectangular 

shape. Subsequently, the image was converted to grayscale to enhance the visibility of the 

lines and facilitate their detection by the algorithm. The skew angles of the detected lines 

were then computed, and their average was used to determine the optimal rotation angle. 

Following this, the image was rotated by the determined angle. 

 

Figure 4. Flow chart of the proposed method 

The output of the skew rectifier can be either an upright or upside-down image, 

depending on the angle at which the input image was tilted. This output is then passed to 

the inversion rectifier, which is a deep learning-based machine learning model that 

classifies the image as upright or inverted. If the image is inverted, the inversion rectifier 

rotates the image by 180 degrees to give an upright image as depicted in figure 4. 

The present research employs a dataset derived from a real-world scenario involving 

document data extraction. Specifically, the dataset posed a significant challenge due to 

numerous tilts and rotations in historical data and the real-time capture of document 

images via mobile devices. To gather data both historical and production data were 

collected. To address the issue of tilts and rotations, a skew rectifier was utilised to convert 

all images to a horizontal orientation, followed by manual adjustment to ensure vertical 

alignment. Additionally, a second set of images was created by duplicating and rotating 

the original set by 180 degrees, representing the upside-down class.  

To evaluate the performance of our algorithm, we used a balanced dataset to train 

the model and tested it on an additional set of 1000 images, comprising 500 upright and 

500 upside-down images. Since our test images were also balanced, with an almost equal 
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number of data points in each class, we used accuracy to evaluate the model's 

performance. Accuracy was calculated using the formula: 

A = (TP+TN)/(TP+TN+FP+FN) 

The results obtained from the evaluation demonstrated our model’s high accuracy 

and robustness, as it achieved an impressive accuracy rate of 97%. These findings have 

significant implications for developing effective image classification models in real-world 

applications.  Fine-tuning the model was a straightforward and expeditious process given 

the relatively simple nature of the task at hand, which entailed performing binary image 

classification. Figure 5 depicts the training and validation accuracy and loss metrics. 

 

Figure 5. Accuracy and loss plots of fine-tuning the pre-trained model 

In the context of the present study, the Tesseract software was the only available production-ready 

option against which the proposed method could be compared. A total of 250 images featuring 

varying degrees of tilt were obtained for comparative testing purposes, as illustrated in Table 1. The 

testing results indicate that the proposed method significantly outperforms the Tesseract Engine 

when the skew angle exceeds 90 degrees. 

 

Table 1. Accuracy of Tesseract vs Proposed method with respect to skewed images as input. 

Ranges of tilt (degrees) Tesseract Proposed Method 

0-90 98 98 

90-180 33.3 97.3 

180-270 15.3 96 

270-360 23 94.6 

 

 In conclusion, our study provides strong evidence that our proposed algorithm can 

accurately classify images and be effectively deployed in production. The high accuracy 

rate achieved on the additional set of images demonstrates the robustness and 

effectiveness of our model in handling complex image classification tasks. Furthermore, 

successfully deploying our trained model in production without any reported issues 

indicates its stability and reliability. Overall, the results of this study suggest that our 

algorithm has a high potential for use in a wide range of image classification tasks. 

 

 

5. Discussion 

The proposed strategy is generally effective for similar problems. We also tested our 

model on documents it needed to be specifically trained on, such as i-cards and forms, 

and found that it worked well. However, depending on the problem, different pre-trained 

models may be more appropriate. For example, we tested our strategy on ResNet-20 [17] 
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but found that it only performed well once we significantly increased the number of 

layers. Our approach of using only 100 layers from MobileNetv2 with weights of 

ImageNet proved efficient for production deployment while still achieving good 

performance. Additional optimisations, such as data augmentation or generative 

methods, can be used to address small or imbalanced datasets. In the case of skew 

rectifiers, depending on the problem at hand, the use of Probabilistic Hough 

Transformation or Fast Hough Line Transformation may be helpful, as discussed in [9,14, 

18]. Overall, as a simple classification model with only two labels, the inversion rectifier 

is one of the easiest machine-learning problems involving neural networks. 

6. Conclusions 

In conclusion, the proposed strategy for document image preprocessing presents a 

two-step approach that involves a Skew Rectifier and an Inversion Rectifier. The Skew 

Rectifier, which employs the Hough Line Transformer algorithm, corrects any undesirable 

tilt or skew in the input document. At the same time, the Inversion Rectifier, which 

leverages a MobilenetV2 machine learning model, rectifies any image inversion issues 

encountered in the output of the Skew Rectifier. The proposed solution has demonstrated 

impressive performance, achieving an accuracy of 97% on a dataset of 500 images 

consisting of 250 upright and 250 upside-down images. Additionally, to make the dataset 

preparation process more practical and efficient, the paper proposes a simple and effective 

method that significantly reduces the cost and labour involved in data preparation. The 

proposed strategy is a promising approach for preprocessing document images and can 

be utilised in various applications such as OCR, document classification, and information 

retrieval. 
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