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Abstract. News recommendation is a valuable technology that helps
users effectively and efficiently find news articles that interest them.
However, most of existing approaches for news recommendation often
model users’ preferences by simply mixing all different information from
news content together without in-depth analysis on news content. Such
a practice often leads to significant information loss and thus impedes
the recommendation performance. In practice, two factors which may
significantly determine users’ preferences towards news are news event
and news style since users tend to read news articles that report events
they are interested in, and they also prefer articles that are written in
their preferred style. Such two factors are often overlooked by existing
approaches.To address this issue, we propose a novel Event and Style
Matching (ESM) model for improving the performance of news recom-
mendation. The ESM model first uses an event-style disentangler to ex-
tract event and style information from news articles respectively. Then,
a novel event matching module and a novel style matching module are
designed to match the candidate news with users’ preference from the
event perspective and style perspective respectively. Finally, a unified
score is calculated by aggregating the event matching score and style
matching score for next news recommendation. Extensive experiments
on real-world datasets demonstrate the superiority of ESM model and
the rationality of our design5.
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1 Introduction

Recent years have witnessed the increasing popularity of online news websites as
the primary source of news of most individuals [6, 27]. A variety of news websites
such as BBC News, CNN, Yahoo! News have been well established to provide
massive news of various topics from politics to entertainment to millions of users
around the world every day. While news websites bring convenience to people,
they also bring challenges for individuals to navigate through the vast amount of
available content and find articles that align with their interests [11, 33, 31]. As a
dominated solution, news recommendation has playing an increasing important
role [4, 28].

There are some existing works on news recommendation in the literature.
For example, some works first encode news content with deep neural network
for generating news representation, and then encode news sequence into a uni-
fied user representation by using sequence models such as RNN [1] or attention
networks [34–36]. However, since user’s reading interests are usually diverse, the
aforementioned unified user representation fails to accurately imitate the compli-
cated interests of user. In order to alleviate this problem, some works attempt to
model each user’s multi-interest reading behaviors by capturing the news content
interactions with complex matching modules [17, 18, 21], or generating multiple
user representations with attention networks [8, 23] or hierarchy modeling [16].

While great success has been achieved, most of existing approaches for news
recommendations simply model each piece of news by learning a unified news
representation [2, 21, 24, 34, 36]. They generally embed all relevant information
(e.g., news article content, news topic, news title) together into the news rep-
resentation without in-depth analysis [9, 11, 12]. However, such a practice may
lose or weaken some implicit information which is significant for capturing users’
preference towards news and thus news recommendation. In practice, users’ pref-
erences are usually driven by two underlying factors, i.e., news event and news
style [3, 32]. Specifically, on one hand, a user often read news with the purpose to
obtain the information relevant to some events which interest her/him, e.g., US
election. On the other hand, even for reporting the same event, there are usually
a variety of news pieces with different writing styles from different sources (e.g.,
ABC news, Yahoo! news). In such a case, users often tend to read news with their
preferred styles. Let us take the toy examples shown in Fig. 1 to illustrate such
characteristics. In Fig. 1(a), a user Bob has read a series of news pieces which
report the event of Russia-Ukraine War or NBA Regular Session, implying he
may interest in such events. Then, he choose to read some news reporting the
Nord Stream pipeline explosion which is a follow-up event closely related to the
Russa-Ukraine War event. In Fig. 1(b), there are three news pieces reporting the
Nord Stream pipeline explosion event. However, Bob prone to read the News 5
only which is written in a statement style, similar to the News 1 and News 4
which have been already browsed by Bob before as shown in Fig. 1(a).

Although news event and style are critical for learning users’ preferences to-
wards news as well as news recommendation, such two significant driving factors
are mostly overlooked in the literature. To this end, in this paper, we aim to build
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Fig. 1. (a) After reading a sequence of news, Bob preferred to read news about the
Nord Stream pipeline explosion, which is related to the Russia-Ukraine War event. (b)
Among the three news articles reporting the same event, Bob only read the News 5
that is written in his preferred style, similar to that of News 1 and 4.

a more powerful and accurate news recommender system to provide more accu-
rate recommendations via well modeling news event and style respectively. To
accommodate this idea, we propose a novel Event and Style Matching model for
news recommendation, called ESM model for short. In ESM model, we first pro-
pose a novel event-style disentangler to effectively extract the event information
and style information of news respectively from the input data (e.g., news article
content, news title, category). Then, we design a novel event matching module
to comprehensively model the matching degree between a set of a user’s browsed
historical news pieces and a given candidate news piece by taking the extracted
event information as the input. To be specific, a novel fine-grained multi-channel
matching module is proposed to model the possible multiple events covered by a
set of historical news pieces browsed by each user, e.g., Russia-Ukraine war event
and NBA Regular Session event shown in Fig. 1(a). At the same time, a novel
style matching module is designed to measure the matching score between the
user preferred news style revealed from her/his browsed news and the candidate
news’ style. Finally, both the event matching score and style matching score are
well aggregated to a unified matching score between a user’s preferred news and
the candidate news for predicting the next news to the user. Extensive experi-
ments on real-world datasets show that our proposed ESM model significantly
improve the performance of news recommendation. The main contributions of
this paper are summarized as follows:

– We propose modeling the event matching and style matching respectively for
accurate news recommendation. A novel Event and Style Matching (ESM)
model has been designed for implementing this idea. To the best of our
knowledge, ESM is the first work to simultaneously model both event and
style matching for news recommendation.
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– We propose a novel event-style disentangler for effectively extracting event
and style information respectively from the input news.

– We propose a novel and complicated event matching module and a style
matching module for effectively identifying those candidate news of the user’s
interest w.r.t both news event and style.

2 Related work

2.1 News Recommendation

Methods modeling a single interest usually first encode each of a user’s
browsed news pieces content into a news representation, and then generate a uni-
fied user representation based on these news representations for recommending
the appropriate candidate news [1, 34–36]. For example, Wu et al. [36] employed
multi-head attention to encode news title and generate user representation for
modeling the interaction among news. Although these methods achieve satisfac-
tory performance, they encode user behavior into a unified user representation,
which fails to capture the multiple interests of the user [10, 22].

Methods modeling multiple interests aim to capture a user’s diverse in-
terests from browsed news sequences [18, 16, 19, 21, 23, 26]. For example, Qi et al.
[18] first encoded news piece into embedding representation, and then designed
three kinds of candidate-aware components to generate the user representation
for recommending diverse news. This type of methods well model the multiple
interests of each user, and thus can achieve a significant improvement compared
with the methods modeling the single interest only [30]. However, they embed
the relevant information of news (e.g., title, content, topic) together into a simple
unified news representation. Therefore, they lack the in-depth analysis of some
important factors, such as news event and news style, which are important for
driving users’ preferences towards news.

2.2 News Event and Style Modeling

Since events are the essential content of news pieces, extracting event infor-
mation from news content is beneficial to model news pieces. Some researchers
have attempted to utilize news event information to enhance the performance
of downstream tasks [3, 32, 40]. For example, Wang et al. [32] first utilized the
event-veracity disentangler to obtain the event information and veracity infor-
mation from news content, and then designed an event detection and transition
module to predict which news event a user may prefer to know about. However,
such study not only overlooked the multi-granularity nature of event informa-
tion, but also ignored the significance of news style in modeling users’ preference.
Moreover, the method is specially built for fake news detection task, which re-
lies on annotation of news veracity. Hence, it cannot be applied to general news
recommendation tasks where news veracity label is not available.

In addition to events, news style is also important for modeling news pieces.
However, limited work has been done on exploring news style information for
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Fig. 2. (a) ESM consists of three main modules: Event-Style Disentangler, Event
Matching Module, and Style Matching Module; (b) The Event-Style Distangler is built
on the Encoder, Event and Style Decoder, and three auxiliary loss functions.

news representation [15, 39]. For example, Zhou et al. [39] constructed a hierar-
chical linguistic tree and a recursive neural network for modeling the linguistic
style of news and predicting their veracity. However, here the style information
does not involve the content of the news. Therefore, merely relying on style
information to model the user’s representation makes it difficult to accurately
capture the user’s interests. Additionally, as far as we konw, no research has
been conducted to utilize news style for modeling news recommendation tasks.
Different from the aforementioned methods, we attempt to jointly model new
events and news style for news recommendation in this paper.

3 News Event and Style Matching Model

In this paper, the recommendation task is formalized as the next news prediction,
which is similar to the next-item recommendation [20, 25, 29]. Specifically, given
a sequence of N news pieces which has been read by a given user, we aim to
predict which news piece the user may like to read in the next by considering
the matching degree between read news and candidate news in terms of both
news event and news style.

Fig. 2(a) presents the overall framework of our model, which consists of three
main modules: an event-style disentangler, an event matching module, and a
style matching module. First, given a news sequence which user browsed, the
event-style disentangler disentangles the each news representation into event in-
formation and style information. Then, the event matching module generates
the event-based user representation by modeling the event transition informa-
tion, and matches it with events of candidate news to obtain the event matching
score (i.e., fine- and coarse-granularity event matching score). Meanwhile, the
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style matching module aggregates the style information of the browsed news
pieces into a style-based user representation, and matches it with styles of can-
didate news to obtain the style matching score. Finally, the recommendation
score is achieved for predicting the next news by aggregating the event and style
matching scores together.

3.1 News Encoder

In ESM, we encode each news piece into news representation using the news
encoder proposed by [34]. Specifically, it first uses a CNN and attention network
to encode the news title and content into corresponding text representations,
and encodes the categories into feature representations using a dense network.
Then, a view-level attention network is used to aggregate the representations of
the title, content, and categories into a news representation n.

3.2 Event-Style Disentangler

To extract the event and style information from news piece, and avoid interfer-
ence between them [32], we propose an event-style disentangler to separate news
representation into two kinds of information (i.e., event information and style
information). As shown in Fig.2(b), event-style disentangler consists of three
modules: an encoder, an event and style decoder, and an auxiliary loss module.

Encoder. For the i-th browsed news, the encoder takes the news repre-
sentation ni as input, followed by a three-layer dense network with residual
connections. Specifically,

n1
i=ReLU(Dense(ni)),n

2
i=ReLU(Dense([ni;n

1
i ])),hi=ReLU(Dense([ni;n

2
i ])), (1)

where [; ] stands for the concatenate operation, ni is the representation of i-th
browsed news, and hi is the high-level representation extracted from ni.

Event and Style Decoder. The event and style decoder includes two de-
coders: an event decoder and a style decoder. The event decoder first takes the
high-level representation of news hi as input, and then utilizes a three-layer
dense network with residual connections to capture the event information of
news. Specifically,

h1
i=ReLU(Dense(hi)),h

2
i=ReLU(Dense([hi;h

1
i ])), ei=ReLU(Dense([hi;h

2
i ])), (2)

where ei refers to the event information of news. Similar to event decoder, the
style decoder also employs this structure to capture the style information of
news, i.e., ti. Here, ei and ti could be viewed as event-based and style-based
news representation, respectively.

In order to predict the event distribution of news, we further employ an event
classifier to encode the event information ei. Specifically,

p̂e,i = softmax(Dense(ei)), (3)

where p̂e,i stands for the event distribution of the i-th browsed news.
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Auxiliary Loss Module. To well train the event-style disentangler, we uti-
lize three kinds of loss function to optimize it, i.e. reconstruction loss, event
prediction loss and adversarial loss. The reconstruction loss is used to alleviate
the information loss problem during the disentangling process. We first concate-
nate the event and style information, and then employ a dense layer to encode
it for reconstructing the new representation. Formally,

Lr = MSE(Dense([ei; ti]),ni). (4)

Event prediction loss is to help the event classifier to correctly predict the
event distribution of news. Formally,

Le = MSE(p̂e,i,pe,i), (5)

where p̂e,i is the output of event classifier, pe,i is the real event distribution of
i-th browsed news.

The aim of the adversarial loss is to ensure that the disentangled style in-
formation does not contain the event information. Specifically, we first take the
style information as the input of event classifier to predict the event distribution,
and then maximize the loss between it and the real event distribution of news,

La =
1

K

∑K

j=1

1

1 +MSE(p̂t,ij ,pe,ij)
, (6)

where K represents the number of event channels, p̂t,ij is the distribution prob-
ability of j-th event channel, which is predicted by style information and event
classifier, and pe,ij stands for the real distribution probability of j-th event chan-
nel for i-th browsed news.

Finally, the auxiliary loss function is the summation of the three loss function,

Lauc = Lr + Le + La. (7)

In this auxiliary loss module, we utilize the event prediction loss and adver-
sarial loss to optimize the event-style disentangler. However, due to the dataset
limitation, it is hard for us to obtain the real event distribution pe,i. There-
fore, we propose a method to calculate the label of the news event distribution.
Specifically, we first utilize TF-IDF to extract keywords of each piece of news,
and then employ BERT to encode keywords into embeddings, followed by a
K-means algorithm to cluster all keywords into K event channels. For the i-th
news, the distribution of j-th event channel pe,ij is calculated as:

pe,ij =
|Ni,j |
|Ni|

, (8)

where |Ni| represents the number of keywords in the i-th news, and |Ni,j | repre-
sents the number of keywords which belong to i-th news and j-th event channel.
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3.3 Event Matching Module

Users read a piece of news because the reported event may be one that they are
interested in or has a potential relation to their interests. To measure the match-
ing degree between user interest and candidate news event, we propose an event
matching module. As shown in the left side of Fig. 3, the event matching module
contains three modules: an event channel modeling module, a fine-granularity
event matching module, and a coarse-granularity event matching module.

Event Channel Modeling Module. For generating the event-based user
representation for each event channel, we employ attention networks to model the
event information within the same event channel. Each event channel aggregates
event information with potential connections. Specifically, according to the event
distribution p̂e,i calculated in Equ. (3), we first split the event information into
different event channels. Formally,

ẽi = p̂e,iei, (9)

where the event information ei ∈ Rdim is split to K event channels, the splitted
event representation is ẽi ∈ RK,dim.

Since browsed news event may have different influences for generating event-
based user representation, we separately utilize attention network to generate
event-based user representation for each event channel. For the j-th event chan-
nel, the event-based user representation uj

e is computed as below,

αe
i,j = q⊤

j tanh(Vj × ẽi,j + vj), αe
i,j =

exp(αe
i,j)∑N

k=1 exp(α
e
k,j)

, uj
e =

N∑
i=1

αe
i,j ẽi,j , (10)

where Vj , vj and qj are trainable parameters, N is the number of user browsed
news, ẽi,j is the event information of i-th news on j-th event channels, and uj

e

is the event-based user representation on j-th event channel.
Fine-granularity Event Matching Module. To model the possible mul-

tiple events covered by a set of historical news pieces browsed by each user, we
first calculate the matching score on different event channels, and then aggre-
gate them into a fine-granularity matching score by a score attention network.
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The matching score of j-th event channel is computed by the event-based user
representation and the event representation of candidate news on the j-th event
channel,

sfj = uj
eẽc,j . (11)

Afterward, we design a score attention network to aggregate all matching
score on different event channels. Considering the event distribution of candidate
news may influence the score aggregation, we incorporate it into score attention
network. Specifically, we map the event distribution of candidate news p̂e,c into
a discrete value vector p̃e,c with the function p̃e,c = round(10× p̂e,c). Then, we
obtain the representation of p̂

′

e,c via a dense layer:

P̂
′′
e,c = Dense(P̂

′
e,c), (12)

where P̂
′

e,c is the embedding of p̃e,c.
Finally, we fuse P̂

′′

e,c with the event-based user representation to generate the
attention weight of score attention network for aggregating all scores:

αs
j = q⊤

s tanh(Vs × [uj
e; P̂

′′
e,cj ] + vs), αs

j =
exp(αs

j)∑K
i=1 exp(α

s
i )
, sf =

K∑
j=1

αs
js

f
j , (13)

where qs, Vs, and vs are trainable parameters, K is the number of event chan-
nels, and sf represents the fine-granularity event matching score.

Coarse-granularity Event Matching Module. Since the user may focus
on all the event information covered by candidate news, we match the overall
event-based user representation with the candidate news event.

To generate the overall event-based user representation, we devise a channel
attention network that aggregates all user representations across different event
channels. More specifically, the number of news articles on an event channel
likely reflects its importance in generating the overall user representation. We
assume that a news belongs to the j-th event channel when its distribution
p̂e,ij is greater than 1/K. We first convert the number of news on each event
channel into embedding representation R. Then, we merge it with event-based
user representation to construct the channel attention network for generating
overall user representation,

αc
j = q⊤

c tanh(Vc × [uj
e; rj ] + vc), αc

j =
exp(αc

j)∑K
i=1 exp(α

c
i )
, uo

e =

K∑
j=1

αc
ju

j
e, (14)

where qc, Vc and vc are trainable parameters, uo
e is the overall event-based

user representation. The coarse-granularity matching score is calculated by the
overall event-based user representation uo

e and event-based candidate news rep-
resentation ec from the event-style disentangler,

sc = uo⊤
e ec. (15)
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3.4 Style Matching Module

For each event, there exist abundant news to describe it. However, users only
like to read the news pieces that are written in their preferred style. Therefore,
we devise a style matching module to measure the matching score between the
style of user preferred news and candidate news.

Specifically, we first utilize the multi-head attention to capture the interaction
of style information among browsed news T = {ti}Ni=1,

[t
′
1, t

′
2, · · · , t

′
N ] = MultiHeadAttention(T). (16)

Next, we aggregate them into a style-based user representation by a style
attention network. Since user IDs may contain user preferred style feature, we
merge it with style information of browsed news to construct the style attention
network:

u
′

d = ReLU(Dense(ud)), αt
i = q⊤

t tanh(Vtt
′

i +Vdu
′

d + v),

αt
i =

exp(αt
i)∑N

j=1 exp(α
t
j)
, ut =

∑N

i=1
αt
it

′

i,
(17)

where qt, Vt, Vd, v are trainable parameters, ud stands for the embedding of
user IDs, ut refers to the style-based user representation.

Finally, the style matching score is calculated by the style-based user repre-
sentation ut and the style-based candidate news representation tc,

st = u⊤
t tc. (18)

3.5 News Recommendation

For each candidate news, its final recommendation score is obtained by merging
the event and style matching scores, i.e., s = se + βst, where se = sf + sc.
Besides, following [5], we employ the NCE loss Lrec to optimize our model.

Since the Lauc is utilized to optimize the event-style disentangler, we combine
it with the Lrec as the total loss:

L = Lrec + γLauc, (19)

where γ is a hyperparmeter.

4 Experiment

4.1 Dataset and Experimental Settings

We carried out extensive experiments on two datasets, namely MIND-large and
MIND-500K. The MIND-large6 is an official benchmark dataset [38], consisting
of around 877k users and approximately 130k news articles. Each news article
6 https://msnews.github.io/
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comprises the news title, abstract, entity, and categories. Considering the large
scale of MIND-large, following common practice [13, 37], we randomly sampled
500k users and their associated news browsing logs from MIND-large to consti-
tute the MIND-500K dataset. The original test set of MIND-large cannot be used
for testing since it did not have any released labels, we submitted our predic-
tions to the official evaluation platform7 to assess our model’s performance. For
MIND-500K, we divided the original validation set equally into an experimental
validation set and a test set for validation and test.

In our model, the news titles and abstracts were truncated to a maximum
length of 20 and 128 words, respectively. The user’s browsing history was re-
stricted to a maximum of 50 news articles. Glove embedding [14] with 300 di-
mensions was used as word embedding. In the auxiliary loss function module,
the max number of keywords for each piece of news was set to 5. The number
of event channels K was set to 10 and 17 for for MIND-large and MIND-500K
respectively. In news recommendation module, the weight of style loss β (resp.
auxiliary loss γ) was set to 0.6 (resp. 1) and 1.9 (resp. 1.6) for MIND-large and
MIND-500K respectively. The dropout and negative sampling rate was set to
0.2 and 4 respectively. Adam[7] was selected as the optimizer and the learning
rate was set to 1e-4. All experiments were ran on one RTX 2080Ti GPU. Three
commonly used evaluation metrics, i.e., AUC, MRR, nDCG were used.

4.2 Comparison with Competing Methods

Baselines. Six representative and/or state-of-the-art news recommendation ap-
proaches were used as baselines. They can be classified into two categories: single-
interest approaches including NPA, NAML, LSTUR, and NRMS, and multiple-
interest approaches including FIM and MINS. The details are as follows: (1) NPA
[35] employs a personalized attention network to encode news content and user
behavior; (2) NAML [34] aggregates multiple kinds of information together into
the news representation; (3) LSTUR [1] combines the long- and short-term user
interest for news recommendation; (4) NRMS [36] models user interactions on
news content and sequence levels respectively by multi-head self-attention net-
works; (5) FIM [21] extracts fine-granularity interest with 3D-CNN network; (6)
MINS [26] applies multi-head self-attention and GRU to model news sequence
based on different interest channels.

Baseline settings. To ensure a fair comparison between our ESM model
and the baseline models, we fine-tuned all models’ parameters consistently on
the validation dataset. Specifically, we initialized the parameters of each baseline
model with the values reported in the original paper and then fine-tuned them
on the target dataset to achieve optimal performance. For NPA and NRMS, we
fused category information to improve their performance. Additionally, we set
the number of filters in CNN to 400 (resp. 150) and the filter size to 3 (resp. 3)
for NAML and LSTUR (resp. FIM). Furthermore, we set the number of heads
for multi-head self-attention to 20 and 15 for NRMS and MINS, respectively.
7 https://codalab.lisn.upsaclay.fr/competitions/420
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Table 1. Comparison of our model with baseline methods (%).

Models MIND-large MIND-500K
AUC MRR nDCG@5 nDCG@10 AUC MRR nDCG@5 nDCG@10

NPA 67.30 32.75 35.58 41.33 67.64 32.70 36.21 42.47
NAML 68.25 33.53 36.52 42.28 68.65 33.08 36.82 43.18
LSTUR 68.41 33.58 36.58 42.31 68.60 33.48 37.10 43.46
NRMS 68.62 33.69 36.72 42.46 68.58 33.32 36.85 43.35
FIM 68.98 34.18 37.33 43.02 69.03 33.45 37.19 43.50
MINS 69.03 33.90 36.96 42.74 68.98 33.22 36.99 43.41
ESM 69.38 34.23 37.38 43.11 69.87 33.63 37.52 43.90

The comparison results are shown in Table 1, and the following observations
can be made. First, all metrics indicate that the approaches that model multiple
interests (i.e. FIM, MINS, and ESM) performed better than those that model a
single interest (i.e., NPA, NAML, LSTUR, and NRMS). This outcome may be
due to the limited ability of single-interest models to comprehensively represent-
ing users via well capturing the wide range of reading interests (cf. Section 2)
that a user may have. Second, our proposed ESM method demonstrated superior
performance in all metrics compared to the other methods. This can possibly be
attributed to the fact that these baseline methods solely embed relevant news
information, such as the title, content, and categories, into a unified news rep-
resentation, without conducting a thorough analysis of news events and styles,
which are crucial factors influencing user preferences towards news. Conversely,
ESM can effectively extract event and style information from news, and compre-
hensively calculate the matching score based on both the news event and news
style perspectives, resulting in better performance.

4.3 Ablation Study

To show the effectiveness of ESM’s core components, we customized ESM into
five variants, referred to as ESM−dise, ESM−fine, ESM−coarse, ESM−event, and
ESM−style. These variants exclude event-style disentangler (cf. Section 3.2), fine-
granularity event matching module (cf. Equ. (11)-Equ. (13)), coarse-granularity
event matching module (cf. Equ. (14) - Equ. (16)), event matching module (cf.
Section 3.3), and style matching module (cf. Section 3.4), respectively.

Table 2 shows the experimental results of ESM and its five variants. Based
on these results, we make the following observations. First, the performance of
ESM−dise was lower than that of the standard ESM, possibly due to the fact
that ESM−dise does not separate the event and style information from the news

Table 2. Comparison of ESM with its variants on MIND-500K dataset (%).

AUC MRR nDCG@5 nDCG@10
ESM−dise 69.11 33.48 37.13 43.58
ESM−fine 69.63 33.38 37.30 43.72
ESM−coarse 69.30 33.30 37.13 43.57
ESM−event 69.15 33.06 36.83 43.33
ESM−style 68.17 32.20 35.87 42.42
ESM 69.87 33.63 37.52 43.90
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representation. Second, both ESM−fine and ESM−coarse achieved worse results
than ESM. This is because ESM−fine only considers the coarse-granularity event
matching in the event matching module, neglecting the fine-granular multi-event
matching. Similarly, ESM−coarse ignores the coarse-granularity event matching
score, which also weakens the model’s ability. Third, ESM−event was outper-
formed by ESM, possibly due to the fact that ESM−event only takes into ac-
count the style information of news, while ignoring the event information. Last,
ESM−style exhibited inferior performance compared to ESM. This is primarily
due to the fact that this variant only concentrates on matching news events,
disregarding news style matching, resulting in unsatisfactory performance. In
summary, the five components of ESM are advantageous in improving the per-
formance of news recommendation tasks.

4.4 Comparison with Different News Encoders

To show the generalization of our model, we replaced the news encoder used in
ESM with four news encoders that are respectively utilized in four representa-
tive baselines, namely NPA, LSTUR, NRMS, and MINS to obtain four more
ESM variants. We then compared their performance with that of their corre-
sponding baseline methods. As shown in Fig. 4, ESM variants (denoted as w/
ESM) significantly outperform the corresponding baseline methods in terms of
AUC and nDCG@10. This could be attributed to the fact that ESM emphasizes
the modeling of event and style information, which are critical to the news rec-
ommendation task. Furthermore, compared with all the four ESM variants here,
the standard ESM delivered the best performance, likely because ESM’s encoder
(i.e., the NAML encoder) can effectively aggregate news content and category
information into news representation, laying a robust foundation for extracting
news event and style information.

4.5 Hyperparameter Analysis

Fig. 5 provides a detailed analysis of the impact of key hyperparameters on the
performance of ESM model. The hyperparameters examined include the number
of keywords, the number of event channels, the weight of style matching score,
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Fig. 4. Impact of news encoder in terms of AUC and nDCG@10 on MIND-500K.
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Fig. 5. The performance of hyperparameter analysis on MIND-500K dataset.

and the weight of the auxiliary loss function. ESM performs best on the MIND-
500K dataset when the number of keywords and the number of event channels
are set to 5 and 17 respectively. More keywords benefits accurately calculating
the event distribution, but too many can introduce noise and reduce accuracy.
similarly, more channels can help to aggregate event information accurately, but
too many can lead to overfitting and limited performance. The best results are
achieved when the weight of style matching score is set to 1.9. Although style
information can improve performance, a too-large weight will weaken the influ-
ence of event information. Lastly, the weight of the auxiliary loss function plays
a crucial role in disentangling event and style information and ESM performs
optimally when the weight is set to 1.6.

5 Conclusion

In this paper, we propose a novel news recommendation method via jointly
modeling event matching and style matching (ESM). ESM considers news events
and styles as two essential factors in recommending news to users. To achieve
this, an event-style disentangler is devised to separate event and style information
from news articles. Besides, an event matching module and a style matching
module are designed to match news articles with users’ preferences from the event
and style perspectives, respectively. Extensive experiments have demonstrated
the superiority of ESM over the representative and state-of-the-art methods.
Future work will focus on explicitly modeling news style features to enhance
performance.
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6 Ethics Consideration

In this paper, we conducted experiment on two datasets, i.e., MIND-large and
MIND-500K. MIND-large is a publicly available news recommendation dataset,
which is constructed by Wu et al.[38]. In MIND-large, the privacy of each user
was protected by mapping user into an anonymized ID. Since MIND-500K was
extracted from MIND-large, it also protects user privacy. Therefore, we ensure
that this work will not lead to any privacy issues.
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