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Abstract: Learning design (LD) has increasingly been recognized as a significant contextual element for the interpretation and adoption of learning analytics (LA). Yet, few studies have explored how instructors integrate LA feedback into their learning designs, especially within open automated feedback (AF) systems. This research presents a multiple-case study at one higher education institution to unveil instructors’ pilot efforts in using an open AF system to align LA and LD within their unique contexts, with the goal of delivering personalized feedback and tailored support. A notable finding from these cases is that instructors successfully aligned LA with LD for personalized feedback through checkpoint analytics in highly structured courses. Moreover, they relied on checkpoint analytics as an evaluation mechanism for evaluating impact. Importantly, students perceived a stronger sense of instructors’ support, reinforcing previous findings on the effectiveness of personalized feedback. This study contributes essential empirical insights to the intersection of learning analytics and learning design, shedding light on practical ways educators align LA and LD for personalized feedback and support.
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1. Introduction

While learning analytics (LA) has matured as a field of research, in practice, there is still a dearth of evidence to show its impact. Most notably, within the last 6 years, LA research has seen an exponential increase in the development of personalized feedback interventions, leveraging the availability of data from digital learning environments as well as from academic administration systems [1]. LA feedback intervention systems may be classified as closed, fully-automated systems such as dashboards displaying visualizations of students’ learning activity or progress information, presented to instructors or students; or open, automated feedback (AF) systems where instructors can control various parameters for personalizing feedback, including the data informing feedback, feedback frequency, as well as the feedback message [2]. Compared with the rapid pace of development of LA systems, however, adoption by faculty is not well understood, and, accordingly, research suffers from a lack of evidence showing real-world impact [3,4].

Learning design (LD) has long been acknowledged as an important contextual factor for interpreting learning analytics [5,6] and promoting faculty adoption [7]. In this study, we adopt the widely cited definition of learning design by [8] as “a methodology for enabling teachers/designers to make more informed decisions in how they go about designing
learning activities and interventions that are pedagogically informed and make effective use of appropriate resources and technologies” (p.7).

Few studies have described how instructors have aligned LA feedback with LD. Of particular interest is how instructors are using open AF systems for LA-based, personalized feedback within the context of their LD. Open AF tools are worthy of investigation as they are designed to facilitate instructor agency over feedback parameters—such as data, timing, and message—for personalizing feedback in their courses [2]. Thus, they present an opportune way for instructors to use LA to inform LD for the purpose of personalizing feedback. The present research describes a multiple case study highlighting the possibilities of using one such open AF tool to align LA with LD from the perspective of educators. In so doing, this research aims to contribute to much-needed empirical work at the intersection of learning analytics and learning design and to illustrate ways that educators may align LA and LD for personalizing feedback.

2. Literature Review

2.1. Personalized Feedback with Learning Analytics: The Affordance of Open, Automated Feedback (AF) Tools

LA approaches seek to harvest data with the aim of producing meaningful outputs that facilitate actionable insights for stakeholders. However, with the abundance of data in digital learning environments, there is a danger of harvesting ‘low-hanging fruit’ in the form of low-level clickstream data from learning management systems or other technology-enhanced learning technologies. Using such data to provide feedback to students may result in feedback that is not meaningful for them. This is likely to reduce the likelihood that feedback is enacted by students, thereby rendering feedback ineffective [9]. Hence, for personalized feedback to be effective, LA approaches should draw on ‘small (but meaningful) data’[10].

Advances in LA research as well as data mining methodologies have seen exponential growth in the development of AF systems. To date, AF systems may be broadly categorized into one of two types: “closed” systems, which are fully automated and loaded with preset algorithms, and “open” systems, which allow instructors to manipulate any number of feedback parameters that affect the tool’s behavior. As specified in [2], these parameters include: data; algorithms; feedback messages; feedback channels; and the student-driven feedback processes elicited by the system. Two examples of open AF systems are On-Task [11] and the Student Relationship Engagement System, SRES [12]. Because open AF systems enable instructors to make decisions around feedback parameters, they offer a viable opportunity for instructors to strategically design personalized feedback into their courses based on LD. In the next section, we explain what LD means in the context of the present research.

2.2. Learning Design: Orchestrating the Achievement of Course Objectives

Conceptually, LD refers to the underpinning structure of a course and is demonstrated through the orchestration of learning activities, resources, and assessments, supported by learning technologies, in order to meet course objectives within the context of a course. The significance of LD for LA lies in its affordance as a “critical frame of reference” for understanding the outputs of LA that are harvested from students’ interactions with the course materials [13]. LDs may be graphically presented (e.g., [8,14]) or described categorically with respect to activities (e.g., [15]). Importantly, as highlighted by [16], the rationale for these representations is “to facilitate sharing and reuse of pedagogical plans and to automate some of the design phases” [p. 234].

Effective LA implementation needs to be informed by the pedagogical context [17,18]. This consideration is important given the mission of LA to optimize the learning of all students within their contexts [19]. LA captured within LD provides valuable information regarding the effectiveness of the teaching and learning context. This information can then serve as an evidence-based rationale to replicate effective LD across multiple contexts [5].
To this end, researchers have identified 18 frameworks for learning analytics and learning design in the literature [7], of which a few are outlined below.

2.3. Frameworks for Learning Analytics and Learning Design

Checkpoint and process analytics [5]. Arguably, this was the first framework to demonstrate in practical terms how learning analytics could be aligned with learning design through the use of two types of analytics [20]. This framework focuses on three elements inherent in all LDs—resources; tasks; and supports—and how LA can then be informed against these reference points. Checkpoint analytics refer to point-in-time data showing whether students have accessed resources and are making progress through the intended sequence of learning. Examples of checkpoint analytics are course site log-ins, file downloads, or the completion of formative quizzes at the end of a weekly topic. Process analytics involve additional analysis of data harvested from learning management systems and digital learning tools. Central to process analytics are visualizations that graphically represent learning processes, especially social network analysis to represent how students interact with each other in collaborative learning activities. Process analytics also include dashboards that visualize students’ activity patterns, which may offer insights into their self-regulated learning through advanced educational data mining methodologies such as process mining.

Learning analytics for learning design [13]. This framework was developed from an interview study with instructors. It proposes five dimensions of analytics that demonstrate how LD can serve as a reference point for LA, allowing instructors to “transform learning design into a teacher-led inquiry-based practice” (p.333). These five dimensions are: temporal; tool-specific; cohort dynamics; comparative; and contingency. In relation to personalized feedback and support, the category of contingency and decision support tools is particularly relevant. Possible metrics include weekly metrics and tool-specific metrics that could be analyzed with algorithms to gain insights into students’ learning progress. The main aim of this category of analytics is to develop tools that enable instructors to identify students at risk and then tailor and send out feedback and study advice accordingly.

Analytics layers for learning design, AL4LD [21]. The framework proposes three layers of analytics. At the base of the framework is the LA layer—data drawn from the use of digital tools and platforms that students interact with as part of the course LD. This layer builds on earlier models by [5,13] described above. The researchers further categorize the data in this layer into five classes: Profiles, Checkpoints, Process, Performance, and Satisfaction. While the purpose of this layer is primarily to inform the educator about the impact of a particular learning design, we propose that this layer also lends itself nicely to the design of personalized feedback, as these metrics essentially offer dynamic information about learners’ ongoing progression and performance while still in the course.

The shortlist of LA-LD frameworks outlined above is certainly not exhaustive. However, the three frameworks were selected for their relevance to personalized feedback, which is aligned with the interests of the present research, to explore the alignment between LA and LD for effective personalized feedback and tailored support. In particular, the AL4LD was seen as a useful framework to analyze the LD in this study, as the data classes were the most comprehensive of the three frameworks.

2.4. Supporting Student Learning with Learning Analytics and Learning Design: What Has Been Done?

With the growing interest in the intersection of LA and LD, much research has been conducted to demonstrate how LA data can be applied to evaluate the quality of LD. To date, there have been a handful of systematic reviews aiming to synthesize the findings from this strand of research (e.g., [22,23]). However, supporting students’ ongoing learning with fine-grained data collected in alignment with LD is an area that is comparatively under-explored [3].
Lockyer et al.’s [5] checkpoint and process analytics framework was explored by Kaliisa and colleagues [3]. Their case study described how LA might potentially be used to provide evidence-based adaptations of LD in the context of a blended course. The researchers harvested checkpoint analytics in the form of weekly LMS activity logs, namely page views and participation. Process analytics were also employed, in the form of social network analyses derived from student interactions in online discussion forums as well as directed network graphs generated from automated discourse analysis. Interviews with the course instructors revealed that the visualizations from process analytics could be valuable for adapting LDs not just for the next iteration but also for addressing students’ progress at a cohort level while still learning in the course.

In a rare institutional-level study, [24] explored LA and its alignment with LD, specifically with respect to personalized feedback and support. However, in that study, no specific LD framework was employed; rather, the researchers referred to learning design elements (Assessment, Assignment, Session Profile, and Forum use) as a way to operationalize LD. In their study, they examined indicators (LA) that were used by instructors to personalize feedback using the OnTask tool at an institution, how these were aligned with the LD elements, and ultimately how they were associated with the academic performance of students. Through an analysis of usage logs in OnTask, the researchers found that the most frequently used LA data came from activities relating to Assessment, Assignment, Session Profile, and Discussion Forums across 99 courses and approximately 20,000 students. While the findings from this institutional study are undoubtedly valuable for understanding feedback mechanisms at an institutional level, as well as for documenting the kinds of analytics used by instructors for personalizing feedback and the impact therefrom, there is still a limited understanding of how the instructors used their own LDs as a reference point for LA-based, personalized feedback.

Overall, research is limited regarding how instructors intentionally use LA to inform personalized feedback within LD. Given that LA to inform LD is conceptually important for meaningful LA, in practice, there is still a dearth of research demonstrating how this can be achieved in real-world contexts. This lack of knowledge can impede the increased adoption of LA.

2.5. Purpose of the Research

To address the research gap, the present research aims to explore how instructors reference LD in using LA for personalized feedback and study advice in their real-world contexts. To achieve this aim, we present a multiple case study where instructors used LA data aligned with LD for personalizing feedback. In all these case studies, the instructors were exploring the OnTask tool to generate and communicate personalized feedback and support to their students. All three instructors were also course coordinators, meaning that they were the key decision-makers with regard to the learning design and LA decisions that were made in preparing and communicating personalized feedback. The case studies describe instructors’ pilot attempts at using OnTask to align LA within the contexts of their own LDs with the purpose of supporting students through personalized feedback and tailored advice. In so doing, this exploratory research contributes to the evidence of aligning LA with LD for personalized feedback in practice. This research was guided by the following questions:

RQ1. How do instructors align LA with LD in their contexts for the purpose of personalizing feedback and support in their courses?
RQ2. How do instructors evaluate the impact of personalized feedback and support when LA and LD are aligned?
RQ3. How do students perceive their personalized feedback when LA is aligned with LD?
3. Materials and Methods

3.1. OnTask: Leveraging Learning Analytics for Personalized Feedback and Advice

OnTask is a web-based platform designed to facilitate instructors’ preparation and delivery of personalized learning support actions at scale to course cohorts. As an open automated feedback (AF) tool, the platform enables instructors to make decisions around key parameters of the tool’s behavior, such as: the kinds of data and algorithms used to set rules and conditions for personalization; the content of the message; the timing and frequency of the message; and the student-driven feedback processes arising from personalized feedback. The agency afforded to instructors by the tool is therefore well-placed for instructors’ strategic alignment of LA and LD, especially in view of the kinds of data that are used to inform feedback and the timing of the communication of feedback.

3.2. Case Study Approach

The overarching aim of the research was to gain an in-depth understanding of how instructors worked within their own teaching contexts to align LA and LD. The case study approach was deemed appropriate for two reasons, based on [25]. Firstly, the inquiry was undertaken in a real-world context, and understanding the complexity of the context of LD was integral to the understanding of the case. Secondly, gaining in-depth insights into this phenomenon called for multiple sources of evidence to be gathered. In view of the fact that a single case study may present limitations with regard to generalizability, multiple cases were selected for this analysis.

The cases were selected from a pool of instructor-users at the institution where OnTask was being piloted between 2021 and 2023. This institution was a large research university in Australia. Similar to the institutional context in [24], this personalized communication platform was available to all instructors at the institution. Instructors were trained in the use of the platform, not only to equip them with the necessary skills to use OnTask but also to provide a grounded understanding of feedback, especially emphasizing that effective feedback should be embedded within LD. After attending the introductory trainings, ongoing support was provided to each instructor as needed by a researcher as they used the tool. The rationale for taking a qualitative approach in the form of multiple case studies was to obtain an in-depth understanding of the context influencing how instructors aligned LA and LD.

3.3. Data Collection

This research was part of a wider, ethics-approved institutional project evaluating the pilot use of OnTask at the institution. Instructors were informed about the institutional project towards the end of the introductory training and invited to participate in the research. Informed consent was obtained prior to data collection. In order to gain insights into how instructors integrate learning analytics tools into their learning design practices, the following data sources were utilized to capture a holistic view of the phenomenon under investigation:

- Instructor interviews. Semi-structured interviews were conducted with each participating instructor to delve deeper into their alignment practices. The interviews aimed to elicit instructors’ experiences in integrating learning analytics tools into their learning design, in particular their motivations for using the tool and their decision-making processes behind the alignment strategies. Instructors were also asked about the perceived impact of analytics on any learning outcomes, including their observations from course data. The interviews were structured around the following questions, with room for further in-depth probes: 1. Please tell me about the course in which you implemented OnTask. 2. To date, how many teaching sessions have you implemented OnTask for? 3. What motivated you to use OnTask in your course? 4. What impact do you think your feedback using OnTask had on the students’ learning experience? 5. Do you feel like you’ve had to learn any new skills to use OnTask? 6. Do you feel OnTask saved you time or prompted you to use your teaching and administrative
time differently? 7. What were the main challenges you faced in using OnTask in your course?

- Artifacts demonstrating strategies of alignment between LA and LD. These artifacts were digital documents generated in the course of discussions between the researcher and the instructors during the process of planning the strategic alignment. These are in effect the kind of “design artifacts” noted by [2] that are typically in the form of “documents and visualizations that aid personal and joint cognitive work” (p. 24).
- Student experience surveys. To gain a holistic understanding of the impact of aligned learning analytics on the learning experience, feedback was gathered from students enrolled in the courses under investigation using a single, unified survey. The survey comprised four items on a 6-point Likert scale to assess students’ perceptions of their feedback, as well as one open-ended question inviting them to input any other comments they had about their feedback. The four items were: (1) This feedback made me feel more supported by my instructor; (2) The feedback and support improved the quality and standard of my work; (3) This feedback and support improved my overall learning experience in this subject; (4) This feedback and support allowed me to complete my tasks and studies more effectively. This was followed by an open-ended prompt: Do you have any other comments about your feedback experience? This data source provided a student-centered view of the alignment’s effectiveness and potential areas for improvement.

3.4. Data Analysis

To answer RQ1 and RQ2, qualitative data from the interviews were analyzed using an inductive approach in order to generate meaningful themes at the semantic level from the data. To further address RQ2, the digital artifacts were analyzed using the lens of the AL4LD framework [21]. To answer RQ3, descriptive analysis was employed on the students’ survey responses. The survey results were then compared across the three cases.

3.5. Case Studies: Aligning LA and LD for Personalized Feedback and Study Advice

With the aim of this research to investigate the phenomenon of how instructors aligned LA and LD, cases were selected following key principles for case selection recommended by [25]. Foremost, to ensure relevance to the theoretical framework of LD, we drew on the [21] AL4LD framework as a lens for analyzing the learning designs of each case. We chose this framework as it included a class of data specifically on performance, which was missing in other frameworks. In particular, we focused on the learning analytics layer, as that was the scope of this research. For theoretical relevance, we narrowed the selection of cases to instructors who were intentionally strategic in their use of the tool to embed feedback and support within the context of their learning design over the teaching semester; in this sense, we precluded cases where instructors were using the tool mainly for personalizing general course announcements to students’ first names. For replication logic, we identified cases through purposive sampling that differed with respect to discipline, learning design, and approach to alignment. This also allowed for information richness through the collection of in-depth and comprehensive data to address the research questions while allowing for meaningful cross-comparison. Based on these principles, three cases were selected for this research. All three participant instructors were the course coordinators who led the learning design of each course. Case 1 was a large postgraduate course in the Engineering and IT disciplines with a female instructor. Case 2 was a smaller course in the Business discipline with a female instructor. Finally, Case 3 was a much smaller course in the Arts and Social Sciences discipline, at the postgraduate certificate level; this course was led by a male instructor. The instructors in Cases 1 and 2 were piloting the tool for the first time in their courses. The instructor in Case 3 had some experience implementing the tool in a different course and was exploring the use of the tool in the current course. Table 1 summarizes the main characteristics of the three cases.
Table 1. Summary of case characteristics.

<table>
<thead>
<tr>
<th>Case</th>
<th>Faculty</th>
<th>Course Level</th>
<th>Subject Design</th>
<th>Cohort Size</th>
<th>Session Duration</th>
<th>Data Classes (Based on [21])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Checksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Process</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Performance</td>
</tr>
<tr>
<td>Case 1</td>
<td>Engineering and IT</td>
<td>Postgraduate,</td>
<td>Blended learning,</td>
<td>101</td>
<td>12 weeks</td>
<td>Login by Week 3; Weekly pre-reading participation; Weekly tutorial submissions; Weekly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Masters</td>
<td>modular</td>
<td></td>
<td></td>
<td>post-class submission; Weekly post-class reflection Attendance at seminars; Downloads of</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>preparatory material topic; Downloads of revision materials for exams</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Assessment task 2 performance</td>
</tr>
<tr>
<td>Case 2</td>
<td>Business</td>
<td>Postgraduate,</td>
<td>Project-based,</td>
<td>42</td>
<td>12 weeks</td>
<td>Attendance at seminars; Downloads of preparatory material topic; Downloads of revision</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Masters</td>
<td>Flipped learning</td>
<td></td>
<td></td>
<td>materials for exams</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Assessment performance—summative quizzes</td>
</tr>
<tr>
<td>Case 3</td>
<td>Arts and Social</td>
<td>Postgraduate,</td>
<td>Blended,</td>
<td>15</td>
<td>6 weeks</td>
<td>Student reflection self-ratings</td>
</tr>
<tr>
<td></td>
<td>Science</td>
<td>Graduate Certificate</td>
<td>modular</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. All courses were conducted online. 1 2 cohorts were described in this case, due to small cohort sizes.

The rest of the paper is organized as follows. Following the guidelines for multiple case study methodology [26], we first present a detailed analysis of each case in view of the research questions, using the following structure for consistency and to facilitate cross-comparison: Course description and learning design; Motivation for using the tool; Alignment of LA and LD; Perceived impact; and Student perceptions. Next, in the Results and Discussion section, we compare and contrast the findings from each case, identifying similarities and differences, and discuss these to answer the research questions. Finally, we discuss the limitations of this study, suggest future directions for the work, and offer some conclusions from the study.

3.5.1. Case 1: Engineering and IT (First Year, Postgraduate)

Course description and learning design. This postgraduate course focused on the processes of generation, dissemination, retention, application, and distribution of corporate information and knowledge that provide business intelligence to enterprises. Typically, students undertake this subject during their first year (second semester) of study in a two-year Masters in IT program. This was a diverse cohort with different demographics and skill sets. During the Spring semester of 2021, the subject enrolled 101 students, of whom 81% were international, with English as an additional language. Furthermore, due to the COVID-19 pandemic and isolation requirements, many of the international students were learning remotely from their home countries.

This fully online course involved 12 consecutive weeks of study. This was a highly interactive course whereby students participated in weekly 3 h (fully) online, synchronous interactive, and collaborative workshops supported by a range of learning activities they were expected to complete before and after the class. The summative assessment structure comprised an early diagnostic quiz, weekly case studies, quizzes and reflections, a blog post, and a group project. The LD comprised the following weekly module structure of activities and assessments:

- **Prepare**: Weekly announcements provided a clear outline of what would be covered in the upcoming week to help students plan their time effectively and prioritize their tasks. Students were required to complete pre-reading activities, namely, interactive quizzes and videos, or scenarios that aligned with the weekly topic.
- **Engage**: This section of the weekly module encouraged active learning and peer-to-peer interaction by including interactive and collaborative in-class activities (real-life case studies, videos, simulations, or hands-on activities) designed to capture students’ attention and involve them actively with the subject material.
- **Reflect and Progress**: This section of the weekly module comprised formative self-assessment quizzes to assess students’ understanding of the subject material and open-ended text questions to encourage active self-reflection on their learning experiences to promote deeper thinking and improved metacognition.
Motivation for using the tool. The course coordinator was interested in exploring the use of LA for timely and personalized feedback to create a more student-centered and adaptive learning environment. Prior to this, the coordinator had been using the analytics feature in the institutional LMS in order to obtain valuable insights into each of her students’ learning behaviors, strengths, and areas for improvement. However, this feature was limited in terms of personalizing communications and providing actionable feedback to students, which was her main purpose for tracking students’ progress with the LMS analytics. Having attended the introductory training sessions on OnTask, the coordinator was drawn to the personalization elements the tool had to offer. This is illustrated by the following quote:

... I realised after attending the training sessions on OnTask that [the personalization] is missing [in the LMS analytics feature]. ... So the first thing is that in [the LMS analytics feature], we cannot address the students by their first names. So that personalization touch is missing from the very beginning. And in OnTask, we have that option available to tag our students in.

Alignment of LA and LD. Figure 1 presents the artifact showing the alignment between LA and LD. At the beginning of the semester, all students received a personal welcome email from the course coordinator acknowledging their enrollment and providing information about the subject structure, expectations, and important resources. After this week, the course coordinator planned to send personalized feedback to students based on the checkpoint analytics around logins, participation in subject activities, and submission of summative assessment tasks. As shown in Figure 1, the timing of the planned feedback emails was always after each checkpoint activity or assessment, so that students would be aware of their ongoing progress rather than only at the end of the course.

Figure 1. Case 1 artifact showing alignment of learning analytics and learning design for automated, personalized feedback.

Figure 2 shows an example of personalized feedback generated after the first assessment, highlighting the rule-based conditions for messages to (1) students with no submission, (2) students who failed the first assessment, and (3) students who passed. In line with principles of effective feedback [27], the message was thoughtfully crafted to express the course coordinator’s genuine concern for students’ success and confidence in their capabilities, and it offered specific actionable advice on how to improve their performance in the subject.
Figure 1. Case 1 artifact showing alignment of learning analytics and learning design for automated, personalized feedback.

Figure 2 shows an example of personalized feedback generated after the first assessment, highlighting the rule-based conditions for messages to (1) students with no submission, (2) students who failed the first assessment, and (3) students who passed. In line with principles of effective feedback [27], the message was thoughtfully crafted to express the course coordinator’s genuine concern for students’ success and confidence in their capabilities, and it offered specific actionable advice on how to improve their performance in the subject.

Perceived impact. The interview with the course coordinator highlighted three positive outcomes from personalizing feedback through the strategic alignment of LA and LD. Firstly, email replies in response to personalized feedback highlighted students’ greater sense of connection to the course and enhanced motivation. This point is illustrated by the coordinator’s comment:

...in reply emails students they have clearly mentioned that they have felt connected to the subject more, as compared to other subjects. ... So, once students, they feel that they are making progress in a subject, that give them the confidence to excel in that subject as well.

Secondly, the course coordinator observed, from the checkpoint analytics, that there were noticeably fewer late submissions of assessments. The effect of this was that, although it was planned to send students personalized feedback at every checkpoint, this was no longer necessary after Week 6. As noted by the coordinator:

Initially, the plan was to send them nine or 10 emails, but we ended up sending only half of the emails. The reason is very positive behind that action ... students didn’t give us the opportunity to send them emails. With the (first) assessment tasks, seven of them, I had no clue about them why they haven’t submitted. So I sent them a message that they have a missing assessment task, and that they still have five days to submit. So they submitted within those five days. And with the next assessment tasks, there was no missing submissions. I guess students knew, someone is checking on them. So they want to prove themselves that they should not get late this time.

Thirdly, from the judgment of the course coordinator, students’ assessments were of higher quality than those in previous iterations of the course:

That’s my personal observation that the quality of the submissions, the presentations, the in-class activities, the case study discussion students they were doing, it has much more improved if I compare it, with previous cohorts.

Student perceptions. 41 students (40.6% of the cohort) responded to the survey on their experience with their personalized feedback. Student responses were positive in the range of 4.76 to 5.24 across the four items, with the highest-rated item being This feedback made me feel more supported by my instructor (M = 5.24, SD = 1.18). This was followed by The feedback and support improved the quality and standard of my work (M = 4.83, SD = 1.38). To a lesser extent, students agreed that This feedback and support improved
my overall learning experience in this subject (M = 4.76, SD = 1.16), and This feedback and support allowed me to complete my tasks and studies more effectively (M = 4.76, SD = 1.3).

3.5.2. Case 2: Business (First Year, Postgraduate)

**Course description and learning design.** The context of this case study was a postgraduate subject in the accounting major of several Masters programs at the institution’s Business School, in which students learned fundamental management accounting and costing practices. Typically, most students attempt this subject in their second year of study. The course usually attracts a small but highly diverse cohort. For example, in the Spring semester 2021 with 43 students, 83% were internationals, and only 17% of the cohort spoke English as their first language.

Similar to Case 1, the learning format in this course involved 12 consecutive weeks of study. Students participated in weekly 3 h interactive seminars supported by a range of self-guided learning activities they were expected to complete before and after class. The assessment structure comprised two formative in-class quizzes (in Week 4 and Week 7), a group assignment (due in Week 10), and a final exam.

As a result of the COVID-19 pandemic, early in 2020, the subject shifted to an online delivery mode. The general assessment structure, however, was preserved. Due to border lockdowns, the majority of the cohort studied remotely in their home countries. This change to remote, online learning raised the stakes for students’ capacity for self-directed learning, with the expectation that they would independently complete preparatory tasks before attending online classes. For example, prior to this, students would learn fundamental concepts from an in-person ‘lecture style’ component of the weekly seminar. In contrast, in an online environment, they were now expected to review pre-recorded explanatory videos about the topic content and work through practical demonstration questions independently before attending a weekly Zoom class to work collaboratively through more advanced practical problems.

**Motivation for using the tool.** The course coordinator was curious about using OnTask to communicate in a different way with students. Having a small cohort afforded the opportunity to pilot a personalized feedback strategy that could then be scaled up to larger cohorts if found effective. Importantly, the course coordinator felt constrained by the limitations of online teaching with respect to identifying and responding to cues around students’ progress. This is described in the following comment:

I get the sense that teaching online is like teaching through a keyhole . . . So you get a very small glimpse of the student, compared to when we had face to face where you can see when they walk in, what’s their mood, you can see how much preparation they’ve done by just looking on their computer or on their workbook, you can see them interacting, even if they’re not asking you questions. So you get a much more holistic picture of the student and how they’re progressing. And that feeds into how much support you feel you need to give in terms of their learning.

As well, the coordinator perceived that teaching online hindered communications with individual students, as explained in the following quote:

The other part about teaching through the keyhole is just how little the communication is between myself and the students. . . . When you’ve got 40, 45 people in a zoom class, and even if you’ve got a couple of hours with the class, you can’t really just have an individual conversation with a student there.

Ultimately, the coordinator wanted to trial using LA through the use of OnTask to provide a more personalized approach to feedback that encourages students to engage in effective self-directed learning tasks outside of class.

**Alignment of LA and LD.** The expectation that students would complete activities in the learning management system before the online seminar created an opportunity for personalizing feedback around checkpoint analytics. The artifacts are presented as: Table 2,
which shows the schedule of personalized feedback messages implemented in this case, along with the relevant LA around checkpoints and performance data; and Figure 3, which shows the alignment between LA and LD.

Table 2. Schedule of personalized feedback and data used in alignment of learning analytics and learning design (Case 2).

<table>
<thead>
<tr>
<th>OnTask Email Message</th>
<th>Date Sent</th>
<th>Purpose</th>
<th>Learning Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welcome message and instructions for Seminar 1</td>
<td>Week 0</td>
<td>Remind students about what they need to do to prepare before Seminar 1</td>
<td>Checkpoint analytics: Attendance at seminar 1 (Y/N); Downloaded preparatory material, topic 1 (Y/N)</td>
</tr>
<tr>
<td>Nudge to attempt preparatory material</td>
<td>End of Week 1</td>
<td>Remind students to work through the preparation material and attend the seminar</td>
<td>Checkpoint analytics: Attendance at seminar 1 (Y/N); Downloaded preparatory material, topic 1 (Y/N)</td>
</tr>
<tr>
<td>Follow-up reminder to form assignment groups</td>
<td>End of Week 2</td>
<td>Remind students to form a group for the assignment and begin interacting on Microsoft Teams</td>
<td>Checkpoint analytics: Attendance at seminar 1 (Y/N); Downloaded preparatory material, topic 1 (Y/N)</td>
</tr>
<tr>
<td>Personalized feedback after Quiz 1</td>
<td>End of Week 4</td>
<td>Provide personalized feedback for Quiz 1, with personalized suggested learning strategies</td>
<td>Checkpoint analytics: Registered as group (Y/N)</td>
</tr>
<tr>
<td>Personalized feedback after Quiz 2</td>
<td>End of mid-semester study break</td>
<td>Provide personalized feedback for Quiz 2 (noting changes from Quiz 1) with personalized suggested learning strategies</td>
<td>Performance data: Quiz 2 score; Quiz 2 result (Exceed Maintain/Exceed Improve/Meet/Below); Checkpoint analytics: Download preparatory materials pattern (0–1 weeks, 2–3 weeks)</td>
</tr>
<tr>
<td>Strategies for revising the subject</td>
<td>Beginning of Week 11</td>
<td>Remind students about the availability of weekly self-guided revision tasks</td>
<td>Checkpoint analytics: Download revision materials pattern (0, 1–4 weeks, 5+ weeks)</td>
</tr>
</tbody>
</table>

Figure 3. Case 2 artifact showing alignment of learning analytics and learning design for automated, personalized feedback.

An example of how one of these messages (message 4) was constructed in OnTask is provided in Figure 4. This shows that the message, the personalized feedback after Quiz 1, is constructed in five main sections:
1. The student’s name and individual quiz 1 score.
2. Text customized to commentary on their outcome of Quiz 1 (blue).
3. Text customized to provide advice about participating in class based on their attendance pattern (green).
4. Text customized to provide advice about preparing for class based on their pattern. in downloading weekly preparation material from the LMS (red).
5. Sign-off includes an offer for further individual contact with the subject coordinator.

Figure 4. Message construction in OnTask shows rules for personalization of feedback based on checkpoint analytics.

Perceived impact. The interview with the course coordinator noted two main positive outcomes. Firstly, there was a moderate improvement in engagement with the self-directed tasks, as observed from checkpoint analytics, namely, completion of the preparatory work. In weeks where reminders were sent, the course coordinator observed that an average of 29.5% of students completed the preparation before class, compared to an average of 25.6% in other weeks with no reminders. Accordingly, the course coordinator felt that the timing of personalized feedback served as an effective nudge to complete the preparation work.

Importantly, the course coordinator’s deliberate alignment of LA and LD meant that students were receiving personalized nudge reminders on a Friday as a lead up to the seminar on the following Monday, resulting in a regular feedback loop. As noted by the coordinator:

I would send it on the Friday, because we had class on the Monday. . . . most of the emails were a reminder about what to do in the lead up to Monday’s class. Yeah, it just so happened that I kept that kind of basic rhythm. And it’s so it meant that when they did the quiz either on Tuesday or Wednesday, they had a 48-h window to do it. I had marked it by Thursday. And then on the Friday, I sent out the email at the same time as I release the marks on [LMS] as well. . . . It was a really condensed and short feedback cycle, which I intended on that.

A second and somewhat unexpected outcome noted by the course coordinator was unsolicited individual emails from students in response to personalized feedback. For example, in the week after the feedback message about Quiz 1 results was sent, 20% of the cohort (n = 9) individually wrote follow-up emails. In these email responses, students often expressed appreciation for the feedback, reminders, or suggestions. Students often also expressed their personal feelings about their assessment results, such as feeling “happy”, “sad”, “surprised and shocked” or “disappointed.” Their messages also often contained reflective statements about their existing learning strategies and outlined plans for actioning the feedback, such as paying more attention, spending more time preparing for class, following the suggested tips, and being more interactive in class. In responding to these
messages, the course coordinator found that both they and the student would often engage in ongoing, individualized dialogue over time about their progress in actioning these plans and progressing in the course.

**Student perceptions.** Approximately 44% of the cohort (n = 19) completed the anonymous post-evaluation survey, with ratings averaging between 4.16 and 4.37 out of 6. In this course, the highest-ranked item was that This feedback and support improved my overall learning experience for this subject (M = 4.37, SD = 1.92). This was followed by This feedback and support allowed me to complete my tasks and studies more effectively (M = 4.21, SD = X), and This feedback made me feel more supported by my instructor (M = 4.21, SD = 1.87). The feedback and support improved the quality and standard of my work (M = 4.16, SD = 1.86).

3.5.3. Case 3: Education (Graduate Certificate)

**Course description and learning design.** This case was conducted in a new graduate certificate program in education at the institution. The program prepared students for future professions in learning design. The program itself began in 2019, and due to the COVID-19 pandemic, it has always been delivered fully online, comprising asynchronous activities and material hosted on the university LMS and synchronous weekly ‘live sessions’ or seminars. Post-pandemic, this modality was retained, as it allowed for participation from a wider pool of students internationally. Adding to the geographical diversity of cohorts was the fact that students entered the course with different prior knowledge of the discipline. Unlike traditional 12-week courses, the program comprised eight 6-week courses. Accordingly, the program was highly intense; students could complete the entire graduate certificate program over eight months by studying one course every six weeks.

The alignment of LA and LD for personalized feedback was conducted over two iterations of one course in the program. This course introduced students to learning theories, how they related to learning design, and the implications of technology on learning theory. As with the other courses within the program, this 6-week fully online course was modular in nature, exploring a different topic over the first five weeks, culminating in a conclusion at Week 6. The LD was replicated over the five weeks in which topics were explored. Pre-class activities (before the “live session”) involved participation in discussion forums, where two or three pre-class readings on the topic were discussed. During the live session, students performed activities in online labs to learn how to use different digital learning technologies. After the live session, students attended webinars hosted by industry professionals to gain a perspective on learning designers at work. Students also summarized their own learning by completing a short 100-200 word reflection on their learning in the week’s module. In addition to the text requirement, this reflection also comprised one or two questions—depending on the number of learning objectives for each module—asking: How confident are you at [Learning Objective 1]?

**Motivation for using the tool.** The primary motivation for the course coordinator to use OnTask was to enhance student belonging. While the online delivery of the program was beneficial for widening enrolment, there have been some concerns that this online-only modality might have a detrimental effect upon the students’ sense of ‘cohortship’ and their sense of belonging in the course. This could potentially lead to a decrease in engagement with both the synchronous and asynchronous material and possibly increased dropout rates or student achievement. Moving to a face-to-face modality was not a possibility, as the course coordinator wished to retain the wide appeal and accessibility of the program. Therefore, the coordinator was interested in other ways to foster students’ sense of belonging in the course and drive increased engagement, motivation, and achievement. A possible approach was identified as increasing the teacher-student connection.

There were two further considerations that affected the design choices made. Firstly, similar to Case 2, the course coordinator was interested in trialing an approach that might be suitable for much higher-enrolled courses. Therefore, the workflow put into place needed to be efficient and scalable. Secondly, the wider context was a program about learning design,
prompting a secondary motive for using OnTask. The course coordinator had previously explored the tool in another course within the program to show the students how this kind of personalized feedback might be incorporated into course design; in other words, they wanted the implementation of this design to be a teachable moment for students. Having already experimented with personalizing feedback in this way, they now wanted to “play around with giving the students a little bit more feedback on how they were going.” Notably, the coordinator realized that there was potentially usable data from students’ reflections to tailor feedback and support regarding their progress. This idea is illustrated in the following comment:

Most of the students do the first part (of the reflection). And so I thought that was unused data. You know, so what’s the point of me asking the question if I’m not actually going to do something with it? … And so I thought, what I should actually try to do is use that to help meet their needs. Specifically, if students said, I’m not confident that I understand [topic], well, what can I do to help them do that?

Alignment of LA and LD. The motivation to support students’ learning personalized to their self-reflection was implemented as shown in Figure 5. The structure of the LD lends itself to a weekly cycle of learning activity, reflection, and personalized support. In so doing, the course coordinator wanted to create a sense of regularity in the students’ engagement with their personalized support through OnTask; that is, they would almost come to expect and even look forward to the messages. The cycle was based on the modular structure of the course.

As described above, students would complete a short, reflective survey that asked them to rate how confident they were that they had met the learning objectives for that module. In this survey, students would indicate that they either felt very confident, moderately confident, slightly confident, or not confident at all. These scores were then added together to provide an overall confidence score for that module. This analysis underpins the alignment between LA and LD in this course. If a student had indicated that they were very confident across all the learning objectives, a message could be sent to them, providing them with further information or resources or encouraging them to deepen their understanding. Alternatively, if a student had indicated that they were not confident at all, then a different message could be sent that might affirm the students’ concerns and reiterate some of the key messages. After some initial experimentation, the course coordinator decided to use videos for the personalized messages (see Figure 6). In this case, students received a personalized email from the coordinator, directing them to a video that was tailored to their level of confidence (see Figure 7). The video was chosen for two reasons. Firstly, the idea of the feedback was meant to be a quick ‘check-in’ and affirmation or support, rather than a detailed and comprehensive summary or overview. The focus was on students’ affective disposition rather than their actual performance in the course (there were other designs in place to support performance). It was felt that video was more engaging than simply text as the students could see their teacher, thus enhancing the connection with that
teacher. Secondly, by pre-recording the videos and hosting them on YouTube, it would be possible to track the number of views each video received, thus providing information about whether students were watching the videos.

These emails were designed to increase individual students’ feelings of belonging. The course coordinator was inspired by the work of [28], who argued that educators should know each student, both as an individual and as a learner. This would mean that the learner could see that the educator was invested in the success of each student and cared about their interaction and performance in the course. This notion—of knowing every student as individuals and as learners—is fundamental to many models of belonging and relates to ongoing issues like student retention and success (especially with students who

Figure 6. Still images of personalized videos were used in the alignment of learning analytics and learning design (Case 3).
are either first-time students or are returning to study after a significant period—as was the case for many students enrolled in the program).
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**Figure 7.** Personalized video messages when aligning learning analytics with learning design (Case 3). (Left): Conditions with personalized video message; (Right): Student view of personalized message.

**Perceived impact.** From the course coordinator’s perspective, two positive outcomes were observed from this approach of aligning LA with LD for personalized learning support for students. Firstly, after each email with the linked personalized video content was sent out, analytics reports from the LMS showed an uptick in student activity. In particular, the coordinator noted an association between the recommended resources and the students’ activities. The following quote illustrates this point with reference to encouraging students to return to recommended readings and the related discussion boards:

I’ve got [LMS] set up for digests emails. So every day it sends me a digest letting me know, participation in my subjects. And so usually on a Thursday or Friday, I’d send out the OnTask email... And then over the next couple of days, the digest email would come in and say, you know, student A, posted on this discussion board, Student B posted on this discussion board, and so on.

The second way in which the course coordinator monitored impact was in terms of students’ direct replies to the personalized message. The nature of these responses was interesting: for students that had been less active or were less confident in the course material, often the response was an apology and a commitment to be more active in upcoming modules—this was despite how the coordinator had deliberately steered away from language that might make the students feel guilty. The more active and confident students often responded with their thoughts on the additional materials recommended, indicating an interest in pursuing a discussion about their learning. However, something that was common to all of the responses received was appreciation for the coordinator’s noticeable engagement with their progress through the course; that is, the students liked knowing that the course coordinator knew how they were going.

**Student perceptions.** As the individual cohorts were small, survey data were aggregated for the two cohorts where personalized video support was implemented. A total of 7 students from the 2021 cohort responded to the survey, while 6 students from the 2023 cohort responded. Students felt most positively that This feedback made me feel more supported by my instructor (M = 5.00, SD = 0.71), followed by This feedback and support improved my overall learning experience for this subject (M = 4.46, SD = 0.97). To a lesser extent, students felt positive that This feedback and support allowed me to complete my tasks and studies more effectively (M = 4.15, SD = 0.80), and that The feedback and support improved the quality and standard of my work (M = 4.00, SD = 1.08).

Students commented that they appreciated the videos and felt as if their lecturer was talking directly to them—almost as if it were a conversation. They also noted that they felt
confident undertaking further modules because of this feedback. One interesting outcome was that some students wanted to watch all the offered videos (i.e., from very confident to not confident at all) and not just the one assigned to their responses. Some students were less enthusiastic about the videos themselves, indicating that they would much prefer to read the feedback, as watching the videos “took too long.”

4. Results and Discussion

In this section, we draw out commonalities and differences across the three cases, with reference to each research question, and discuss their relevance to existing literature in this area.

4.1. RQ1. How do Instructors Align LA with LD in Their Contexts, for the Purpose of Personalizing Feedback and Support in Their Courses?

The findings from the three cases illustrate the utility of LA-LD alignment within the context of regular “instructional cycles” [29]. In all three cases, the course coordinators employed learning designs that were highly structured around weekly synchronous classes, with preparation activities before and reflective or summary activities to evaluate learning after these classes. The coordinators aligned LA and LD via checkpoint analytics according to the preparation and reflective/summary activities, thereby creating iterative cycles of learning activity and feedback that are valued by students [30].

Case 3 also provides an interesting example of using data other than that automatically harvested from the LMS to align LA and LD. Many personalized feedback interventions in the literature have tended to rely on readily available data from the LMS [1]. This case demonstrates how it is possible to leverage “dangling data” [31] from a simple reflective activity, recognize their affordance as small but meaningful data [32] indicating students’ subjective states of their learning [23], and transform this into metrics to personalize learning support. Similar approaches to personalized support informed by students’ self-reports have been reported with other open AF tools like ECoach [33], but this is still relatively rare.

In view of this, the frameworks for LA and LD rarely, if at all, have a category of student self-report of their progress as part of the data categories. The AL4LD framework includes student surveys as possible complementary data sources in the learning analytics layer of the framework, but the purpose of this is mainly to provide information about students’ profiles or satisfaction. Case 3 in this research illustrates how a simple survey can be designed as a reflective activity within a learning design, and the data therein can be used to personalize learning content for students. If this approach becomes more common and evidence continues to emerge around the usefulness of these self-reports, then this could implicate an additional data class for LA-LD frameworks.

4.2. RQ2. How Do Instructors Evaluate the Impact of Personalized Feedback and Support When LA and LD Are Aligned?

Across the three cases, the course coordinators used mainly checkpoint analytics and performance data to personalize feedback and support for students in their courses. In evaluating the impact of the intervention, they also monitored changes in student behaviors around those checkpoint analytics. This demonstrates the utility of such analytics to both support students’ learning in a tailored way and evaluate the impact of such support. This dual use of analytics referenced against LD for timely support of student learning as well as for the evaluation of impact has been noted elsewhere. Furthermore, by aligning LA with LD for personalizing feedback, the course coordinators were able to “bridge the gap between the information provided by LA and the pedagogical designs created” ([7], p. 374). For Case 3, the course coordinator also leveraged simple viewer statistics from the videos personalized to students’ self-reported progress to know whether students were responding to the personalized advice. While raw click data are acknowledged to provide coarse-grained data on student learning and may limit insights into how students are
Because the personalized feedback was delivered directly to students’ inboxes from the course coordinators’ email addresses, students had a direct communication channel with the instructor. As noted in all three cases, the personalized feedback and support messages commenced a trail of meaningful email correspondence that helped the coordinator further understand the student’s progress with the course activities. Because students were replying directly to the personalized message, the coordinator was able to use this as a source of information regarding the impact of their personalized interventions. More importantly, when these email conversations were sustained over a few exchanges, this fostered dialogic feedback processes, resulting from an interplay of cognitive, social-affective, and structural dimensions of feedback. Especially the structural dimension of feedback—that is, the integration of LA-based feedback into learning design—can present a significant challenge. This is due to factors such as the complexity of educational systems, an emphasis on analytics over learning, and a focus on LA as a tool rather than a process. However, LA aligned with LD for personalized feedback through open AF tools such as OnTask, as demonstrated in this multiple case study, offers a solution to this challenge.

Surveys eliciting students’ perceptions of their experience were also helpful for course coordinators to further understand the impact of LA-LD alignment for personalized support at the cohort level. Furthermore, in this present research, the use of a unified survey facilitated the collation of student perceptions of personalized feedback using the OnTask tool in order to build an evidence base for the continued support and adoption of the tool at the institution.

With evidence from multiple data sources to understand the impact of personalized feedback and support based on the alignment of LA and LD, the course coordinators in this multiple case study were able to employ data for informed decision-making in their practice.

4.3. RQ3. How Do Students Perceive Their Personalized Feedback When LA Is Aligned with LD?

Figure 8 summarizes students’ ratings on each of the feedback experience survey items for each case as well as the overall average across the three cases. Due to the small number of responses to the survey, it was not possible to perform comparative analysis to identify differences between the cases. Across the three cases, students were most satisfied regarding the support they felt from their personalized feedback when LA was aligned with LD, as well as the improvement in the overall learning experience in the course. This sense of increased support from instructors as a result of personalized feedback is consistent with findings from other studies examining the impact of LA-based feedback with open AF systems like OnTask. For example, documented that a dominant theme in students’ experiences of feedback was the perception of care by the instructor, which enhanced their own motivation to learn.

To a lesser extent, students were also satisfied that the feedback and support improved the quality and standard of their work, as well as allowing them to complete their tasks and studies more effectively. These results suggest a possible area of improvement for personalized feedback based on the alignment of LA and LD. The three cases in this research mostly employed checkpoint analytics and, to some extent, performance data. As noted in the LA-LD literature (e.g., ), checkpoint analytics alone may not be sufficient to illuminate specific learning processes. For example, more fine-grained process analytics of usage behaviors within the quiz environment may illuminate where students were having particular difficulties, which may then be used to inform more specific feedback to students on how to improve the task more effectively. Future studies could compare the student experience of personalized feedback based on checkpoints or process analytics to examine if the latter can shift students’ perceptions regarding the quality of feedback for improving their work and helping them to be more effective in their studies.
1. Documenting and gathering data from a wider range of contexts to capture more possible avenues for future research:

2. Include student performance data as an additional source of data to examine the impact of LA-LD alignment strategies.

3. Compare the experiences of educators at institutions where OnTask or similar open AF systems are fully integrated with those of the current study to examine differences in the use of analytics for personalized feedback.

4. Compare the student experience of personalized feedback based on checkpoint or process analytics to examine if the latter can shift students’ perceptions regarding the quality of feedback for improving their work and helping them to be more effective in their studies.

4.4. Limitations and Future Work

While this exploratory multiple case study has provided insights specifically into how educators use LA to inform LD for the purpose of personalizing feedback, we acknowledge that this study is not without its limitations. Firstly, the results of this study are limited to three case studies conducted in postgraduate courses at one institution. While we have captured cases from different disciplines to maximize variability, we acknowledge that these cases may not represent all higher education contexts. Secondly, the data for evaluating personalized feedback in this study was mainly drawn from the perspective of the instructor. We acknowledge that the instructors had limited experiences with the tool and therefore may not have been able to fully explore the possibilities of aligning LA and LD with this tool. Additionally, student responses to the feedback experience survey were also limited to a small sample, as not all students chose to give their feedback. Related to this, the survey was also anonymous, making it hard to examine a more nuanced impact—for example, in Case 3, how did students who self-reported low confidence in the achievement of the learning objectives perceive their personalized feedback with respect to the four items? Thirdly, it should be noted that, at the time of this research, OnTask was being piloted at the institution and therefore not fully integrated with the institution’s data systems. We recognize that this is a limitation with respect to instructors being able to fully experience the power of an automated system. Notwithstanding these limitations, the focus of this multiple case study was to understand how educators aligned LA and LD for personalized feedback in real-world contexts, which is recognized to be a significant gap in the literature. From the findings of the present study, we can identify the following possible avenues for future research:

1. Documenting and gathering data from a wider range of contexts to capture more variations in the approaches of LA-LD alignment for personalized feedback.

2. Include student performance data as an additional source of data to examine the impact of LA-LD alignment strategies.

3. Compare the experiences of educators at institutions where OnTask or similar open AF systems are fully integrated with those of the current study to examine differences in the use of analytics for personalized feedback.

4. Compare the student experience of personalized feedback based on checkpoint or process analytics to examine if the latter can shift students’ perceptions regarding the quality of feedback for improving their work and helping them to be more effective in their studies.

![Figure 8. Students’ ratings of personalized feedback using LA aligned with LD: Means for 3 cases and overall mean.](image)
5. Conclusions

This research has contributed to the increasingly acknowledged need for an alignment between LA and LD, especially in real-world teaching practice, which is currently a gap in the literature. To ensure grounding in the LD literature, we used the AL4LD framework as a lens to analyze alignment. Through three exploratory case studies intentionally selected for their variation, this research provides empirical evidence of instructors’ practices of aligning LA with LD for personalizing feedback and support to their cohorts. Our research builds on the emerging work on bridging LA and LD in practice to strengthen connections between LA and pedagogy.
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