
A neural network-based low-cost soft sensor for touch recognition and
deformation capture

Fig. 1. Our low-cost soft sensor detects contact areas, measures force, and reconstructs 3D virtual sensor surfaces in real-time. It
identifies both single and multiple contact points and can reflect surface deformation in a dark environment.

We present a stretchable, low-cost soft sensor that can detect contacting force, single and multiple touching areas, and reflect the
sensor deformation with a 3D virtual surface in real-time, all without the use of optical devices. Our capacitive stretchable sensor is
fabricated using only inexpensive materials, a 3D printer, laser cutter, and other simple equipment. Our sensor also uses trained neural
network models to translate the signal directly into the localization, force measurement, and out-of-sight deformation. We propose an
effective data collection system that captures ground-truth 2D localization, force measurements, and 3D surface geography data and
generates a high-quality, pre-validated data set. The data set is fed to two neural network models after it has been filtered using prior
knowledge. In a series of controlled experiments, we demonstrate the stability and accuracy of the prototype soft sensor. In both
single-point and multi-point contact scenarios, our sensor achieves reliable results.
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1 INTRODUCTION

For humans and other animals, the skin is one of the most fundamental means of perceiving the environment. No
matter if we are shaking hands, touching an object, or being bitten by a fly, our skin allows us to feel contact forces and
locate areas of contact. The term, wearable technology, has fueled a boom in wearable devices over the past few years,
and soft sensors, which resemble biological skin, have become a hot topic in human-computer interaction. Flexible
and stretchable sensors are naturally useful in the fields of robotic arms and human-computer interaction. However,
assembling a soft sensor has proven to be challenging and costly. It’s mainly due to the fact that the material used for
the stretchable sensor is expensive and the fabrication workflow of embedded electrodes typically requires an industrial
laboratory.

As illustrated in Figure 1, we present a novel, low-cost soft sensor that can be produced in a typical university
laboratory. As part of our efforts to reduce costs and increase stability, we have designed a fabrication workflow that
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requires a 3D printer and laser cutter to minimize the level of manual work and complexity of electrode fabrication.
Besides, the primary components of our sensor are a shaped carbon nanotube (CNT) sheet and RTV silicone (room-
temperature-vulcanizing silicone). The total cost of sensor material is low and we can fabricate the sensor without
strictly enforced device specifications. In addition, the connecting hardware of a sensor is typically difficult to design
and implement. The cost of the soft sensor could be increased by the readout device. To overcome it, we implemented an
Arduino-based data reader. The usage of Arduino boards simplifies hardware design and provides millisecond-accurate
readings.

Vision-based systems are exploited for various applications to capture surface deformation in three dimensions. For
these solutions, however, motion-tracking cameras, reflective markers, and particular environmental conditions are
required. In general, it is difficult to use camera-based applications with wearables and robotic arms due to obscured
images and a lack of light. As a sensor-based solution, our prototype sensor is capable of reconstructing pushing
deformation in real-time and achieving the same performance in an out-of-sight environment. To accomplish this, our
soft sensor combines the capacitance sensor array concept with a data-driven approach. The integrated soft sensor
system detects capacitance variations using CNT electrodes. Mixed CNT electrodes and silicone material are flexible
and deformable during the touching operation. In the meantime, neural network models are utilized to address the
potential relationship between raw sensor signals and expected patterns. This permits us to detect touch location,
measure touch force, and capture surface deformation in real-time.

Building a large and efficient data set for a new soft sensor is incredibly hard due to the lack of suitable methods.
This study implements a real-time data collection system for gathering ground-truth data. In terms of localization
and touching force, we define an output format that includes force value and 2D position to gather the actual data.
To capture the surface deformation, we attach small reflective markers to the surface of soft sensors and use motion
capture (MoCap) technology to collect the markers’ position in real-time. Following the collection of raw data, the data
set will be processed via the steps of data cleaning, moving averaging, and coordinate system transformation based on
prior knowledge of the geometric position. The converted data reflects the variation of capacitance more accurately.

To verify the precision of the sensor prototype and data sets, we compare the accuracy of 2D localization using
different testing scenarios. In the meantime, we examine the accuracy of 3D surface deformation capture using a test
data set. Due to its simplified fabrication method and low price, our prototype has the potential to be used in wearable
devices and sensing applications.

2 RELATEDWORKS

Our work involves a wide range of fields, including deformable input and capacitive sensors. In this section, we briefly
review the fundamental works in these fields.

2.1 Deformable input

The research on sensor-based deformation capture and touch recognition have its roots in deformable input [1] [6].
Deformable input devices have primarily been utilized to replace traditional input devices regarding medical devices,
controllers and smart mobile devices. Compared to the standard input devices such as the mouse and keyboard, the
deformable input device offers a greater variety of shapes and sensing approaches [3]. For instance, the deformable input
allows users to control the laptop through an interactive display. Wearable devices can be adapted to assist individuals
with disabilities in their day-to-day activities. The fabrication principles of sensors are also diverse. Researchers have
explored this domain using various flexible sensors. The majority of deformable inputs are designed to deal with specific
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obstacles. Thus, researchers tend to limit the capabilities of these sensors. For instance, Sugiura et al. [54] designed
a sensor that can only identify stretching and has minimal use cases. The sensor described in [64] is only utilized to
identify concrete cracks.

Research on deformable input devices can be divided into two categories: hand input and body input [39]. Due to the
flexibility of human hands, deformable hand input is the focus of most research. Hand input deformation classes include
bending, folding, stretching, and pressing, according to [32]. Bending is a common shape change, which often results in
displays, handheld controllers [52], and musical instruments [34]. Folding often occurs in mobile phones, monitors, and
some specific controllers. Typically, stretching is used in two-handed operations and one-handed stretchable sensors,
such as pulling straps. The primary research context for deforming planes, touching screens and pressing sensors is
pressing [5] [55] [56] [20].

Early research focused primarily on detecting a single type of deformation, known as one-dimensional deformation.
In recent years, scientists have shifted their attention to multidimensional deformation, such as soft body inputs. Body
inputs or wearable devices enable researchers to record the deformation of specific body parts using self-sensing
devices [23]. For instance, Baldwin et al. [4] identifies the user’s gait pattern and predicts whether or not they will
fall. Singh et al. [51] categorises body positions. The reference [36] describes a recently developed pressure perception
device. Parzer et al. [37] implements a sleeve to differentiate postures from raw data. Huang et al. [19] presents a sensor
attached to the elbow that detects elbow movement. The sensor made by Ma et al. [27] can detect leg movement. By
detecting the body’s electric field with an integrated sensor, Yildirim et al. [65] augments the human body’s sensing
capabilities.

2.2 Capacitive sensors

Capacitive sensors are associated with the research of human-computer interaction [16]. There are several fundamental
characteristics of the capacitive sensor that have caught the attention of researchers. Capacitance sensing, for instance,
utilizes only electricity, and the capacitor principle is simple [28]. A capacitive sensor consumes little power and its
components are widely accessible and reasonably priced [18] [63]. Prior research has primarily focused on lowering
fabrication costs, boosting sensor sensitivity for deformation, and implementing flexible sensors.

Since 1997, capacitance and electrodes have been integrated into touch sensors [23]. Murakami and Nakajima [31]
introduced capacitive sensors as the hardware component of deformable input devices in the year 2000. By collecting
the capacitance change with the input device, researchers can map the shape change to the capacitance change in the
real world. The Sony research team implemented a deformable display utilizing a grid capacitive sensor in 2002 [40].
Changes in capacitance display can identify the location of finger contact. Through this research, occlusion defects
caused by vision devices can be avoided. In 2007, researchers proposed a flexible, printed sensor [58]. Because the
electrode distribution has been pre-designed, the printed sensor can detect surface deformation. However, it is unable
to pinpoint the location of the deformation.

To identify the location of touch and deformation, the researchers developed a microcontroller-based capacitive
touch sensor [7]. This sensor is able to detect the precise location of the touch thanks to its 2D mesh structure. However,
the sensor area is small and the sensing space is fixed. To bypass the shape restriction, Savage et al. [48] defined a
method that can automatically cut the electrode layout based on the design. Copper foil is used to construct the sensor
electrode, and a laser cutter is used to automate the cutting process. Such an approach overcomes the limitations of
sensor shapes, allowing researchers to modify sizes and layouts to suit their requirements. Nonetheless, the sensor is not
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stretchable or foldable, and the copper wire is not durable. Consequently, Grosse-Puppendahl et al. [15] implemented a
brand-new motherboard platform to reduce costs and improve robustness, linking up to 8 low-cost sensors.

To open up a path towards a large electrode number, Rus et al. [46] brought up the idea of 2D mesh structures for
the electrode layout. Later, Gong et al. [14] reintroduced the printed electrode pattern to increase electrodes. Rendl
et al. [41] described another printable electrode layout and sensor structure that significantly expands the number of
electrodes and their coverage area. Utilizing the concept of Rendl et al. [41], Rendl et al. [42] proposed a redesigned
sensor layout to sense folding. Later, Nguyen et al. [33] achieved a low-cost, flexible interface with new materials.
This sensor is composed of conductive foam and fabric and can locate the spot of the deformation on the 3D model. It
requires 8 nodes to capture the direction of folding but fails to reflect the deformation’s details.

From a different angle, Mehmann et al. [29] implemented a flexible input with 56 electrodes and attempted to capture
the shape of the bump layout. In 2015, Schmitz et al. [49] embedded conductive carbon-based materials into 3D-printed
models. The shape of the conductive materials can be flexible. In the same year, Weigel et al. [60] designed a novel
type of flexible sensor that allows users to design the shape and size of the sensor with laser cutting. The capacitive
circuit is composed of cPDMS (carbon doped polydimethylsiloxane), and the laser cutter can also be used to shape the
layout of cPDMS. Although the sensor can only detect the pressing and not the location of the contact, its design has
inspired future research such as [22]. After that, a new elastic and flexible electrode material was developed [2]. In this
work, the fabrication complexity of capacitive sensors was reduced by automating the workflow. Casting materials,
laser-patterning electrodes, and applying a protective layer consists of the standard fabrication process. PVA (Polyvinyl
alcohol) is used to adhere the circuit to the surface of PDMS (Polydimethylsiloxane), which simplifies the production
workflow.

To enlarge the scale of the sensing area, Roudaut et al. [44] proposed a modular deformable sensor. As a solution
to the material cost limitation, Yoon et al. [66] developed a cost-effective real-time detection sensor with conductive
silicone rubber. Instead of grid electrodes, they applied the Neighboring Method to track the location of the deformation.
The downside of the neighboring method is that accuracy will decrease during stretching. Yoon et al. [67] also used
Neighboring Method, but they decided to use a machine learning algorithm to process the collected data and achieved
positive results.

2.3 Fabrication

Initial research directions for fabrication are concentrated on material breakthroughs. Sensor performance is typically
improved by increasing the conductivity and flexibility of the materials. As a result of the invention of novel materials,
the workflow for fabricating objects becomes heavily complicated, and the price tends to increase vastly. For instance,
Sekitani et al. [50] provided SWNT-based (Single-Wall Carbon Nanotubes) stretchable conductors. Thus, the fabrication
process requires a high-pressure jet-milling homogenizer and the continuous addition of various materials to the gel. It
has restrictive temperature and time requirements.

To reduce the complexity, researchers proposed various solutions with cheap materials. Grosse-Puppendahl et al.
[15] described the motherboard and the sensor link. Wikström et al. [62] utilized the conductive tape to perform sensing.
Grosse-Puppendahl et al. [16] introduced wires and sheets to construct the sensor. Although these sensors reduced
costs, the sensor materials are not standardized, and each solution has a unique fabrication process. And therefore, the
production process necessarily requires a fair bit of manual work, resulting in a massive influence on sensor precision.

Over the years, scientists have invented automated fabrication using cutting machines and automatic printing
mechanisms. Through the use of cutting machines, Savage et al. [48] achieved flexible copper circuits. Gong et al. [14]
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designed an automated manufacturing process that prints the layout of copper electrodes. Kao et al. [22] produced
the circuit layout by slicing the gold leaf. Peng et al. [38] designed and implemented a new type of 3D printer, which
is capable of printing deformable and complex objects directly. Besides this, it can also print multilayer circuits. The
printed model, however, is relatively rough. Araromi et al. [2] described a flexible and stretchable single-layer electrode
circuit material, and most of the processes were automated. This stretchable material’s substrate is composed of PDMS.
PVA plane is formed by casting, and during fabrication, unshaped electrode layers are covered with screening on the
PVA plane. The circuit is then printed via laser patterning. Wessely et al. [61] used UV lithography to print the sensing
area. Rosset et al. [43] presented a fabrication approach in which the stretchable film was attached to the placeholder
and printed by machines. By 3D printing a sensor mold and squeegeeing conductive ink, Jeong and Lim [21] minimized
the amount of manual work.

In addition, screen printing can also be achieved through shadowmasks [50]. Later, Cholleti et al. [8] described a novel
method for simultaneously printing conductive ink and conductor material. Yoon et al. [66] mixed the nano-titanium
tube material with other substances to make a flat surface. During the manufacturing process, they utilized a heat
press and toast oven to accelerate the curing. Unlike the previous production process, this fabrication workflow can be
re-implemented in the laboratory setting. Yoon et al. [67] also strived to use the toast oven in the production process.
However, the electrodes of the above-mentioned sensor types only consist of a single layer. Moreover, researchers have
integrated laser cutters into fabrication steps in an attempt to streamline production [27] and inspired our work.

2.4 Analysis approach

The analysis approach of capacitive sensors is closely related to the sensor layout. The simplest electrode layout involves
positioning the sensor at a predetermined location and capturing touch or deformation via sensor data changes at each
predetermined location. The approach described by Grosse-Puppendahl et al. [15] involves the placement of up to eight
touch sensors in a predetermined scene. Lissermann et al. [26] developed a wearable ear device that can respond to both
single and possible multiple touches. The device can be used as a controller for playing music, adjusting the volume,
and pausing the music by touching the predefined sensing area. Wikström et al. [62] provided conductive tape with
motionless electrodes. Thus, only a few deformations can be gathered. Additionally, the wearable sensor provided by
Singh et al. [51] has fixed electrode positions. Parzer et al. [36] used rows electrode to measure pressure. Sarwar et al.
[47] proposed the grid sensor array to identify the location of the touch. Han et al. [17] designed a deformable flexible
plane with linear hall sensors and permanent magnets that can reflect the touch on the plane of a virtual environment
in real-time. Through marker detection and camera-based prior knowledge, Rendl et al. [42] achieved the real-time
correspondence between the 3D plane and the sensor plane in [33] constructed a virtual 3D model that includes eight
pre-installed nodes.

Algorithms and techniques for machine learning and deep learning open up a path to map raw data to corresponding
deformations. Cohn et al. [9], for instance, employs KNN (k-nearest neighbors) to map the raw data collected by
wearable devices across multiple body actions. Yoon et al. [66] analyzed the deformation and movement collected by
the Neighboring Method through linear regression. As a classic algorithm of machine learning, SVM (support vector
machine) is also used. Cohn et al. [10] utilized SVM to map electronic noise to various pose classifications. Nguyen
et al. [33] identified the direction of the deformation correctly by SVM. Parzer et al. [37] designed a sleeve sensor
to collect posture-related deformation and determine the correct posture through SVM. SVM also works well with
NeighboringMethod [67].
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The problem of identifying the touch position was also viewed as a regression problem by researchers [25]. Thus,
they adopted the random decision tree forest to process the regression calculation. Rus et al. [45] opted to use a decision
tree to analyze the original data and obtained positive results. After that, Vega et al. [59] identified the subconscious
movement through the decision tree. Singh et al. [51] implemented a wearable device to recognize body posture with
decision trees. Mohd Noor et al. [30] utilized PCA to reduce the dimensionality of the original data and introduced the
Gaussian Process Regression model to predict finger movement. Larson et al. [24] built a grid-like electrode distribution
sensor and analyzed the raw data through CNN (convolutional neural network) to identify the touch position in
real-time. CNN is additionally mentioned in [12] and [13] and perform positive results.

3 SENSOR DESIGN AND FABRICATION

Our goal is to construct a flexible, low-cost sensor that can be assembled in an university laboratory and is fairly
accurate. The majority of current research on soft sensors concentrates on industrial-grade sensing systems. This
requires a high level of production environment and is difficult to replicate; the sensor itself is also expensive. Even for
flexible sensors that can be assembled in a laboratory, the replication success rate is commonly limited by the necessary
equipment. For instance, when combining carbon nanotube material with liquid silicone, the strength and power of the
stirrer is essential. Without the proper stirrer, creating materials with uniform conductivity is difficult. In addition, the
temperature required to accelerate the solidification of silicone is extremely demanding. If the temperature is too high
and air bubbles remain in the silicone, the bubbles will expand during the heating process. An air-filled silicone liquid is
incapable of forming a flat surface. In addition, we wish to minimise the manual labour involved in the production
process. The success rate of manual production is difficult to guarantee. To improve the quality of the flexible sensors,
we would like to use automated machines.

Figure 2 illustrates the final prototype sensor. Our flexible sensors are composed primarily of silicone and have a
translucent appearance overall. On the surface of the sensor, the distribution of electrodes and conducting circuits
can be observed. Our sensors’ primary component is a low-cost material. Each flexible sensor costs less than 14 USD,
excluding the 3D-printed support frame and electronics, and has a total thickness of fewer than 4 millimeters. There are
extensions on both sides for connecting the circuits to the data reader. Currently, the dimensions of our flexible sensors
are 9 cm by 9 cm. When reading the data, our sensors can be self-calibrated and begin outputting capacitance data in
less than three seconds. The data reading frequency is measured by microseconds. No additional equipment is required
for the setup process. We introduce 3D printers and laser cutters into the fabrication workflow, which greatly reduces
the complexity and cost.

3.1 Multi-Layer Structure

As shown in Figure 2, Our soft sensors have a five-layer structure consisting of two protective layers, one dielectric
layer and two conductive layers. The dielectric layer is made of the same material as the protective layer and consists
of silicone RTV 4420 components [11]. The mixing of RTV silicone requires solvents. We used Toulon and isopropyl
alcohol according to the previous research specification [12]. The conductive layers are not all conductive, but have
electrodes and circuits embedded in them. The circuitry is made up of CNT sheets. The main components are RTV 230
silicone [57] and TUBALL MATRIX 601 [57]. The CNT sheet is stretchable and deformable and the volume resistivity of
the conductive sheet is 1.102̂ Ω.cm. The size of the conductive sheet is 0.14m * 0.14m and the thickness is 2mm. Each
sheet has 0.045 kg. We chose these materials due to their low cost and ability to be assembled at room temperature
without complex assembly requirements.
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Fig. 2. Left: A prototype soft sensor. Middle: A five-layer structure for the soft sensor. During deformation, the distance between two
conductive layers changes, causing a variation in capacitance. Right: Circuits are embedded within each conductive layer. The parts
that overlap function as electrodes for our soft sensor.

The two conductive layers have different directions of circuit distribution. When the different layers of the entire
flexible sensor are stacked together, the circuit distributions of the different conductive layers intersect in the vertical
direction. These intersection points are the electrodes of the flexible sensor. Our flexible sensors recognise the position
and intensity of a touch by the change in capacitance of these electrodes. As the different layers of material are
stretchable and deformable, our sensors as a whole are also stretchable, deformable and foldable. Our capacitive sensor
is a capacitive shape-changing sensor; consequently, the capacitance value of the sensor capacitor is not fixed. The
capacitance value of a shape-changing capacitor is determined by the overlapping area of the two electrodes and their
distance. During deformation, the distance between the upper and lower electrodes varies, as does the area of overlap.
By measuring the real-time change in capacitance, our sensors determine the location and extent of deformation.

The electrode of the current sensor is arranged in a grid pattern. The circuits of the conductive layer cross naturally to
form 16 electrodes. The primary purpose of a grid layout is to simplify the process of accessing data and 2D coordinates
can be used to position the electrodes in a grid layout. This facilitates the visualization of raw data when reading it.
Additionally, the grid layout simplifies data collection. When data is collected from the weight map, the grid layout
allows for direct correspondence between the weight map and electrode positions. Besides, the reflection markers were
used to collect 3D geographic data and the grid layout of the reflective markers can be matched to that of the electrodes.
It makes the validation of the dataset easier.

3.2 Hardware

The data reader is primarily composed of an Arduino motherboard, a multiplexer, and a 3D-printed frame. Utilizing the
Arduino motherboard as the prototype’s hardware significantly reduces production costs. The data reader’s primary
function is to rapidly measure the current capacitance of each electrode. During capacitance measurements, the
multiplexer is able to swiftly switch between circuit channels. As illustrated in the Figure 3, the data reader measures
the current capacitance of the electrodes through the red channel 𝑆 . When the red channel is connected, the Arduino
board records the amount of time required for the capacitance of the electrodes to fill with the current voltage. The
data reader’s processing time can be used to calculate the electrode’s current capacitance. As soon as the output is
completed, the multiplexer switches to the next channel. This procedure is repeated until the entire reading is complete.
In the invariant state, the entire capacitance of the electrodes can be read in approximately 0.5 microseconds. In a state
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Fig. 3. Capturing the capacitance value 𝑆 of the sensor electrode that is activated. The data reader is composed of an Arduino board
and a multiplexer. After activating the red circuit, the reader is able to collect the value 𝑆 . By switching multiplexer channels, the
capacitance of each electrode is obtained.

of deformation, the total time alters to around 0.9 microseconds. The script installed on the Arduino board keeps track
of the current electrode coordinates, capacitance value, and timestamp automatically.

3.3 Fabrication process

As described in Figure 4, the manufacturing procedure is comprised of two distinct workflows. Initially, the conductive
layer with the designed electrode layout is produced. In this step, a laser cutter is used to reduce the number of manual
operations. The design of the electrode layout is based on the capacitive principle and the CNT sheet is cut with a
predetermined electrode layout by the laser machine. Due to the thickness, color, and composition of the CNT sheet,
laser cutting must be repeated multiple times along the same cutting path. There is a possibility that the cut electrodes
will adhere to the base because of the laser cutter’s high temperature. The cut electrode should be cleaned with water
and a towel before it can be utilized to create conductive layers.

Laser CutterCNT sheet

Mold Screening Protective

Layer

Conductive

Layer

Screening Dielectric

Layer

Screening

Fig. 4. The fabrication of a soft sensor involves two pipelines: the upper one is for laser-cutting conductive layers and the lower one is
for fabricating the multi-layer sensor.
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Prior to carrying out the second step, we prepare the sensor molds with a 3D printer. PloyCarb was applied as the
printing material on a Stratasys 450mc 3D printer [53] and both sides of the mold were left with extended circuit
interfaces. RTV 4420 is the main component of silicone. The silicone liquid requires an equal mixture of RTV 4420
component A and component B. The liquid silicone is difficult to stir and contains numerous air bubbles after mixing.
Therefore, additional co-solvents are required for the fabrication process. First, we will combine RTV 4420 component
A with Toulon in equal proportions. The mixture will be stirred by hand for five minutes. After stirring the mixture, 1.5
parts of isopropyl alcohol and 1 part of component B are added. The final step is manual stirring for 10 minutes. After
stirring, the mixture is clear and devoid of air bubbles.

Following Figure 4, We construct a protective layer. The protective layer is the lowest layer of the soft sensor and
is made entirely of silicone. As a protective layer, the liquid silicone is injected into the mold. Using a squeegee, the
extra silicone liquid should be removed from the mold. After undergoing natural curing, the silicone within the mold
forms a protective layer and its thickness is one millimeter.The protective layer is then positioned within the mold
of the dielectric layer.On top of the protective layer, the previously generated electrode layout is positioned and the
electrodes’ ends can protrude from the mold. After that, we refill the mold with the silicone mixture and squeeze out
any extra liquid. After the natural cooling, the first conductive and dielectric layers are formed. The current sensor will
be placed in the mold by repeating the preceding steps. After constructing the last protective layer, the flexible sensor is
fully functional. Due to the presence of co-solvents, it is critical to note that the silicone solution mixture will emit toxic
volatile gases during natural curing. The laboratory containing prototype sensors must be adequately ventilated. The
resulting sensor has a thickness of 5 mm and is extensible and deformable. As soon as the sensor has been formed, a
data reader is utilized for rapid verification. Ensure that the capacitance data of each electrode is read.

4 DATA ACQUISITION

We employ a data-driven method to detect touch and three-dimensional reconstruction. Consequently, the key to
success is the rapid collection and creation of a large and reliable data set. Our sensor solution is, however, a novel
product. This indicates that no ready-made data set is available for use and we were required to develop a workflow for
data collection from scratch. This workflow requires the ability to rapidly collect relevant data and validate its accuracy.
The data set should contain the least amount of possible noise. This is performed to guarantee the accuracy of the model
during the following deep learning training. Besides, we want the flexible sensor to detect two-dimensional touch and
reconstruct the three-dimensional deformation of a plane. As a result, our data collection workflow is separated into
two-dimensional touch sampling and three-dimensional deformation sampling.

4.1 2D Touch Sampling

As shown in Figure 5, we prepare a supporting framework for 2D touching. The sensor is suspended in the middle of
the framework and the edges of the sensor are attached to the frame. We detect the position and force of contact using
calibration weights. There are various weights of calibration weights available to facilitate the collection of sensor raw
data. Furthermore, multiple weights of the same weight can be utilized to collect raw data for multiple touches. To
standardize the input and output of data collection, a weight map has been developed. The weight map illustrates both
contact position and touch force. As demonstrated in Figure 7, each weight map’s grid is mapped onto the electrode
pattern. When a sensor’s surface is covered with weights, the received weight map must also be represented numerically.
The units of the weight map are 𝑔.
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Fig. 5. Left: Weight and force collector prototype. Middle: Collect touching localization and force. Right: Collect data of multiple
touching

During data collection, we placed calibration weights on the surface of the soft sensor. The weight maps were then
modified based on the existing positioning and weight counts. We created a data collection script that reads unprocessed
data and combines it in real-time with the weight map. Our script significantly simplifies and accelerates the data
collection process. Our data script ensures that the current weight map corresponds to the actual position of the weight.
In the unfortunate event that erroneous data is collected, data collection can be temporarily suspended. Each time
data is collected, the script verifies its storage location and determines whether it will overwrite existing data. When
it is confirmed that data collection has begun, the script will collect the necessary records automatically. When the
collection is complete, the script asks if the next collection round should be initiated. To improve the quality of the
data, we used the moving average to increase their stability. The logic behind the calculation of the moving average
is to determine the mean of 32 records per electrode. The script automatically stores 100 records for each scenario
sampled and it is capable of assembling the raw data and the weight map in a specific format. The final data set includes
capacitance values, weighting plots, and moving average spans for each electrode. A single touch point with the same
weight can be sampled in less than 20 minutes using the script. Currently, we can sample more than 30,00 records per
data collection cycle.

Several critical tricks must be taken into account during data collection. Due to environmental factors, the initial
value of the flexible sensor will vary slightly each time the data collector is powered on. This can lead to some variation
in the collected data. Therefore, when we begin the data collection, we will collect the initial data from the sensor in its
invariable state. During the phase of data processing, these data will be used for calibration. Additionally, because the
physical state of electrodes cannot be guaranteed to be identical, the initial values of electrodes will vary slightly. When
collecting the data, we must ensure that its sequence matches that of the electrodes. This will preserve the maximum
amount of positional data.

4.2 3D Deformation Sampling

To generate a data set for deformation data, we need to introduce vision-based solutions. With the support of deep
learning networks, motion capture systems have advanced in recent years. OptiTrack [35] is a motion capture system
that primarily utilizes vision-based solutions and numerous top-tier research teams and businesses have utilized it
as an industrial solution. One of OptiTrack’s advantages is its ability to track the 3D positions of reflective markers
Manuscript submitted to ACM
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(a) (b) (c) (d)

Fig. 6. (a): Reflective markers attached on the surface. (b): Data collector with OptiTrack system. (c): The initial state of marker’s
position. (d): Recording the deformation of our soft sensor.

in real-time. We affixed 9 reflective markers to the surface of the soft sensor to collect information regarding its 3D
deformation. The size of the mark is 3mm, and a grid layout has been assigned to these markers. In the meantime, a
collection script to read and record sensor data was developed.

The sampling was performed in a laboratory equipped with 18 OptiTrack Cameras. This motion capture system
is capable of capturing the 3D geography data of 3mm markers in real-time. To improve sampling precision, a black
framework that reduces light reflection was designed. The framework holds our soft sensor and data reader and can
be placed on top of a camera holder. During the sampling process, the OptiTrack system can record 120 frames per
second and identify unique markers. After sampling, we merged the sensor raw data with the 3D geography data and
the timestamp.

As demonstrated in Figure 6, the motion capture system can label the captured markers on a large screen. When
the marker’s dot transitions from yellow to white, its position information is lost. During the sampling, we must be
aware of the marker status on the screen. Each segment is sampled between 1 and 2 minutes to minimize marker loss.
Additionally, we must be concerned about the number of cameras that are simultaneously tracking the markers. The
quantity of cameras is not always optimal. When there are too many cameras, the camera at the farthest distance
frequently loses track of the marker’s location. Therefore, we limit the number of cameras to four. When the acquisition
begins, the data collection script is executed first and will log the sensor’s current capacitance values. The motion
capture system begins tracking the marker’s position in real-time once the script has been executed. We will use a
wooden stick to touch the surface of the sensor. The change in position of the marker is recorded and displayed in
real-time on the screen. It is easy to miss the reflective markers during acquisition due to their small size. Once an
obstruction is encountered, the sampling process must be repeated. Consequently, the collector is required to be aware
of the movements. The duration of the acquisition process was approximately 1.5 hours. Typically, a single round of
acquisition yields 48k 3D position records.

4.3 Pre-validation

After data collection, we must verify the accuracy of the collected data. For a data-driven approach, the minimum
performance of the following deep learning model is determined by the data set’s accuracy. A valid and clean data set
simplifies the process of model debugging and improves the model’s precision. Not all data collected are valid due to
the external environment. Occasionally, there are biased or invalid data among the collected records. Such incorrect
data can significantly reduce the accuracy and validity of the model. Therefore, additional validation is required to
figure out whether or not it can be used to build a data set.

Manuscript submitted to ACM



12

As illustrated in Figures 7 and 8, 2D touch and 3D deformation data are validated beforehand. A deep learning model
has been pre-trained to support the pre-validation. When performing the pre-validation, sampled data is fed into a
pre-trained model. The model will forecast a weight map based on the entered data. At this time, the accuracy of the
predicted weight map is not a major concern. It is essential to determine whether there are significant deviations from
the predicted weight map. In most cases, we visualize the predicted weight map. By comparing the weight map, it is
possible to identify whether there are significant positional errors. In addition, if the predicted weight map significantly
differs in value, the sampling procedure is reevaluated to determine if an operational error has occurred. For 3D
deformation sampling, a similar pre-validation is utilized. The gap is that we apply another unique pre-trained model,
FCN-P, which is trained for 3D deformation capture. The visualization graph for prediction validation is a 3D geometric
graph.

5 COMPUTATION APPROACH

5.1 Data Processing

Before using the data set to train the deep learning model, the data quality must be enhanced. The initial step is to
standardize the raw sensor data. Since the capacitance value of the soft sensor varies during surface deformation, we
want the learning process to emphasize value variation. Therefore, the sensor data must be normalized by comparing
the initial state to the changing state. As a result of the sampling process, we can obtain the capacitance value during
the initial state, which is then utilized to generate the normalized sensor data. During the second step, sensor data is
located using an electrode grid. Due to the fabrication process, the initial state value of each electrode varies slightly.
Both the weight map data set and the 3D geography data set must be converted to the same electrode order. Therefore,
the positional information can be mapped.

Weight Map

Sensor Reader

W

S
D

2048

FCN-W

Model Predicted 

Weight Map 

Loss

Pre-validation

Data 

Processing
Weight Map 

Input 

2048 1024

Fig. 7. Left to right: the data collection and training process of the FCN-W (Fully Connected Network) model.𝑊 is the vectorized
input for the weight map, and 𝑆 is the vectorized input for the sensor capacitance. Before becoming the FCN-W model’s input, the
data set 𝐷 will undergo pre-validation and data processing. We evaluate the model’s performance by measuring the loss between the
predicted output and the actual input.

For the 3D geographic data, additional processing steps are required. The first step of the process is to sort the 3D
geography data. Multiple rounds of raw data collection were conducted by the OptiTrack system. For each sampling
workflow, the OptiTrack system will assign reflective markers a random identifier. Therefore, we must reorganize the
order of the 3D geography data makers. This was achieved by analyzing the 2D geographic data. During the deformation,
the vertical direction has changed significantly relative to the horizontal plane. Using the marker’s grid layout, we can
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quickly locate the position data. Converting Cartesian coordinates to Laplacian coordinates is another necessary step.
Laplacian coordinates are widely used for surface deformation and three-dimensional mesh deformation. Laplacian
coordinates, as opposed to cartesian coordinates, emphasize the relative relationship between closed pinpoints. By
converting the unprocessed data set to laplacian coordinates, we can eliminate the impact of orientation and angles. To
obtain laplacian coordinates, the neighboring points of each marker must be specified. Based on the visual representation
of 3D geography data, we observed that the 𝑋 -axis and 𝑍 -axis plane has a stable change, and we can use the relative
position on the 2D plane to define neighbors. The entire data set’s Laplacian coordinates were then generated utilizing
the neighbors mapping.

All data processing operations are performed by developed scripts. For data processing, only the file paths and target
paths of the files must be modified manually. Before using them for normalization, the script calculates the initial values
of each sample. The only operation that requires human intervention is the arrangement of 3D coordinates. This step
requires an inspection of the current data visualization.

5.2 Model Architecture

Our model architecture aims to reflect the real-time surface change of our soft sensor. Two lightweights, fully connected
neural networks (FCN) are used to construct this capability. Sensor electrode capacitances 𝑆 are the input data set for
both FCN models. During data processing, each input data 𝑆 ∈ R16 is normalized and can be used for two FCN models
simultaneously. For touching force and contact localization, we map each input data 𝑆 to a weight map output𝑊 ∈ R16

using the FCN model (FCN-W). As described in the section on data collection, the weight map𝑊 contains the weight of
the touching force and location. For the deformation tracking, we employ an additional FCN model (FCN-P) that maps
sensor data input 𝑆 to marker positions with laplacian coordinates 𝑃 ∈ R3×𝑀 .𝑀 is the number of markers, which is
nine, and 𝑃 represents the relative positions between markers.

Sensor Reader

2048

FCN-P

Loss

Pre-validation

Data 

Processing

Markers’ Position 

Input

2048 1024

Markers’ Position

D
S

P

Model Predicted 

Reconstruction

Fig. 8. Left to right: the FCN-P model’s data collection and training processes. 𝑃 is the vectorized input for the 3D location of reflective
marks, and 𝑆 is the vectorized input for the sensor capacitance. 𝐷 represents the merged data set records by timestamp. We enhance
the performance of the model by decreasing the distance between the predicted marker locations and the actual input.

Figure 7 and Figure 8 depict the network architecture of the FCN-W and FCN-P models. FCN-W and FCN-P both
include a 16-unit input layer. The input layer is followed by three fully interconnected hidden layers in the FCN-W
model. Each of the first two hidden layers contains 2048 units, while the third and final hidden layer has 1048 units. The
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final output layer includes 16 units that predict the weight map values. Following all hidden layers and the input layer
is the ReLu activation function. FCN-P shares the same architecture as FCN-W with the exception of the output layer.
27 units reflect the predicted position 𝑃 in the output layer of FCN-P.

PyTorch is used to implement the FCN-W and FCN-P models. Both models are trained with squared 𝐿2 loss. For
both models, we use the ADAM optimizer with a learning rate of 10−3 and weight decay of 10−5. During the process of
network model training, the batch size of two network models is 64. FCN-W was trained for 20 epochs and FCN-P for 4
epochs.

6 TASK EVALUATION

To validate the utility of our soft sensor, we design and collect data sets from various scenarios. In our experiment, we
use a model that has been trained with data from every possible scenario. For each scenario, we reserve one set of data
for testing purposes. This enables us to compare the accuracy of various scenarios. Figure 11 illustrates the integrated
soft sensor and data reader that we use to conduct our experiments. The framework is 3D-printed, and the sensor is
linked to an Arduino-based data reader.

To deploy the trained models, an application script that can read sensor data and load trained models in real-time is
implemented. After training, our application script can reconstruct out-of-sight deformation without a vision-based
solution. After being initiated, the reading function of our application script will continue to collect sensor raw data in
milliseconds. The raw data will be sorted and normalized into the proper format as input data 𝑆 ∈ R16. The regressing
function will load the same input into FCN-W and FCN-P models that have been trained. After the prediction, we can
obtain the current weight map𝑊 ∈ R16 and the real-time 3D position 𝑃 ∈ R3×9 of nine markers. The outcome of𝑊
and 𝑃 will be visualized as images.

6.1 Contact Localization and Force Detection

The prototype and the data set are validated in two ways. First, our data set includes test data that can be used to
evaluate the training model’s accuracy. Second, to validate the generalisability of the model, we conduct experimental
tests with the constructed prototype system and calibration weights on various scenarios. Figure 9 depicts that the test
scenarios include four distinct sections: 50 g single-touch, 50 g multi-touch, 100 g single-touch, and 100 g multi-touch.
Using the data collection script, we were able to collect information on the various scenarios within 30 minutes. Due
to a large number of possible multi-touch combinations, 22 patterns were selected for the multi-touch weight map.
Then, information was gathered regarding these 22 multi-touch patterns. The entire data collection process took
approximately 1 hour and 15 minutes and the newly collected data were used to train our models. Training can be
completed in less than 10 minutes using an automation script. Using the test data as measurements, our prototype
predicted the location of the touch with 100 percent of accuracy. The average error in touch weight measurement is
2.29 g. And by visualizing the prediction results, it is clear that as the touch force increases, the capacitance of the
flexible sensor increases proportionally.

For the detection of generalization ability, we utilized calibrated weights and a prototype system. Figure 11 illustrates
that the prototype system can detect the position and weight of weights placed on the flexible sensor in real-time.
To increase the system’s stability in the prototype, moving averaging is used to filter the input data. 20 rounds of
generalization tests were conducted under these conditions. The system was able to predict 100 percent of the 2D
position information of the touch. The average measurement error for touch force was 5.6 g. The maximum error was
12.9 g and the smallest error was 0.2 grams. In addition, it was discovered that increasing the moving averaging time
Manuscript submitted to ACM
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Fig. 9. From left to right, there are four distinct weight maps: 50g single-touch, 50g multi-touch, 100g single-touch, and 100g multi-
touch. From top to bottom are arranged the vectorized weight map, the capacitance value of the sensor, the change in capacitance
value, and the predicted value after training. The dashed lines depict the quantitative relationship between touch position and sensor
data.

to 3 seconds significantly decreased the maximum error. During the generalization test, we noticed that the weight’s
position affected the final weight value. The position is closer to the electrodes when the error in the final weight value
is smaller. In addition, we trained fine-tuned models for each test scenario. The average error in the generalization test
was reduced with the tuned model.

6.2 3D Deformation Capture

To test the ability of deformation capture in real-time, we have developed a real-time system that can analyze sensor
signals as well as able to perform the three-dimensional reconstruction. Our real-time system initiation does not require
vision equipment. As shown in Figure 11, the system will display the reconstructed surface. When a wooden stick is
pressed against the sensor, the reconstructed plane also deforms in real-time. To reveal the deformation, two virtual
planes with separate subdivision parameters are selected. Due to size limitations, the vertical displacement is greater
than the horizontal displacement when deformation occurs. As described in Figure 10, the variation in the vertical
direction of the marker can correspond to the variation in capacitance of the sensor. Our system prototype synchronizes
deformation with a delay of approximately 1 second.

Due to the coordinate transformation, it is tricky to visually determine the position of the 3D reconstruction plane.
Consequently, we utilize the test data set for accuracy checks. After training, our model can predict the 3D geographic
data for each marker. The trained model has an average loss of 1.66, compared to 1.34 for a random sample of test
data. Noting that 3D location training can easily result in overfitting, care should be taken when adjusting the model’s
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Fig. 10. The two images at the top illustrate the change in vertical position of markers during deformation. The second graph
highlights the vertical position route of the central marker. In the two middle plots, the the corresponding sensor capacitance
variance values are represented. Changes in the electrodes adjacent to the central marker are highlighted. The 3D-reconstructed
plane, predicted by our prototype system, is located at the base of the image. The dashed line displays the relationship between the
vertical position of the marker and the capacitance variation.

fine-tuned parameters. In the test for generalizability, pressing on the edges causes significantly less deformation than
pressing in the center. This is because the edges of the sensor prototype are supported by a rigid frame, which leads to
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less data deformation. Figure 11 demonstrates that even in the absence of light or presence of occlusion, the prototype
system is capable of reconstructing the surface’s deformation in real-time.

Fig. 11. A gallery of use cases for real-time soft sensor systems. It includes single-point and multiple-point touching detection, 3D
deformation reconstruction, and detection of deformation in darkness.

7 CONCLUSION AND FUTUREWORK

In this paper, we present a novel low-cost soft sensor. In addition, a high-quality soft sensor must be inexpensive to
fabricate, simple to install, and effective. We achieve these goals through several contributions, including the design of
the sensor layout, the selection of materials, the automation of the manufacturing process using 3D printers and laser
cutters, the development of an Arduino-based readout solution, an efficient data collection process and the creation of
new data-driven models. We validated the accuracy of the new dataset using a live prototype system based on our soft
sensor. Experiments with various scenarios demonstrate that the data-driven model is generalizable.

For future research, we would like to extend the usage of our soft senor by detecting the surface deformation of 3D
objects. It can be accomplished by attaching multiple soft sensors to the surface of a large 3D object. This objective will
present additional challenges, such as mapping 2D deformation to 3D objects. Consequently, we intend to improve
the electrode arrangement. A triangular structure of the electrode layout is more resistant to deformation than a grid
structure, and a triangular mesh layout, which has been used in 3D reconstruction as a mesh pattern, can decrease
the complexity of mapping 2D to 3D. In addition, we wish to increase the sensor size and number of electrodes by
modernizing the fabrication process. This will allow large object surface deformations to be detected. Furthermore, we
expect to develop appropriate data-driven models for the enormous quantity of raw data generated by the triangular
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layout. The accomplishment of these research objectives will significantly expand the scope of use cases for our sensors.
For instance, it could be used to detect industrial product deformation in situations where camera performance is
limited.
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