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  A Survey of Object Detection for Occluded Objects 

in Autonomous Driving Scenes 

Abstract  

Autonomous driving is a promising way to future safe, efficient, and low-carbon 

transportation. Real-time accurate target detection is an essential precondition for the 

generation of proper following decision and control signals. However, considering the 

complex practical scenarios, accurate recognition of occluded targets is a major 

challenge of target detection for autonomous driving with limited computational 

capability. To reveal the overlap and difference between various occluded object 

detection by sharing the same available sensors, this paper presents a review of 

detection methods for occluded objects in complex real-driving scenarios. Considering 

the rapid development of autonomous driving technologies, the research analyzed in 

this study is limited to the recent five years. The study of occluded object detection is 

divided into three parts, namely occluded vehicles, pedestrians and traffic signs. This 

paper provided a detailed summary of the target detection methods used in these three 

parts according to the differences in detection methods and ideas, which is followed by 

the comparison of advantages and disadvantages of different detection methods for the 

same object. Finally, the shortcomings and limitations of the existing detection methods 

are summarized, and the challenges and future development prospects in this field are 

discussed.  

Keywords: Autonomous Driving, Occluded Objects, Object Detection, Vehicles, 

Pedestrians, Traffic Signs 

1. Introduction 

As the regulations on carbon emissions are getting tougher around the world, renewable 

energy-based electric vehicles are treated as the most promising option to address the 

challenge of climate change. To compete with the traditional internal-combustion-

engine vehicle, intelligent driving is taken as an important differentiation competitive 

advantage by the new energy vehicle. Meanwhile, artificial intelligence technology-

based autonomous driving[1] does show a clear blueprint for decarbonized and safer 

transportation. Functional autonomous driving can be achieved through three basic 

steps, i.e., environmental perception & recognition[2], planning decision[3], [4], and 

vehicle control[5]. Fast, accurate, and stable environmental perception & recognition is 

not only essential information for autonomous vehicles (AV) to complete planning 

decisions and vehicle control but also the fundamental guarantee for unsupervised 

safety driving. Object detection, as the primary task in the perception and recognition 

layer of autonomous driving, has attracted great attention and achieved rapid 

development in recent years, while is still confronted with great challenges in real 

scenes with human-vehicle-road-environment complex coupling[6], [7]. The driving 

environment is complex, dynamic, and unpredictable. The limited and incomplete view 

of the vehicle, which is obstructed by other vehicles or objects, presents a great 

challenge to the driving safety of the AV. 

Obstacle blocked-view in drivers’ sight during driving is a typical impact of complex 

environments on vehicle self-guiding capabilities, which may lead to a collision in 

several cases. From partial to complete occlusion, the more parts the object obstructed, 

the less information vehicle sensors can capture, which makes objects difficult to be 

recognized. 

Manuscript WITHOUT Author Identifiers(clean) Click here to view linked References

https://www.editorialmanager.com/geits/viewRCResults.aspx?pdf=1&docID=181&rev=2&fileID=7285&msid=0b4b5da3-a03f-4126-a686-af92ab4a2013
https://www.editorialmanager.com/geits/viewRCResults.aspx?pdf=1&docID=181&rev=2&fileID=7285&msid=0b4b5da3-a03f-4126-a686-af92ab4a2013


According to the standard J3016 "Levels of Driving Automation" published by the 

American Society of Engineers in 2014, autonomous driving capabilities are classified 

into six levels (0 to 5)[8]. Under Level 4, drivers take the principal responsibility in 

driving with the help of Advanced Driver Assistance System (ADAS). In other words, 

vehicles can make decisions based on the information obtained via equipped sensors in 

Levels 1-3, while the driver is ready to take over the control of the vehicle when 

necessary. In Level 4, the vehicle is capable to complete the driving task alone, but the 

driver still can take over the control when he wants. In Level 5, the AV operates 

independently without driver intervention. Unfortunately, no car maker OEM claims 

that they have produced a vehicle with Level 4 autonomous driving capability. The 

biggest challenge is recognizing the objects, which is called perception in autonomous 

driving, in the surrounding environment accurately[9], [10]. Although the research-

oriented and commercialized solutions to recognize the targeted objects in a complex 

real environment show satisfied accuracy, objects occluded by other items will make 

the task significantly more difficult.  

Zhao et al.[11] and Sharma et al.[12] reviewed the target detection methods, which only 

focused on the role of deep learning algorithm application. For the autonomous driving 

scenes, Cui et al.[13] studied the in-depth learning methods used for image and point 

cloud data fusion processing, which classified the relevant researches according to the 

fusion level, and identified the gaps and challenges of academic research to the practical 

application. Tang et al.[14] summarized the studies of target detection and tracking 

based on radar and vision fusion. Ravindran et al.[15] evaluated the fusion scheme of 

sensing mode and depth neural network in multi-target detection and tracking. 

Regarding the specific targets, Badrloo et al., RATEKE et al., and Bouguettaya et al. 

reviewed the image-based detection of obstacles [16], roads [17], and vehicles [18], 

respectively. Badrloo et al. compared the monocular and stereo-based obstacle 

detection algorithm. RATEKE et al. focused on region-based road detection methods 

for a variety of roads. Bouguetta et al. reviewed the deep learning technology applied 

in vehicles detection from Unmanned Aerial Vehicles (UAVs) images. 

However, the aforementioned studies and reviews mainly focus on the particular 

methods used in object detection for autonomous driving or particular object detection 

methods. To the best of the authors’ knowledge, very few studies have reviewed, 

summarized and analyzed the methods for occluded objects, which is one of the great 

challenges for autonomous driving safety. The scientific contributions of this review 

are as follows: 

 It comprehensively classifies the state-of-the-art studies on occluded objects into 

three categories according to the targets, namely the detection of occluded vehicles, 

pedestrians and traffic signs. 

 It not only compares various detection methods for the same target, also analyze 

the same method used in different targets detection cases. 

 It provides clear and easy access to useful tools for the researchers and engineers 

who wants to improve the accuracy of their sensor-based detection system for 

occluded objects. 

The rest of the paper is organized as follows: Section II summarizes the detection 

methods and applied cases for occluded vehicle detection. Section III outlines the main 



problems and solutions for occluded pedestrian detection. Section 4 introduces the 

state-of-the-art methods and related cases in occluded traffic signs detection. Section V 

concludes the challenges and future research work of occluded object detection in 

autonomous driving development.  

2. Detection of Occluded Vehicles 

In real-world driving situations, it is common for vehicles or other traffic participants 

to block each other due to light conditions, view angle distortions, and road conditions, 

which pose a huge challenge for object detection in autonomous driving. 

2.1 Collaborative Perception-Based Methods 

When objects are occluded or too far away, the sensor or lidar in the vehicle usually 

cannot detect them accurately. However, the development of communication 

technology, such as Vehicle to Vehicle (V2V)[19], Vehicle to Infrastructure (V2I)[20], 

and V2X[21], [22], can help vehicles communicate with each other, then understand 

driving information better. Based on these communication systems, the recognition 

results of sensors, cameras, and lidars from different vehicles with different angles are 

aggregated to construct a 3D scene. As shown in Figure 1 below. Then, the 3D scene is 

fed back to the participating vehicles to improve their perception capabilities, which is 

known as collaborative perception[23]. Thanks to the V2V communication system, 

each car can turn the received information into safety warnings after analyzing, encode 

the warnings into short data packets with numbers, and transmit them to following 

vehicles through the LED transmitter at the rear of the vehicle. This system based on 

an LED transmitter and camera can simulate the perspective ability to help the driver 

perceive the area blocked by the vehicle in front. This non-visual perception system can 

help the vehicle obtain a virtual see-through ability, helping the vehicle/driver to 

identify more than 90% of the occlusion. The researchers who proposed the system also 

added a recommendation generation module to the system. This module can fuse and 

analyze the driving scene information perceived by the vehicle and the received 

information, and provide safer and more reliable action suggestions[24]. Although 

collaborative perception can effectively enhance the perception ability of connected 

cars, detect occluded targets more accurately, and reduce the possibility of accidents, 

the lack of an efficient information exchange protocol in the collaborative perception 

will lead to the same information sent between vehicles repeatedly. The repeated 

broadcast data pack not only causes data redundancy, and more, also cover or lost key 

information, which may raise serious safety risks. Aoki et al.[25] proposed a deep 

reinforcement learning-based collaborative perception scheme. According to the study, 

the self-car detection field of vision is divided into 15 grids, and the grids state is 

determined based on the self-car basic information (speed, acceleration, etc.), self-car 

perception results, received information, and information content. Grids state and 

network congestion degree are used as state quantities of deep reinforcement learning. 

The agent performs the action of transmission or abandonment to decide whether to 

upload the self-sensing information through the V2X communication system. Then, the 

agent will be rewarded according to the action performed. The reward is determined 

according to the repeatability, timeliness, and network congestion of information. The 

lower the repeatability and real-time of the information, the lower the degree of network 



congestion, and the greater the reward the agent gets. Driven by this reward model, 

each participating vehicle can obtain rich shared perception information, and at the 

same time, it also reduces the acquisition of duplicate information. This scheme 

effectively improves the vehicle detection accuracy and the reliability of the 

information obtained. 

Figure 1. 3D scene fusion 

However, it is worth to be noted that the required infrastructure renovation and vehicle 

device upgrade for V2X communication, such as V2V and V2I, need huge investment 

and a long time to implement.  

2.2 Radar-Based Methods 

Considering the initial investment and maintenance costs of the V2X system, a more 

economical alternative option is to use the available devices and technologies in the 

current vehicle to detect the occluded vehicles. Radar is a common sensor in the vehicle 

with a certain degree of penetrating ability, which enables the vehicle to detect and 

identify obstacles. Compared to other vehicle sensors, radar can capture the speed 

information directly in a large range and is less affected by weather[26]–[28]. 

Considering that its penetration ability will degrade when facing distant objects, Pou- 

Kung et al. use polar sliding window inference to directly apply a short-range trained 

target detection network to long-range areas of polar space to maintain the radar's 

penetrating ability[29]. However, due to the limitation of its penetration ability, the 

current radar information is mostly used to help cars obtain information such as distance 

and speed of other objects. In specific, when vehicles form a platoon, the obstacle 

detection area is limited to a relatively small dynamic range, which is based on the 

distance from the ego car to the lead car, its speed, and acceleration obtained by radar. 

Then, the vehicle tracking system can generate a safe and reliable driving trajectory by 

combining the detection results in the dynamic range for the ego vehicle[30]. However, 

as the length of the vehicle fleet increases, it is dangerous that plan vehicle trajectories 

only relying on radar-based tracking. To Improve the safety of autonomous vehicle 

fleets, -Yun Mu et al. [31] proposed a detection method based on YOLOv4 to enhance 

the detection of the front-vehicle, while the vehicle always maintains the appropriate 



distance and speed to avoid accidents. The V2X communication system[32] described 

above also can help vehicles in the fleet to obtain more road information, then reduce 

the occurrence of collisions. In addition, according to Vivoda. et al.[33], the safety of 

fleets is related to the road safety support level from their company in a study of 70 

companies' fleets. Therefore, in order to enhance the safe driving of the fleet, improving 

the target detection ability of the front-vehicle, providing efficient communication 

between vehicles, and strengthening the management of the fleet by the company are 

feasible solutions. 

2.3 Occlusion Judgment-Based Methods 

It is common that vehicle controller needs to make decisions based on uncertain and 

incomplete environmental knowledge[34]. Specifically, the target vehicle could be 

partially obscured in the sensor’s view due to the relative position, volume, and heading 

angle to the ego vehicle. could be partially obscured in the sensor’s view due to the 

relative position, volume, heading angle of the target vehicle, and other factors[35]. 

Moreover, if driving at high speed, the scales of target vehicles will change dramatically 

in consecutive photos, which leads to target occlusions with other vehicles in the 

environment. When vehicle drives at a high speed, it is difficult to identify the size, 

shape, and location of the obstacle quickly and accurately to avoid potential collision. 

However, if an occlusion event can be inferred in advance, it can leave more time for 

the driver and system to drive away from this area safely. Li et al. believe that the lower 

recognition rate of the target object is, the higher possibility it is blocked[36]. Therefore, 

a threshold of recognition rate is proposed in their study to determine if the object is 

obstructed or not by using YOLO V3 for target detection. Similarly, the point cloud 

obtained by lidar when sampling occluded objects is partial. Taking the lidar data as the 

original input, the voxelated point cloud data will be converted into a bird's-eye view 

(BEV) heat map by using statistical coding, which can easily observe the position of 

objects in the scene. Fully detected objects are represented as elliptical blobs in this 

map. The occluded object is represented by an incomplete point to indicate potential 

danger. As shown in Figure 2 below[37]. Following the accurate identification of 

obstacles, it is necessary to predict the missing part of the cloud, then, supplement the 

lack of clouds[38]. At the same time, it can also integrate the lidar data and image 

features to improve the detection accuracy of the obscure object[39], [40]. 

 

Figure 2. Lidar point cloud(left) and ellipses generated from lidar point cloud (right) 



2.4 Component Information-Based Methods 

Besides filling the missing data, another feasible way to identify the occluded object 

accurately is taking the component information as a supplementary feature to the target 

object[41]. 

Zhang et al. proposed a method to divide the whole vehicle into independent areas, 

identifying the parts and the whole target at the same time. Next, coding the parts 

according to the component affinity field before recombining them into a whole 

identification frame to improve the recognition accuracy of occluded vehicles. 

Specifically, they divide the detected object, namely the vehicle, into four semantic 

parts, i.e., the top, side, front, and back of the vehicle, as shown in Figure 3. Since the 

characteristics of the left and right sides of the vehicle are generally the same, it is 

impossible to appear in the front or back of a car at the same time in one image. 

Therefore, there are only three semantic parts in the test process to encode a 

combination[42]. Although the above method can achieve satisfactory results in terms 

of the accuracy of vehicle occlusion detection, the images collected by the camera could 

be distorted due to the illumination or re-transformation of the image. For example, if 

a detected object is at the edge of a picture, it will be angularly distorted in the IPM 

(Inverse Perspective Mapping) domain. The distortion could be restored through the 

relationship of the vertical edge of the obstacle in the camera image and the 

corresponding angular distortion slope in the IPM domain is used, the initial shape of 

the object can be inferred. In consequence, the detection accuracy of the occluded object 

under different illumination can be improved[43].  

 

Figure 3. Original image and semantic segmentation of vehicle 

2.5 Other Methods and Development Trends 

There are some alternative solutions to reduce the impact of object occlusion on 

detection accuracy. For example, installing a microphone array in the vehicle to identify 

the occluded vehicles via acoustic detection; Active adjustment of vehicle lateral 

position to achieve maximum visibility when the view is occluded. However, the first 

solution is easily affected by environmental noise, while the latter one heavily relies on 

experienced drivers, The adaptability of both methods is relatively poor[44], [45].  

Given the limited detection ability of a single vehicle, especially in the complicated 

driving scenario, collaborative perception is a promising solution to obtain the 

information of occluded objects with the development of intelligent connected vehicles. 



The information brought by collaborative perception is relatively comprehensive, 

which can help solve the occlusion problem to some extent. However, the real-time and 

accuracy of the data are difficult to be guaranteed. In addition, the connected vehicles 

are vulnerable to the network malicious attacks, especially the unauthorized remote 

control via the hostile attack of wireless remote interfaces[46]–[48]. Therefore, the 

object detection methods based on available equipment in the vehicle needs to be 

further improved before the infrastructure updates for V2X is complete. 

Aforementioned methods are summarized in Figure 4. 

 

Figure 4. Summary of occluded vehicles detection methods 

3. Detection of Occluded Pedestrians 

Pedestrians, as the most important participant in the driving scene to be protected, is 

always the key focus and difficult point of AV detection ability improvement. In 

practice, there are two major challenges to accurately identifying pedestrians. First, 

pedestrians are often occluded by other pedestrians or objects since they are small and 

usually on the moving. Second, the scales of pedestrians are usually small and may vary 

over a wide range.  

3.1 Segmentation Mask-Based Methods 

In image processing, segmentation mask can help extract regions of interest while block 

other regions. Pedestrian occlusion caused by background information can be solved 

by adding segmentation masks. The segmentation mask is an attention mechanism to 

make the detector to focus on image regions where potential candidate objects may 

appear. Integrating the attention mechanism[49] into the target detector will effectively 

enhance the detection ability of occluded objects via adjusting the network weights in 

training without learning additional parameters, which will not increase the burden of 

calculation in the inference process. Meanwhile, the additional segmentation mask 

channel will also guide the convolution kernel to learn more discriminative features 

automatically, which makes it easier to distinguish the background from foreground. 

Another practice method to distinguish the prospect and background in the image is to 

convert the segmentation mask to a binary cover, in which the cover value uses 1 to 

indicate that the content of the pixel is the foreground part, and 0 represents the 

background part. This method could make the target detector to focus on the part with 



a mask value of 1, and help them learn the characteristics of the detection target, and 

then identify the occluded object[50]. 

3.2 Enhanced Information Extraction-Based Methods 

Regarding pedestrian detection for AV, the occlusion and the scale change problems 

often appear simultaneously. Furthermore, the scale varying will increase the difficulty 

of detecting occluded pedestrians. The input information in different scales has higher 

requirements for the information extraction ability of the target detector. To meet the 

challenge of pedestrians' scale change in the detection area, a multi-scale extraction 

mechanism is proposed to extract more features before achieving satisfactory 

recognition accuracy[51]. Pyramid network[52], [53], including Image Pyramid 

Network (IPN) and Feature Pyramid Network (FPN), is a popular extraction network 

for multi-scale objects. Yin et al. proposed a pedestrian detection method based on an 

improved FPN, which uses the bottom layer of FPN to predict and detect objects with 

different scales. Considering the difficulty of obtaining useful information is the major 

challenge to accurately detect the small-scale and occluded targets, the proposed 

method adopts densely-connected blocks to enrich the semantic information. The 

densely-connected block is a combination of the channel attention module and the 

global attention module. The channel attention module weights each channel according 

to the importance of the channel to guide the network to emphasize the visible parts of 

pedestrians, then, solve the occlusion problem. The global attention module can enable 

the network to obtain the environmental information and spatial relationship of small-

scale targets and occluded targets. In consequence, it will help the target detector obtain 

more feature information of the small-scale targets and occluded targets to improve the 

recognition accuracy[54]. Compared to FPN, the IPN takes a long time, and the real-

time performance is insufficient, so it is difficult to apply to the field of automatic 

driving, and the feature pyramid network can well make up for the disadvantage of the 

image pyramid network. Involving the residual network and densely-connected 

convolutional network to the FPN shows its potential to improve the utilization of input 

information and the extraction of effective features, which are the keys to effectively 

increase the detection accuracy of occluded objects[55], [56]. In recent years, some 

studies use transformer encoder blocks to replace the convolutional blocks and CSP 

neck blocks in the magnetic head parts of original YOLO V4[57] and V5[58], which is 

inspired by the visual converter, to generate a transformer predictor head (TPH)[59]. 

Compared with the original bottleneck block, the transformer encoder block can 

effectively capture the global information and background information, then, help the 

detector to identify the occluded and denser objects accurately. The structure of the 

transformer encoder block is shown in Figure 5.  

 

 

 



 

Figure 5. Transformer encoder architecture 

3.3 Human Parts Detection-Based Methods 

When the pedestrian is in the occluded state, they may appear in a particular part of the 

body and different motion states. Using the body part information to identify the 

occluded pedestrians provides a new direction for occluded object detection. In [60], 

comparing the conventional pedestrian detection neural network with the upper and 

lower body pedestrian detection neural network, it is found that the two detection 

methods show similar performance when the mAP (mean Average Precision) of 

pedestrian completely detection is above 0.75. Therefore, the conventional pedestrian 

detection model can be replaced by a combination of the upper and lower body 

detection models without losing accuracy when part of the pedestrian is occluded. Two 

similar CNN-based occluded pedestrian detection methods are proposed by Islam et al. 

The first one uses a target detector to identify the parts of the human body. If the 

confidence of a body part is not less than the predefined threshold for it, it will be 

marked as an occluded pedestrian. To avoid setting various thresholds for each body 

part, they use the detected body part with the highest confidence as the basis for 

occluded pedestrian detection. Based on this assumption, the second method only 

focuses on the body part with the highest confidence before comparing the confidence 

score with a fixed threshold. The fixed threshold is set as 0.8, which lacks appropriate 

justification in this study, to reduce the possible false detection when the threshold is 

too low[61]. 

When using body parts to detect occluded pedestrians, it may make misidentification 

of some similar objects due to the missing interrelated information between human 

body parts. Based on the relationship between human body parts, Flores-Calero et al. 

propose a novel classifier for occluded pedestrians. The classifier divides the image 

containing pedestrians into 12 regions, as shown in Figure 6. In each region, HOG 

(Histogram of Oriented Gradients) descriptors are used to capture features. Then, SVM 

(Support Vector Machine) classifiers are to identify body parts. Once body parts are 

identified, Logic Inference (IL) algorithm is adopted to integrate all regions, in other 

words, when four regions are classified as true, the detected object is taken as a 

pedestrian. Testing results show the specialized occluded pedestrian classifier is 

efficient and stable[62]. Zhang et al. used the structural prior information to divide the 

human body area into five parts and extract the features through an adaptive pooling 

unit. Finally, combining the obtained features via the five sub-networks to improve the 



detection accuracy of occluded pedestrians[63]. Although all the body parts can be used 

as features to detect the occluded pedestrian, the features of head and shoulders of 

pedestrians are more stable and not easy to block compared to other body parts. 

Therefore, LIN et al. improved the architecture of a DetNet. The improved DetNet can 

generate detection frames for head, shoulders, and bodies simultaneously. To further 

improve detection accuracy of occluded pedestrian, the prediction weight of different 

body parts is dynamically adjusted via a built-in mechanism[64]. In future studies, a 

survey may be necessary to investigate the possibility of occluded body parts in 

common driving scenarios to reasonably distribute the weighting factors between 

different parts. 

 

Figure 6. SVM based identifier in divided regions 

3.4 Target Tracking-Based Methods 

In addition to the partial occlusion problems of pedestrians, their kinetic characteristics 

affect the detection accuracy. For example, the object moving to a blind spot of the 

camera will lead to occlusion, however, it will appeal in the view quickly after the 

pedestrian passes the blind spot. Therefore, it is necessary to predict the trajectory of 

pedestrians to the existing target tracker has been able to predict target trajectory, 

although the accuracy can be improved due to the inevitable noise. An effective target 

tracker can predict occluded pedestrian paths in advance, which will benefit the 

following path planning[65].  

In specific, the pedestrians, who appeared in the view of sensors, can be regarded as a 

short-term prediction task according to the time series, to calculate the position when it 

is occluded. And when the occluded pedestrian reappears, the target detection result 

will be sent to the re-identification network to extract features and compared with the 

features in the previous pedestrian trajectory to find the original trajectory without 

switching IDs frequently[66], [67]. Other successful attempt includes the combination 

of predicted target trajectory with the depth information from monocular depth 

estimator, which helps detect the occluded pedestrian in 3D scenes[68]. Another 

promising solution to occluded pedestrian detection is the long-term memory neural 

networks, which can track the time status of the target through the storage information, 

which is also an effective means to overcome[69]. 

Another challenge in occlusion detection is the ‘frame dropping’ that comes from 

continuous frames including state changes. In terms of AV, it means that the target 



detection algorithm will ignore the distant target when it just comes into the view, 

although the target will be recaptured after a very short period, which significantly 

reduces the response time of drivers and brings great risk. Considering the time interval 

of consecutive images is short, [70] takes the target state as a continuous variable. They 

use Kalman filter to predict the target's future state, followed by the Hungarian 

algorithm used for matching, which constitutes a target-tracking algorithm like human 

memory. To ensure real-time performance, target tracking can only be performed on 

images within a few frames. In this way, the occluded object can be detected more 

accurately.  In addition, the combination of optical flow estimation and pixel 

generation-based prediction methods can also be used to predict occluded objects in 

high-quality videos with the help of learnable masks[71]. 

3.5 Other Methods and Development Trends 

Another challenge of pedestrian detection is the low quality of pedestrian datasets for 

algorithm training. The most of current pedestrian datasets are collected by the cameras 

on the vehicle during driving, which suffers poor background diversity. Particularly, the 

scenes containing crowded, overlapping, and mutually occluded pedestrians are 

insufficient, and the density of pedestrians is relatively low in the dataset. For example, 

the average number of pedestrians per image in the commonly used Caltech dataset and 

KITTI dataset is less than 1. The performance of pedestrian detectors trained by these 

datasets is limited. To improve the data quality, Zhang et al. constructs a new dataset 

for pedestrian detection training. They crawl images from various search engines such 

as Google, Bing, and Baidu, and use pHash mechanism to remove duplicate images. To 

increase the pedestrian density in the dataset, they filtered out images with low 

pedestrian density. The 13,382 images obtained were randomly divided into three 

subsets: training, validation, and testing with 8000, 1000, and 4382 images in each 

category, respectively. There are 28.87 persons per image on average. Compared with 

the current popular datasets, the locations of pedestrians are evenly distributed in the 

image except at the top. Given the different search strategies of engines, images 

collected from different search engines show different characteristics in similar scenes, 

which is a great help to train the object detectors[72].   

Although above-mentioned achievements improve the performance of object detectors, 

too many pedestrians in a single captured view will significantly aggravate the 

computational burden and reduce the prediction accuracy. A screening module can be 

included in the detection process to remove the pedestrians who do not affect the route 

planning and driving actions, which will effectively reduce the computational burden. 

In summary, as shown in Figure 7, the aforementioned four pedestrian detection 

methods, e.g., attention mechanism to distinguish foreground and background, multi-

scale extraction network to obtain more useful information, body parts’ relationship-

based occluded pedestrian detector, and time correlation-based pedestrian route 

tracking, all achieved outstanding performance. However, it is worth knowing that 

using body part information and supplementary pedestrian datasets to detect occluded 

pedestrians needs an extra object detector (network), while other pedestrian detection 

methods can use the existing detector (network) when a richer dataset containing 

pedestrians and other targets is available. According to the investigation, optimizing the 

structure of the detector network, improving the information extraction and anti-

interference (background, building, and other object information) ability of the detector, 

and sharing the detector between pedestrian detection and other object detection is the 

future development trend of pedestrian detection. In addition, as other occluded object 



detections, the popularization of V2X is still a promising solution although difficulties 

in infrastructure and communication is predicted. 

 

Figure 7. Summary of occluded pedestrian detection methods 

4. Detection of Occluded Traffic Signs 

As an important element in AV driving scenarios, traffic signs provide drivers with 

indispensable road information, which generally includes lane lines, traffic lights, and 

road signs. Given the traffic sign is usually a small part of the image with relatively 

fixed positions, it is easy to be occluded by shadows. 

4.1 Lane Lines 

In general, the purpose of detection for AV is to detect and identify obstacles on the 

road, rather than all the obstacles in view, especially on the highways[43]. Therefore, 

it is important to identify the lane lines to improve the accuracy and efficiency of 

obstacle detection in AV. However, the slender lane lines usually only account for a 

few pixels in the image, which makes it difficult to detect accurately.  

Zhang et al. proposes a novel network-based lane line detector that involves an U-Net 

encoder-decoder, a residual module with skip connections, and fast connections 

between the encoder and decoder. Its diagram is shown in Figure 8. The U-Net encoder-

decoder is able to position the targets in the background accurately, and the rapid 

connection between encoders and decoders can help the decoder to lock the lane line 

details well. Skip connections within residual modules between adjacent feature layers 

allow the network to process different features in various appropriate ways, enhancing 

the ability of learning deeper features for lane line detection.  The network applies skip 

connections to all sampling paths to improve learning efficiency and make the most use 

of features. To better cope with complex and occluded lane lines, Zhang design a new 

detector by integrating the above-mentioned network, Wasserstein generative 

adversarial network (WGAN), and multi-objective semantic segmentation together. 

The proposed network uses the generation ability of WGAN to complete the occluded 

or missing parts of lines. Then, it divides the collected image into three parts: lane, 

background environment, and lane line to restore the occluded or incomplete lane 

lines[73].  

 



 

Figure 8. The diagram of the network for lane line detection 

Compared to identifying the whole lane lines, it is easier to detect the key points of the 

lane boundary. A simple and fast lane line detection method proposed by [74], first, 

converts the camera view to a bird's-eye view via inverse perspective mapping; Then, 

fits the detected key points of lines by curve fitting method; Finally, it predicts the 

missing or occluded parts of lane lines based on the characteristics of equidistant and 

parallel. It performs relatively well when the lane line is simple, but it is difficult to find 

a suitable fitting curve to predict the missing or occluded lines in complex intersections 

or areas with many curves. Another promising solution is based on lidar point cloud 

data, which projects the point cloud data into the bird's-eye view, then, uses a hidden 

point removal algorithm to classify the data into visible and occluded categories. It is 

followed by the procession of classified data through a pre-trained neural network to 

predict road boundaries[75]. 

Semantic segmentation[76], as a popular method for lane line detection, has achieved 

convincing results. However, the current CNN-based semantic segmentation network 

for lane line detection needs to accurately classify each pixel point and use post-

processing operations to infer the lane information. The method works well in most 

cases but shows poor performance when part of the line is occluded where the lines 

only occupy a small proportion of the image. As a response to the challenge, to reduce 

the requirements for classification of each pixel to a few points along the lane boundary, 

take the lane detection and classification problem as the task of CNN regression to 

predict the occluded lane lines based on the boundary points[77]. Traditional road 

segmentation uses images as input to mark the roads in the visible areas, while some 

scholars try to use semantic representation to predict the occluded parts of the road. 

Unfortunately, the proposed solution can only identify the road boundary in ‘ideal’ 

condition and fail to detect the lane lines inside the road area[78]. 

4.2 Traffic Lights 

Unlike the requirements of other traffic markers detection, the identification of traffic 

lights should be done from a certain distance that ensures an effective warning for AVs, 

which requires the object detector to be able to identify traffic lights accurately when it 

appears as a small object in the image. Since the traffic lights usually appear at 

intersections only, there are many studies taking this advantage to help target detectors 

narrow down the regions of interest in the images, in consequence, reduce the 

computational costs and false detection rates. For example, using digital maps to lock 



traffic lights, marking the shape and position of traffic lights in advance, using vehicle 

position and road information to find traffic lights, etc.[59]–[62]. However, small-scale 

targets are easily obscured by relatively large objects in the background that beyond the 

ability of aforementioned methods. Semantic segmentation can classify the objects at 

the pixel level with the consideration of background information, and successfully 

identify the blocked traffic lights at a great distance. Guo et al. proposed a traffic light 

recognition method by extracting traffic light areas through semantic segmentation and 

classifying them via a CNN classifier[83]. The recognition process is shown in Figure 

9. This proposal improves the detection accuracy of remote traffic lights by 12.8% 

compared to the vision-based object detector. Furthermore, the classifier shows more 

than 30% accuracy in color identification than the color threshold-based classifiers.  

 

Figure 9. Process flow of traffic light recognition method 

4.3 Traffic Signs 

There are many types of traffic signs in real driving scenes with significant differences 

in shape and size. Like the traffic lights, it usually takes a small proportion of images, 

but is more difficult to detect considering the variable and complex content, potential 

occlusion, and susceptibility to light[84]. Moreover, occluded road signs can easily 

convey inaccurate or even wrong traffic information to the AV controller, resulting in 

traffic accidents. In addition, the integrity of road signs in the wild is considerably 

difficult to guarantee, which is easily blocked by trees or their shadows. Since the traffic 

signs are usually coated with a layer of highly reflective material, LiDAR is capable to 

determine the location in the image and crop the appropriate image for image-based 

object detection[85].  

Similar to pedestrian detection, lacking a sufficient number of images that contains the 

occluded traffic sign makes it difficult to further improve the performance of existing 

image-based occluded road signs detector. In addition to creating new appropriate 

datasets, feature representation transfer learning is another promising solution to the 

problem of insufficient data. Based on this spot, the Occlusive Symbol Classification 

Network (OSCN) proposed by Guo et al. shows good performance in occluded traffic 

sign detection. Compared to the SSD (Single Shot MultiBox Detector) model, the 

average accuracy of OSCN reaches 96.34%, while t SSD is only 51.26%. 

Although the road sign is only a small part of the image, its location is relatively stable 

in the image, which provides a hot spot region to locate and identify the road signs more 



quickly and accurately. Researchers can construct a distribution map of detection target 

locations based on a large number of images containing detection targets, and mark key 

distribution areas on the distribution map, as shown in Figure 10 below. Rehman et al. 

combined the above CTF (coarser-to-fine) method with DVL-patches (discriminative 

vocabulary learned patches) to design an occlusion processing framework. Compared 

to the method in [86], its mAP on the GTSDB (German Traffic Sign Detection 

Benchmark dataset) training set is 2.2% higher than the average[87]. Traffic indicators, 

such as traffic lights and road signs, with relatively fixed positions, where an ambient 

occlusion model can be constructed using the size and location of nearby objects that 

may cause occlusion Then, the model can be integrated into the target detector to 

increase the weight of the corresponding area searching. An optimized searching 

mechanism allows the detector to achieve higher prior awareness [88]. In this way, the 

background and obstacle category information can be used more effectively to improve 

the recognition accuracy of occluded road signs[89]. 

 

Figure 10. Detection target location distribution map (Left). Key distribution areas (Right) 

Some studies try to use multi-level feature extraction methods, deformable convolution, 

and spatial attention mechanisms to extract richer features to improve the detection 

accuracy of occluded or small-scale traffic signs[90], [91]. It is worth to know that the 

optimization of the dataset can help methods of object detection to extract more 

features[92]. Popular data processing optimization enhancement strategies include Mix 

Up, Cut Out, Cut Mix, Mosaic, blur, brightness, contrast, hue, and grayscale. we can 

filter out a more appropriate data set that can be obtained from the optimized and 

enhanced processed raw data to train the target detector to achieve higher recognition 

accuracy. 

4.4 Other Methods and Development Trends 

Although the types of traffic sign are in great number and usually account for a small 

proportion in the image, which make them hard to detect, they share some similar 

characteristics. For example, the equidistance and parallelism of lane lines, the high 

reflective intensity of traffic signs, and the relatively fixed position of traffic lights and 

signs, etc. As shown in Figure 11, proper use of these features can help intelligent 

vehicles accurately identify the traffic signs, and even determine the location of traffic 

signs in advance. With the continuous development of intelligent connected vehicle, 

the information in the traffic signs obtained in advance via intelligent map, GPS, and 

V2X systems is more accurate and reliable than that obtained by detection system. It is 

not difficult to find that the intelligent connected vehicles and intelligent infrastructure 

are the future trends to solve the detection problem of blocked traffic signs. 

 



 

Figure 11. Summary of occluded traffic signs detection methods 

5. Summary and Conclusion 

This table clearly shows the target detection methods of occluded objects summarized 

in this paper. In addition, it briefly explains the pros and cons of the reviewed methods 

from different viewpoints. 

Table 1. Summary of target detection methods for occluded objects 

Object to 

be detected 

Methods Advantages Disadvantages Related articles 

Vehicles Collaborative 

perception 

Rich information and data 

interchange 

Information redundancy 

and high cost 

[23],[24],[25], 
[32] 

Radar aided 

identification 

Capable of capturing speed 

and other information, with a 

large measurement range 

Penetration ability is easy 

to degrade 

[26],[29],[30] 

Occlusion 

event 

judgment 

Sufficient reaction time is 

reserved for the vehicle 

Unable to accurately 

identify the occluded 

object 

[36],[37] 

 

Component 

speculation 

whole 

Can accurately identify the 

occluded object 

No specific area division 

standard 

[41],[42],[43] 

 

Other   [44],[45] 

Pedestrians Introducing a 

segmentation 

mask 

High attention in key areas Increased network 

complexity to a certain 

extent 

[49],[50] 

Enhanced 

information 

extraction 

More information can be 

obtained from the input 

Ditto [51],[54],[55], 

[56] 

Identify 

human parts 

Human body parts are strongly 

correlated 

Part division and detection 

focus is not reasonable 

enough 

[60],[61],[62], 

[63],[64] 



Target 

tracking 

Avoid id switching, and can 

estimate the position when it is 

blocked 

Low positioning accuracy [65],[66],[67] 

[68],[69] 

Other   [70],[71],[72] 

Traffic 

Signs 

Reasoning 

complement 

Low detection difficulty It is difficult to predict 

complex road conditions 

[73],[74],[75] 

Semantic 

segmentation 

Locate the area of interest When the target ratio is 

low, the performance is 

poor 

[76],[77],[78], 

[83] 

Advance 

positioning 

Identify high-frequency 

regions in advance 

Difficult to pinpoint [79],[80], [85], 

[87],[88] 

Other   [90],[91],[92] 

At present, the target detection algorithm of occluded objects for AV has achieved 

considerable improvement. However, there is still a way to the commercialization of 

L4/L5 autonomous driving. Given the price of Lidar, the current most target detection 

algorithms still rely on the camera. However, one of the conclusions that can be made 

according to the review in this study is that thanks to the continuous development of 

fusion algorithms and the increased use of Lidar on large-scale commercial vehicles, 

the target detection based on the fusion of camera and radar perception will achieve 

more comprehensive and accurate results, finally, dominate the detection algorithms in 

the future. Another conclusion that can be summarized is that, based on the shortcoming 

analysis of current available theoretical research and technology development, the 

limited detection and computational ability is a huger barrier to achieving 

comprehensively driving scenario understanding to avoid any potential accident. 

Moving the computation-based detection and decision from local (vehicle) to network 

hub (cloud computation platform) by taking the advantage of latest communication 

technologies, e.g., V2V, V2X, etc., to realize the information sharing between vehicles, 

is the most promising solution to the commercialization of L4/L5 AV. 

Target detection of occluded objects is one of the most challenging issues faced by the 

commercialization of autonomous driving. This paper summarizes the state-of-art 

researches on detection and identification methods for occluded objects in real driving 

scenarios, including vehicles, pedestrians, and traffic signs, which makes this study 

different to other object detection researches in AV. 
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