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Abstract. EXplainable machine learning (XML) has recently emerged
as a promising approach to address the inherent opacity of machine learn-
ing (ML) systems by providing insights into their reasoning processes.
This paper explores the relationships among user trust, fidelity, and ro-
bustness within the context of ML explanations. To investigate these
relationships, a user study is implemented within the context of pre-
dicting students’ performance. The study is designed to focus on two
scenarios: (1) fidelity-based scenario — exploring dynamics of user trust
across different explanations at varying fidelity levels and (2) robustness-
based scenario — examining dynamics of in user trust concerning robust-
ness. For each scenario, we conduct experiments based on two different
metrics, including self-reported trust and behaviour-based trust metrics.
For the fidelity-based scenario, we find that users trust both high and
low-fidelity explanations compared to without-fidelity explanations (no
explanations) based on the behaviour-based trust results, rather than re-
lying on the self-reported trust results. We also obtain consistent findings
based on different metrics, indicating no significant differences in user
trust when comparing different explanations across fidelity levels. Ad-
ditionally, for the robustness-based scenario, we get contrasting results
from the two metrics. The self-reported trust metric does not demon-
strate any variations in user trust concerning robustness levels, whereas
the behaviour-based trust metric suggests that user trust tends to be
higher when robustness levels are higher.

Keywords: Human computer interaction · Machine learning explana-
tion · User trust · Fidelity · Robustness.

1 Introduction

Machine learning (ML) finds widespread applications in various domains, playing
a pivotal role in numerous contexts. However, the lack of interpretability poses a
significant challenge in understanding the inner workings of ML models. Hence,
the explanation of machine learning holds the utmost importance. Explaining
ML involves elucidating the intricate connections between input and outcome
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within ML models, facilitating user comprehension of the underlying reasoning.
By elucidating the mechanisms of ML models, users can enhance their trust in
the model’s decisions, gain interpretability of the results, and gain insights into
the decision-making process [20]. Moreover, explaining machine learning provides
researchers, developers, and decision-makers with opportunities to gain deeper
insights and improve the models. Recently, the field of ML explanation has ob-
tained considerable attention from researchers. For instance, in the domain of
recommender system [18], image classifier [12], and medicine [7], the researchers
demonstrate that users express deeper insights when provided with explanations
than systems lacking explanatory capabilities.

Furthermore, the selection of appropriate ML explanation methods with su-
perior performance hinges upon the quality of the explanations. The quality
of ML explanations encompasses three crucial aspects: user-related factors (e.g.
user trust and satisfaction), explanation-related factors (e.g. fidelity), and model-
related factors (e.g. robustness and fairness) [8]. User trust, as a critical aspect
in ML explanations, represents one of the primary objectives in the explanatory
process. It serves as a measurable criterion for quantifying subjective evaluation
and enables assessing the quality of ML explanation methods. Further, fidelity
holds significant importance in eXplainable machine learning (XML) as it en-
sures the provision of reliable explanations that align with the internal mecha-
nisms of the underlying ML model. Recent studies confirm the correlation be-
tween explanation fidelity and user trust, emphasizing the need for high-fidelity
explanations [11]. However, a fundamental question arises: Does the user ex-
clusively trust high-fidelity explanations? To comprehensively address this
inquiry, we devise a fidelity-based scenario, which builds upon the work of Pa-
penmeier et al. [11] and further explore user trust variation at different levels
of fidelity by visualizing explanations from two distinct methods. Alternatively,
robustness in XML methods refers to their inherent capability to consistently
provide reliable and consistent explanations, even when subjected to diverse per-
turbations. It is natural to raise the question: Does robustness affect user
trust? In response to this research question, we design a robustness-based sce-
nario, which explores user trust variation at different levels of robustness through
visualization of explanations from a single method.

To thoroughly evaluate the impact of explanations on human trust within
ML systems, researchers can adopt a combined approach utilizing a self-reported
trust scale and behavioural metrics [13]. Thus, our paper assesses user trust from
subjective and objective components by developing self-reported and behaviour-
based trust metrics. To facilitate this evaluation, we employ a user survey that
predicts student performance levels and measures variations in user trust across
different levels of fidelity and robustness.

In this study, we make the contributions as follows:

– We evaluate how user trust varies on different explanation methods over dif-
ferent levels of fidelity. Specifically, we conduct a comparative analysis of user
trust within the explanations generated by LIME and SHAP, incorporating
three distinct levels of fidelity: high, low, and without-fidelity.
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– We investigate how user trust fluctuates across different levels of robustness.
To evaluate user trust, we employ visualizations of the explanations from
LIME, encompassing both high and low levels of robustness.

– We employ a developed self-reported trust questionnaire and behaviour-
based trust metrics to measure user trust. These measurement approaches
allow us to capture subjective perceptions of trust reported by users, along
with objective indicators derived from user behaviours and interactions.

2 Related Work

2.1 User trust

User trust in XML has been identified as a pivotal factor influencing human be-
haviour in human-machine interactions [21]. Users tend to base their behaviours
on the guidance provided by well-performing XML systems when they trust the
system. Conversely, if an XML system makes noticeable mistakes, it can lead to
mistrust or even complete distrust of the system, causing users to deviate from
following its recommendations. Several researchers emphasize that user trust
would affect the adoption of ML. On specific, Asan et al. [2] argue that user
trust is recognized as one mediator that influences clinicians’ use and adoption
of ML. Similarly, Shin and Park [15] highlight that user trust plays a crucial
role in shaping potential adopters’ willingness to undertake the inherent risks
involved in adopting algorithm services. Likewise, the results in this paper [16]
show that user trust acts as a liaison and interface between heuristic and system-
atic processing, facilitating ML service adoption. While user trust is inherently a
subjective experience, Schmidt and Biessmann [14] build a function that estab-
lishes a link between the quality of ML explanation and user trust. This metric
aids in identifying whether individuals are more biased toward the predictions
made by ML systems.

2.2 Fidelity

Fidelity stands out as a vital property that impacts the quality of ML expla-
nation. Indeed, its importance lies in the fact that a high-fidelity explanation
can provide accurate and valuable information, encompassing the identifica-
tion of important features and their significance to users. On the contrary, a
low-fidelity explanation may result in the provision of meaningless insights. In
essence, fidelity serves as a metric to measure how well an explanation method
can mimic the behaviours of the underlying model [8]. Specially, Moradi and
Samwald [9] employ fidelity as a metric to evaluate their proposed explanation
method called Confident Itemsets Explanation, demonstrating its superior sim-
ulation of the underlying model compared to other ML explanation methods.
Numerous researchers have devoted substantial efforts to exploring fidelity in
ML explanations. For instance, Dai et al. [6] develop a quantitative metric for
measuring fidelity to evaluate the precision of the explanations. Besides, the pa-
per [11] incorporates a user study focusing on textual explanations, which reveals
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that explanations with low fidelity significantly decrease user trust levels. Also,
we recognize the significance of the relationship between fidelity and user trust in
this study. However, our primary focus lies in exploring the associations between
different explanation methods at varying levels of fidelity and user trust.

2.3 Robustness

The robustness of an explanation method refers to its sensitivity towards minor
changes in the input, resulting in both prediction variations and corresponding
adjustments in the explanation [3]. Alvarez-Melis and Jaakkola [1] utilize the
metrics quantifying the robustness of explanation to evaluate the performance
of current explanation methods (e.g. LIME and SHAP). Their findings highlight
that while these methods provide explanations, they exhibit notable sensitivity
to even slight input variations, thereby affecting their reliability. Moreover, the
significance of robustness in XML has been extensively discussed in the litera-
ture [4, 19]. Chan and Darwiche [4] introduce their algorithms to maintain the
robustness of the Most Probable Explanation, thus facilitating the design and
debugging of Bayesian networks in the presence of parameter changes. Further-
more, Tocchetti et al. [19] emphasize the importance of robustness in Graph
Neural Networks (GNN) due to their vulnerability to adversarial attacks, where
minor input alterations can lead to substantial output impacts. Considering the
critical role of robustness, the expectation for the explanation method goes be-
yond mere reasonability, demanding even greater robustness. Our work focuses
on exploring the connection between robustness in explanations and user trust
through a user study.

3 Hypotheses

To elucidate our research questions, we formulate three hypotheses: H1 and H2
for the fidelity-based scenario, and H3 for the robustness-based scenario.

– H1: The level of user trust is impacted by the fidelity of explanations, wherein
high-fidelity explanations uniquely contribute to higher user trust;

– H2: The level of user trust is influenced by distinct explanation methods
when the level of fidelity remains constant;

– H3: The level of user trust is contingent upon the robustness of the XML.
We posit that the higher robustness of the XML results in higher user trust.

4 Methodology

To investigate our three hypotheses, we conduct a case study focused on pre-
dicting student performance levels. We design two rounds, each comprising eight
tasks, with consideration for both fidelity (six tasks) and robustness (two tasks).
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4.1 Fidelity-based scenario study design

Fidelity denotes the extent to which an explanation accurately reflects the un-
derlying model. To assess hypotheses H1 and H2, we incorporate three defined
conditions: high-fidelity, low-fidelity, and without-fidelity. Under these condi-
tions, we present visualizations employing two distinct explanation methods,
LIME and SHAP (as delineated in Table 1). We establish the importance of fea-
tures using the permutation importance method, as illustrated in Figure 1, which
serves as a ground truth for generating varying levels of fidelity in explanations.

Fig. 1. Ground truth of feature importance.

– High-Fidelity: Under this condition, explanations effectively identify signifi-
cant features that influence the predictions made by machine learning mod-
els. In this study, obtaining high-fidelity explanations involves generating
explanations from LIME and SHAP, followed by manual adjustments to
align them with the ground truth of feature importance.

– Low-Fidelity: In this condition, the explanations insufficiently identify signif-
icant features that impact the predictions made by machine learning models.
To create low-fidelity explanations, substantial modifications are applied to
the important features, deviating significantly from the ground truth of fea-
ture importance.

– Without-Fidelity: In this condition, both explanation methods exhibit none
fidelity, effectively equating to a complete absence of any explanations.

4.2 Robustness-based scenario study design

Robustness in XML reflects that similar input should lead to similar explana-
tions, characterized as insensitivity. To validate H3, two conditions are designed,
high-robustness and low-robustness, wherein the LIME explanation method is
exclusively employed (as illustrated in Table 1).

– High-robustness: In this condition, it is expected that the explanations re-
main relatively stable under minor feature modifications. In our implementa-
tion, achieving high-robustness explanations involves deliberately introduc-
ing slight variations in the weight and value of both important and unim-
portant features within subsequent explanations derived from high-fidelity
explanations.
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– Low-robustness: In this condition, explanations undergo significant changes
when minor feature modifications are made. To deliver participants the
low-robustness explanations, the condition is distinguished from the high-
robustness condition by visualizing and simulating the explanations with
considerable fluctuations of feature weights.

Table 1. Task set up in the experiments.

Methods
Level of Fidelity Level of Robustness

High Low None High Low

LIME Task 1.1 Task 2.1 Task 3.1 Task 4.1 Task 4.2

SHAP Task 1.2 Task 2.2 Task 3.2 —— ——

4.3 Metrics

To measure user trust, self-reported and behavior-based trust metrics are used.

Self-reported trust metric. The self-reported user trust (subjective user trust)
level is assessed through a series of five subjective questions, with the first three
questions derived from the measurements [17] and the last two questions formu-
lated based on the metrics [10]. The self-reported user trust level is assessed on
a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree).

– I trust the results from the ML explanation system.
– The ML explanation system is trustworthy.
– I believe that the results from the ML explanation system are reliable.
– I believe that the ML explanation system can explain well the reasons behind

students’ performance.
– I believe that the ML explanation system can provide a detailed explanation

for each student’s performance.

Behaviour-based trust metric. We introduce this approach that takes into ac-
count the participants’ behaviours in fidelity and robustness-based scenario ex-
periments. It quantifies behaviour-based trust (objective user trust) as the fre-
quency of appropriate decisions made by participants out of the total deci-
sions undertaken. A higher average frequency indicates that participants exhibit
higher user trust level in completing the tasks.

5 Experiment

5.1 Dataset

The student performance dataset in secondary education is employed as the foun-
dational data source for this study. The original dataset, sourced from the UCI
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machine learning repository [5], contains 649 instances and comprises 30 nominal
attributes which determine student numeric grades from 0 to 20. To streamline
the complexity of this study, the dataset is reduced to 10 attributes, namely:
school, guardian, paid, higher, famsize, traveltime, studytime, failures, absences,
and internet. Furthermore, students’ grades are categorized into distinct per-
formance levels (A+, A,B,C,D, and F ). XGBoost is employed for performance
level prediction, utilizing 70% of data for training and the rest for testing.

5.2 Participants

30 participants (15 males, 14 females, and 1 participant who prefers not to dis-
close their gender) were invited to participate in this study through our social
networks. The participants’ ages were distributed as follows: 18-24 years (6 par-
ticipants), 25-34 years (24 participants), and 34-50 years (1 participant). Among
the participants, 15 had completed their master’s degree, followed by 12 partic-
ipants who held bachelor’s degrees, 2 participants were current Ph.D. students,
and 1 who had completed an honours degree.

5.3 Experimental procedure

The experiment is deployed on the Qualtrics platform. Participants begin with a
welcome page that introduces the researchers and outlines the study’s objectives.
Following this, to proceed with the study, participants are required to provide
their explicit consent from the consent form page. Prior to commencing the study
tasks, participants are afforded the opportunity to familiarize themselves with
the process through example and feature information pages.

Subsequently, the main study commences, where participants are presented
with a random task. Each task involves one student instance with ten features,
accompanied by its corresponding performance level and the explanations gen-
erated by a specific explainability method. Depending on the task types (fidelity
or robustness), the requirements to complete the tasks are different. For fidelity-
based tasks, participants are asked to make predictions with the supply of new
student instances based on the ground truth of feature importance and provided
explanations. In contrast, robustness-based tasks require participants to make
predictions based on the new student instance, considering two successive minor
modifications in the student instance and updated visualizations of the expla-
nations. Upon the completion of each task, participants rate their level of user
trust concerning the explanations using a 5-point Likert scale questionnaire.

Following the completion of the 16 tasks across the two rounds, participants
are then required to fill out a demographic questionnaire, providing information
on their gender, age, education level, and familiarity with machine learning ex-
planations. The distribution of 16 tasks is randomized to ensure the prevention
of bias in the collected results. The entire study is estimated to take participants
between 15 to 25 minutes to complete.
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6 Results

This section presents the results obtained from the experiments conducted in
both the fidelity and robustness scenarios. To acquire these results, we perform
a series of statistical tests, including one-way ANOVA tests, Tukey’s HSD post-
hoc tests, and paired t-tests to analyse the variations in user trust within these
two scenarios.

6.1 Correlations between user trust and fidelity.

In order to examine the validity of H1 and H2, respectively, we initially imple-
ment one-way ANOVA tests and Tukey’s HSD post-hoc tests to assess user trust
variations in the different fidelity levels for each explanation. Subsequently, we
conduct paired t-tests to further evaluate user trust differences when comparing
two explanation methods. The implementation of Tukey’s HSD post-hoc tests is
more effective in reducing Type I errors when conducting multiple comparisons
within a condition compared to paired t-tests.

(a) Variations in user trust across three
fidelity levels based on the self-reported
trust metric for both LIME and SHAP

(b) Variations in user trust across three fi-
delity levels based on the behaviour-based
trust metric for both LIME and SHAP

Fig. 2. Fidelity-based scenario: self-reported and behaviour-based trust metrics.

In the fidelity-based scenario experiment, variations in user trust level are
first investigated among three fidelity levels when explanations are derived from
the same methods. Self-reported user trust results indicate that participants
trust high, low, and without-fidelity explanations. However, behaviour-based
user trust results show trust in both high and low-fidelity explanations, while no
trust in without-fidelity explanations. Figure 2(a) depicts the average subjective
user trust levels across two different explanations at high, low, and without-
fidelity levels (error bars correspond to standard errors and it is the same in
other figures). One-way ANOVA tests at a 5% significance level (it is the same
in other tests) indicate no significant user trust differences for both of the expla-
nation methods based on the self-reported trust metric, thereby rejecting H1.
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Nonetheless, one-way ANOVA tests find that there are significant user trust
differences in the LIME (F (2, 87) = 3.839, p = .025) and SHAP (F (2, 87) =
10.500, p < .000) respectively when examining the behaviour-based user trust
(see Figure 2(b)). Then Tukey’s HSD post-hoc tests are performed to explore the
pair-wise user trust differences between the fidelity conditions for each explana-
tion method. In the explanations generated by LIME and SHAP, Tukey’s HSD
post-hoc tests find that participants have higher user trust when the explanations
have high-fidelity than those without-fidelity (LIME: p = .048; SHAP: p = .003).
Participants also show higher user trust when the explanations have low-fidelity
compared to those without-fidelity (LIME: p = .048; SHAP: p < .000). How-
ever, participants show the same user trust when the explanations are with high-
fidelity compared to those low-fidelity (LIME: p > .05; SHAP: p > .05). These
findings reject H1 by implying that users trust high and low-fidelity explanations
while untrusting ones without fidelity.

On the other hand, variations in user trust level are then analysed between
explanations from two different methods when keeping fidelity consistent. No
statistically significant differences in user trust among the consistent fidelity
levels have been observed when comparing the two explanation methods, as evi-
denced by both self-reported and behaviour-based trust metrics (see Figure 2(a)
and Figure 2(b), respectively). The paired t-tests do not reveal any statistically
significant differences in user trust across different explanation methods at each
fidelity level. These outcomes, based on both self-reported and behaviour-based
trust metrics, lead to the rejection of H2.

(a) Variations in user trust in the high
and low-robustness based on the self-
reported trust metric for LIME.

(b) Variations in user trust in the high
and low-robustness based on the be-
haviour trust metric for LIME.

Fig. 3. Robustness-based scenario: self-reported and behaviour-based trust metrics.

6.2 Correlations between user trust and robustness.

To evaluate the validity of H3, we perform paired t-tests to quantify user trust
differences with respect to the robustness level based on both the self-reported
and behaviour-based user trust levels.

In the robustness-based scenario, variations in user trust level are examined
between the high and low levels of robustness when a single explanation method
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is employed. The results of the scenario demonstrate no significant differences
in user trust between the high and low robustness levels through the analysis
of the self-reported user trust levels. Conversely, analysing the behaviour-based
user trust levels shows a positive correlation between user trust and robustness
level. Figure 3(a) illustrates the average subjective user trust level for the high
and low-robustness levels, based on the self-reported trust metric. The results of
the paired t-tests, suggesting no statistically significant differences in user trust
levels between the high and low robustness levels, reject our H3 based on the
self-reported trust metric.

However, Figure 3(b) depicts the mean objective user trust levels for the
high and low-robustness levels, respectively. Another paired t-test is conducted
to analyse the objective user trust levels, revealing statistically significant dif-
ferences in user trust levels between the high and low robustness conditions
(t = 3.842, p < .000). These results suggest a positive correlation between user
trust and robustness, indicating that higher robustness levels lead to higher user
trust. As a result, our H3 is confirmed based on the behaviour-based trust metric.

7 Discussion

This study investigates the user trust differences in the fidelity and robustness
of ML explanation under a specific condition, respectively. In the fidelity-based
scenario, the analysis of the results of the self-reported trust metric indicates
that participants do not exhibit significant differences in trust toward explana-
tions with different levels of fidelity. On the contrary, the analysis of the results
of the behaviour-based trust metric shows that participants trust both high and
low-fidelity explanations, while a majority of them do not trust the absent ex-
planations when fidelity levels are comparable. Furthermore, both self-reported
and behaviour-based trust metrics indicate that there are no significant differ-
ences in user trust among the consistent fidelity levels when comparing the two
explanation methods. In the robustness-based scenario, our findings show no
significant differences in user trust between high and low-robustness explana-
tions, as determined through the self-reported trust metric. However, we obtain
a positive correlation between robustness levels and user trust based on the
behaviour-based trust metric.

Our findings carry significant implications for the evaluation of the quality
of ML explanations. For example, if a unified method for measuring the quality
of ML explanations is established, fidelity and robustness could not only serve
as contributing factors to this method but also complement the evaluation of
user trust. Moreover, participants significantly trust both high and low-fidelity
explanations compared to without-fidelity explanations. This suggests that ex-
planations incorporating fidelity can effectively build user trust in ML applica-
tions. However, trust in high and low fidelity may pose a challenge for users as
they attempt to discern the reliability of the provided explanations. Additionally,
the observed positive correlation between user trust and robustness, as assessed
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through the behaviour-based trust metric, can be applied in the implementation
of algorithms to enhance user trust in ML systems.

8 Conclusion and Future Work

The quality of ML explanations significantly influences the selection of effec-
tive explanation methods, encompassing user-related, explanation-related, and
model-related aspects. Among these aspects, user trust holds particular impor-
tance and serves as a key objective in the explanatory process. Both fidelity and
robustness also play essential roles in shaping the quality of explanations and
ultimately impacting user trust. Through an investigation of the relationships
between user trust, fidelity, and robustness, we contribute to a comprehensive
understanding of these factors in the context of ML explanations. Our findings
indicate that 1) participants trust both high and low-fidelity explanations than
without-fidelity explanations in the behaviour-based user trust, contrary to the
results from self-reported user trust; 2) no significant differences in user trust
exist when comparing explanations with consistent fidelity level; 3) a higher ro-
bustness level positively influences user trust in the behaviour-based user trust
analysis rather than in the self-reported user trust analysis. Moving forward,
our future work aims to establish a comprehensive metric that combines sub-
jective perceptions and objective properties to effectively evaluate the quality of
ML explanations. Additionally, we recognize the need for improvement in the
visualization of explanations in our user study.
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