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Abstract 

This research aims to explore more efficient machine learning (ML) algorithms with better prediction 

assessments for short-term forecasting. Up-to-date literature shows a lack of research on selecting practical ML 

algorithms for short-term forecasting in real-time industrial applications. The literature reviews the top-tier 

publications on ML algorithms used in China’s industrial applications and finds 29 algorithms. Among them, 

ten widely used ML algorithms are tested, including ARIMA, BP_Resilient, BP_SOG, KNN, LP, LSTM, 

Perceptron, RF, RNN, and SVM. A case study is conducted to compare the prediction error and predictive 

performance assessments.  The top two ranked algorithms for prediction error assessment are ARIMA and LR. 

RF, SVM, BP_SOG, KNN, RNN, and BP_Resilient follow. Perceptron is the last ranked algorithm. For 

predictive performance assessment, ten algorithms are divided into five clusters: the best (KNN) with the 

shortest computational time (0.41683s), better (RF, LR, and SVM) with between 1s and 2s, good (Perceptron, 

BP_SOG, and BP_Resilient) with between 2s and 3s, worse (ARIMA and RNN) with more than 3s, and the 

worst (LSTM) with the longest computational time (145.19s). Based on the outcomes of comparative analysis, 

ten ML algorithms can be finally classified into four categories: optimal, efficient, suboptimal, and inefficient. 

LR and RF are optimal algorithms. Efficient algorithms include SVM, KNN, and ARIMA. Suboptimal 

algorithms include BP_SOG, BP_Resilient, RNN, and Perceptron. LSTM is an inefficient algorithm. This 

research finds different results from previous studies between LSTM, KNN, and SVM. The research outcomes 

significantly explore different views on the performance of ARIMA, LR, KNN, RF, RNN, and SVM compared 

to previous studies. They are valuable for further research. Finally, this research contributes 20 research 

questions for further investigation. 
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1 Introduction  

Machine learning (ML) (including deep learning) approaches have been widely used to explore a vast number of 

predictor variables in prediction ability (Féret et al. 2019, p.2, p.11; Arango, Aristizábal & Gómez 2021, p.993). 

Plenty of ML algorithms have been used to analyze and harness the power of an enormous amount of information 

(Chan et al. 2020, p.375).  

However, choosing the appropriate feature selection method for a specific scenario is not trivial (Afrash et al. 

2023, p.2). Based on the time scale, forecasting can be classified into four categories: very short-term forecasting 

(a few seconds to 30 minutes ahead), short-term forecasting (30 minutes to six hours ahead), medium-term 

forecasting (six hours to one-day ahead), and long-term forecasting (one-day to one-week ahead) (Soman et al. 

2010, p.2). Up-to-date literature shows that there is a lack of research on the selection of practical ML algorithms 

for short-term forecasting in real-time industrial applications, 

This research aims to explore a more efficient ML algorithm with better prediction assessments for short-term 

forecasting, which uses the three-hour dataset to predict up to one hour ahead of the dataset. A case study method 

is applied to this research, which compares the prediction error assessment and predictive performance assessment 

of ML algorithm to enhance the understanding of the research outcomes. The following sections include literature, 

methodology, case study, discussions, conclusion, contribution, different views, limitations, other further research, 

and implications for ML education.  

2 Literature  

2.1 Literature Review  

From a research perspective, China has become a world leader in AI publications and patents (Li, Tong & Xiao 

2021). Reviews of China’s research in ML algorithms used in industrial applications will assist researchers and 

practitioners in understanding the current situation of ML approaches. The literature reviews the top-tier 

publications on ML algorithms used in China’s industrial applications between 2016 and 2020.  

29 algorithms are found in 347 industrial applications. They include Back-Propagation (BP) (27.38%, 95 out of 

347), Support Vector Machine (SVM)(24.50%, 85 out of 347), Linear Regression (LR) (8.65%, 30 out of 347), 

Perceptron (5.19%, 18 out of 347), Recurrent Neural Networks (RNN) (4.90%, 17 out of 347), Random Forest 

(RF) (3.75%, 13 out of 347), Convolutional Neural Networks (CNN) (3.17%, 11 out of 347), K-means (3.17%, 

11 out of 347), AdaBoost (2.88%, 10 out of 347), Bayesian Network (2.59%, 9 out of 347), K-Nearest Neighbour 

(KNN) (2.02%, 7 out of 347), Stepwise Regression (1.44% , 5 out of 347), Naive Bayes (1.44%, 5 out of 347), 

Self-Organizing Map (SOM) (1.15%, 4 out of 347), Partial Least Squares Regression (PLSR) (1.15%, 4 out of 

347), Logistic Regression (1.15%, 4 out of 347), Learning Vector Quantization (LVQ) (0.86%, 3 out of 347), 

Classification And Regression Tree (CART) (0.86%, 3 out of 347), Hierarchical Clustering(0.58%, 2 out of 347), 

C4.5 (0.58%, 2 out of 347), Radial Basis Function Networks (RBFN) (0.29%, 1 out of 347), Locally Weighted 

Learning (LWL)  (0.29%, 1 out of 347), Projection pursuit (0.29%, 1 out of 347), Principal Component Regression 

(PCR) (0.29%, 1 out of 347), Partial least squares discriminant analysis (PLS) (0.29%, 1 out of 347), Linear 

Discriminant Analysis (LDA) (0.29%, 1 out of 347), Gradient Boosted Regression Trees (GBRT) (0.29%, 1 out 

of 347), Expectation Maximization (0.29%, 1 out of 347), and Ridge Regression (0.29%, 1 out of 347) (see 

Appendix 1). 

Among the above algorithms, nine have been discussed by more than ten publications, including BP, SVM, LR, 

Perceptron, RNN, RF, CNN, K-means, and AdaBoost (see Figure 1).   
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Figure 1: ML Algorithms Used in China’s Industrial Applications between 2016 and 2020 

2.2 Most-used ML Algorithms 

Among the nine most-used ML algorithms, AdaBoost is used for classification and regression tasks (EL Bilali et 

al. 2021, p.2). The classification method needs a proper training mechanism to be well-applied for prediction 

tasks. CNN utilizes a convolutional layer to detect patterns in input data for classification or prediction (Readshaw 

& Giani 2021, p.17354). It is usually used for image processing applications. K-means algorithm works for 

partitioning the data into the set of clusters defined by centroids and starts with initial estimates for the centroids. 

These estimates are randomly generated from the datasets (Srikanth, Zahoor Ul Huq & Siva Kumar 2022, p.5). 

Thus, AdaBoost, CNN, and K-means algorithms are unsuitable for applying to gas warning system applications 

in this research. They will not be tested in this research.  

Besides the above wide-used ML algorithms in China’s research, ARIMA is also a popularly used algorithm in 

international research (Brownlee 2018), which is a common approach used for addressing short-term prediction 

problems in many studies (Kück & Freitag 2021, p.2; Pu et al. 2021, p.38). ARIMA can account for underlying 

trends, autocorrelation, and seasonality and allows for flexible modeling of different types of impacts (Schaffer, 

Dobbins & Pearson 2021, p.11). However, ARIMA cannot effectively capture all the details in very short-term 

forecasting (Aasim, Singh & Mohapatra 2019, p.766). 

BP is one of the most widely used neural networks developed originally for networks of neuron-like units 

(Rumelhart, Hinton & Williams 1986, p.533). Because of its simple structure, BP can effectively solve the 

approximation problem of nonlinear objective functions, such as system simulation, function fitting, pattern 

recognition, and other fields (Huang et al. 2020, p.5645). This research tests BP_Resilient and Second Order 

Gradient BP (BP_SOG) as training algorithms in this research. The main reason should be that when the large 

network topology is selected, the standard BP algorithms have problems, such as getting trapped in a local 

minimum and slow convergence due to the gradients with atomic magnitude (Erkaymaz 2020, p.16279).  It is 

also believed that BP_Resilient has relatively high accuracy, robustness, and convergence speed (Sui Kim et al. 

2020, p.15). 

Although KNN is only adopted in a few of China’s industrial applications (2.02%, 7 out of 347), this research 

prefers to test its performance. The main reason should be that KNN is simplistic in its workings and calculations 

(Uddin et al. 2022, p.2). KNN can bypass the complex equation-solving process with computational efficiency 

(Dong, Ma & Fu 2021, p.4; Kück & Freitag 2021, p.19) and efficiently work on forecasting accuracy in a wider 

variety of datasets (Kück & Freitag 2021, p.19; Uddin et al. 2022, p.2)- sometimes without any loss of accuracy 

(Cunningham & Delany 2022, p.22). As a non-parametric and supervised learning classifier, KNN uses proximity 

to make classifications or predictions about the grouping of an individual data point (Dritsas & Trigka 2022, p.11) 

and focuses on the correlation by utilizing raw data characteristics (Dong, Ma & Fu 2021, p.4). It has been widely 

used in forecasting applications of economics, finance, production, and natural systems (Kück & Freitag 2021, 

pp.2-3).  

LR comes under the supervised Learning technique and is one of the most fundamental algorithms in statistics 

and ML-related fields (Alhakamy et al. 2023, p.2; Dritsas & Trigka 2022, p.10; Mazumder & Wang 2023, p.1226). 

The mathematical infrastructure of LR is not complex (Şahin et al. 2023, p.4906). Therefore, it is a powerful tool 

for various tasks in computer vision (Li et al. 2023, p.732) and widely used for predicting and estimating the 

categorical dependent variable using a given set of independent features (Alhakamy et al. 2023, p.2; Dritsas & 

Trigka 2022, p.10).  

LSTM is also tested in this research. The reason is that although it has not been reported in China’s industrial 

applications until 2020, it is well-known for text classification (Butt et al. 2023, p.3040) and has more frequently 

been used for forecasting than other algorithms (Elsaraiti & Merabet 2021, p.15). LSTM is a special kind of RNN 

(Butt et al. 2023, p.3055; Mahmoud et al. 2022, p.405; Van Houdt, Mosquera & Nápoles 2020, p.5931), which 

may overcome the exploding/vanishing gradient problems that typically arise when learning long-term 

dependencies, even when the minimal time lags are very long (Sherstinsky 2020, p.12; Van Houdt, Mosquera & 

Nápoles 2020, p.5931).  

https://machinelearningmastery.com/author/jasonb/
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Perceptron is one of the most straightforward ANN architectures (Sharma, Kim & Gupta 2022, p.5) and the most 

typical type of neural predictive network (Moayedi et al. 2021, p.4). Perceptron is designed to approximate any 

continuous function and can use any arbitrary activation function (Dritsas & Trigka 2022, p.11). It can solve 

problems that are not linearly separable (Cabeza-Ramírez et al. 2022, p.13; Dritsas & Trigka 2022, p.11) and be 

applied to produce efficient solutions to problems of overwhelming complexity for conventional computing 

methods such as holes through edges and through points (Calude, Heidari & Sifakis 2023, p.844; Li et al. 2022, 

p.2).  

RF is a tree-based algorithm based on the creation of several decision trees that belong to the supervised learning 

technique (Dritsas & Trigka 2022, p.11; Mahmoud et al. 2022, p.404; Pacheco et al. 2021, p.7). RF is used in 

classification and regression problems (Dritsas & Trigka 2022, p.11) and for addressing short-term prediction 

problems (Pu et al. 2021, p.38). RF has the robustness to data of any distribution from a large number of features 

and could ascertain non-linear effects and complex interactions without prior specification (Smithies et al. 2021, 

p.2, p.8), which may obtain a more accurate and stable forecast (Pacheco et al. 2021, p.7). One limitation when 

considering the power of RF is that feature measures can show bias when features are correlated (Smithies et al. 

2021, p.8). 

RNN is one of the most powerful algorithms for processing sequential data such as time series (Elsaraiti & 

Merabet 2021, p.2; Wang et al. 2022, p.463). It can predict future multiple-time steps (Wang et al. 2022, p.463) 

and is considered a competing alternative to forecasting time series (Šestanović & Arnerić 2021, p.10).  

SVM is one of the most practical parts of statistical learning theories (Huang et al. 2020, p.5465) and is primarily 

used for classification problems (Dritsas & Trigka 2022, p.10). Recent studies show SVM is capable of producing 

predictions of high accuracy (Essam et al. 2022, p.3884), which creates the best line or decision boundary that 

can segregate n-dimensional space into classes so that it can be easily put the new data point in the correct category 

in the future (Dritsas & Trigka 2022, p.10). However, the SVM’s predictive ability is negatively affected when 

the utilized data set is significantly noisy, as SVMs are sensitive to noise (Essam et al. 2022, p.2). 

Thus, this research focuses on ten algorithms, including ARIMA, BP_Resilient, BP_SOG, KNN, LP, LSTM, 

Perceptron, RF, RNN, and SVM. 

3 Methodology 

3.1 Research Flowchart 

This research uses four-step processes to find an efficient ML algorithm with better prediction assessments for 

short-term forecasting. They include data collection and data preparation, prediction error assessment, predictive 

performance assessment, and comparative analysis (see Figure 2).  

 
Figure 2: Research Flowchart 
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3.2 Research Steps  

Based on the above Figure 2, four steps for conducting this research can be explained as follows: 

• Step 1: Data Collection and Data Pre‑processing 

Data pre‑processing. Data pre-processing is necessary before data analysis since the raw data gathered in most 

industrial processes usually come with many dataset issues, such as out-of-range values, outliers, missing values, 

etc. They are not involved in this research. Other data quality issues—such as errors in measurement, noise, 

missing values, etc.- might be impacted by hardware relocation, sensor removal, added detectors, and/or not in-

used sensors, which are not also discussed in this research (Wu et al. 2023, p.3). This research directly obtains 

raw sensor data into a matrix form fed to the AI prediction system. 

Aiming to evaluate these algorithms’ performance, each dataset is split into training and testing subsets with a 

ratio of 60%:40%. The test data are utilized to examine the transferability and predictive capability of the tested 

algorithms on new data (Mahmoud et al. 2022, p.404). More testing subsets adopted are expected to improve the 

verification of the test results.  

• Step 2: Prediction Errors Assessment   

The prediction errors and predictive performance assessment of the employed modeling approaches are subjected 

to analysis through the use of different statistical indicators to measure the prediction error quality and evaluate 

the performance of the ML algorithms during the training and testing periods (Ameer et al. 2022, p.8; 

Sukawutthiva, Sathirapatva & Vongpaisarnsin 2021, p.2; Verhaeghe et al. 2022, p.16). However, it is challenging 

for most researchers to select specific efficiency criteria among the current performance metrics (Yaseen 2021, 

p.15). The reason should be that different error metrics have been used to check the effectiveness of the proposed 

forecasting model (Aasim, Singh & Mohapatra 2019, p.762). 

This research reviews Q1 publications related to the predictive performance assessment of ML algorithms 

between 2020 and 2023. 45 performance criteria are found (see Appendix 2), including absolute average deviation 

(AAD), average absolute error (AAE), the area under the curve (AUC), commission Error (CE), cross-entropy, 

coefficient of variance (CoefVar), dice coefficient (DC), developed discrepancy ratio (DDR), Durbin–Watson 

statistic (DW),  error improving rate (EIR),  generalization ability (GA), Gain rate criterion (GRC), Gini index 

(GI), interquartile range and range (IRR), index of agreement (IoA), Kling-Gupta efficiency (KGE), mean 

absolute error (MAE), mean absolute deviation (MAD), mean absolute percentage error (MAPE), average bias 

error (MBE), median absolute percentage error (MdAPE), median percentage error (MdPE), mean error (ME), 

mean square error (MSE), Nash-Sutcliffe efficiency (NSE), omission error (OE), out of bag (OOB) error, overall 

accuracy (OA), coefficient of determination (R2), relative absolute error (RAE), ranking mean (RM), root mean 

square of the successive differences (RMS), root mean squared error (RMSE), receiver operating characteristic 

(ROC) curve, RR variance (RR), sum of absolute errors (SAE), Se/Sy, standard error of prediction (SEP), 

symmetric MAPE (SMAPE), scatter index (SI), sum of squared errors (SSE), transition matrix features (TMF), 

t-statistic test (Tstat). It clearly shows that no single or standard error evaluation criteria are adopted as the 

expected performance method for evaluating the error characteristics of ML algorithms.  

Appendix 2 indicates that RMSE (27), MAE (24), R2 (22), and MSE (17) are the most used metrics for evaluating 

ML algorithms between 2020 and 2023. The results support another recent study by Yaseen (2021, p.15), stating 

R2, RMSE, and MAE to be the majorly used for the prediction evaluation and Alhakamy et al. (2023, p.8), 

highlighting MAE, MSE, and RMSE as the primary metrics used to evaluate the performance criteria. However, 

R2 is oversensitive to extreme values and insensitive to the proportional difference between “actual and predicted 

values” (Yaseen 2021, p.15). R2 is not, therefore, used in this research.  

Among them, MAE is the most straightforward measure to understand and commonly used to interpret linear 

algorithms (Alhakamy et al. 2023, p.8) and the preferred measure of average model error (Robeson & Willmott 

2023, p.2). The smaller the calculated value, the better the performance of the developed algorithm (Mahmoud et 

al. 2022, p.405).  MSE is one of the most prominent criteria in training neural networks and has been employed 

in numerous learning problems (Heravi & Abed Hodtani 2018, p.6252) and typically interpreted as consistent 
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over- and/or under-prediction of the observations by the model (i.e., the model has non-zero mean bias and/or the 

regression slope is not one) (Robeson & Willmott 2023, p.2). The value of MSE shows the difference between 

the predicted and observed values of a model -if there are no errors, it is zero (Alhakamy et al. 2023, p.9). A value 

of MSE close to zero indicates better performance (Barashid, Munshi & Alhindi 2023, p.8). RMSE is used to 

measure the concentration of the data in the optimal fit (Alhakamy et al. 2023, p.9) and presents the square root 

of the variance of the residuals (Cabeza-Ramírez et al. 2022, p.8), As RMSE quantifies the average error and 

quadratically penalizes significant errors it shows the extent to which the residuals are spread out across the data 

points in the regression line and the goodness of a model when compared to the actual results and determines the 

best feature selection algorithms (Alhakamy et al. 2023, p.9, p.12; Verhaeghe et al. 2022, p.16). The value of 

RMSEs closer to zero indicates better performance (Barashid, Munshi & Alhindi 2023, p.8; Chung et al. 2020, 

p.8). Although SAE is only used by Yaseen 2021, p.2, p.16), this research believes it is essential to sum up all 

errors to evaluate the algorithms' quality. SAE is therefore selected for testing algorithms in this research.  

Thus, four performance metrics - MAE, MSE, RMSE, and SAE – are used to measure the prediction errors of the 

employed modeling. 

• Step 3: Predictive Performance Assessment 

Predictive performance assessment should be another important aspect for evaluating the computational 

effectiveness of ML algorithms.  Computational time is used to measure the predictive performance assessment 

in this research. The smaller the computation time (the calculated value), the better the performance of the 

developed algorithm (Mahmoud et al. 2022, p.405). 

• Step 4: Comparative Analysis 

Based on the above rankings of prediction error assessment on MAE, MSE, RMSE, and SAE and the ranking of 

computational time, a comparative analysis is conducted compared to the previous research.  

4 Case Study    

Shanxi Fenxi Mining ZhongXing Coal Industry Co. Ltd (ZhongXing) is selected as a Case Study mine, which is 

wholly owned by Shanxi Coking Coal Group Co. Ltd - a 485th in the 2020 Fortune Global 500 company located in China 

(Wu et al. 2021, p.3179). All experiments of ML evaluation are conducted using a standard computer with CPU 

(11th Gen Intel i7-1165G7 @ 2.80GHZ 2.80GHZ), RAM (16.0 GB), and a 64-bit operating system. 

4.1 Data Collection and Data Preparation  

The existing gas monitoring system in the Case Study mine comprises two sub-systems: the alarming sub-system 

used for detecting real-time data obtained from gas sensors and the gas monitoring system used for alarming the 

safety-responsive team if the gas data outputs reach the threshold limit value (TLV) (Wu et al., 2023a, p.3). The 

current monitoring sub-system monitors data obtained from gas sensors, temperature sensors, wind sensors, dust 

sensors, O2 sensors, CO sensors, and CO2 sensors. Data outputs are communicated to a gas monitoring system 

(Wu et al. 2023a, p.3). The Case Study mine is seeking more responsive ML algorithms for developing a gas 

early-warning system to predict methane gas (called gas in this paper) concentration (Wu et al. 2022, p.21; Wu 

et al., 2023, p.1). 

This research focuses on gas data. Datasets are collected initially every 15 seconds from a real-time gas 

monitoring system in the Case Study mine. The gas monitoring system produced four data per minute, 240 per 

hour, and 5,760 daily. 28,697 valuable datasets were initially acquitted for gas sensor T050401 between 16 April 

and 16 May 2022.  

The datasets are divided into two subsets: 60% for training and 40% for testing datasets. Modeling relations 

between inputs and outputs are conducted using the above ten algorithms, which use the three-hour dataset to 

predict up to one hour ahead of the dataset (see Appendix 3). 

4.2 Prediction Error Assessment   

Four performance metrics (MAE, MSE, RMSE, and SAE) are tested to measure the prediction errors of the 

employed modeling for both the training and testing datasets (see Table 1). 



7 
 

Performance of each algorithm on criteria with MAE, MSE, RMSE, and SAE to the training dataset shows 

ARIMA with 0.0043215, 0.018554, 0.13621, and 74.408, BP_Resilient with 0.14471, 0.88631, 0.94144, and 

42900000,  BP_SOG with 0.071226, 0.81667, 0.9037, and 21100000, KNN with 0.017083, 0.093023, 0.305, and 

294.13, LSTM with 0.056083, 0.057971, 0.24077, and 2383.1, LR with 0.0043219, 0.018554, 0.13621, and 

74.414, Perceptron with 0.8956, 1.1427, 1.069, and 17218, RF with 0.002815, 0.007159, 0.08461, and 48.464, 

RNN with 0.067478, 0.83028, 0.9112, and 2533.5, and SVM with 0.004578, 0.018769, 0.137, and 78.823. 

Performance of each algorithm on criteria with MAE, MSE, RMSE, and SAE to the testing dataset shows ARIMA  

with 0.00151, 0.000009, 0.003048, and 17.329, BP_Resilient with 0.060858, 0.006978, 0.083532, and 8020000, 

BP_SOG with 0.030222, 0.001891, 0.043483, and 3980000, KNN with 0.025468, 0.16305, 0.4038, and 292.35, 

LSTM with 0.029636, 0.018449, 0.13583, and 1526.4, LR with 0.00151, 0.000009, 0.003048, and 17.333, 

Perceptron with 0.87563, 0.76756, 0.87611, and 11479, RF with 0.001944, 0.000376, 0.01939, and 22.312, RNN 

with 0.067697, 0.005384, 0.073375, and 2178.5, and SVM with 0.002069, 0.000011, 0.0032586, and 23.75. 

Table 1: Prediction Errors Assessment 
Model Datasets MAE MSE RMSE SAE 

ARIMA Training 0.004322 0.018554 0.136210 74.408 
 

Testing 0.001510 0.000009 0.003048 17.329 

BP_Resilient Training 0.144710 0.886310 0.941440 42900000.000 
 

Testing 0.060858 0.006978 0.083532 8020000.000 

BP_SOG   Training 0.071226 0.816670 0.903700 21100000.000 
 

Testing 0.030222 0.001891 0.043483 3980000.000 

KNN Training 0.017083 0.093023 0.305000 294.130 
 

Testing 0.025468 0.163050 0.403800 292.350 

LR Training 0.004322 0.018554 0.136210 74.414 
 

Testing 0.001510 0.000009 0.003048 17.333 

LSTM Training 0.056083 0.057971 0.240770 2383.100 
 

Testing 0.029636 0.018449 0.135830 1526.400 

Perceptron Training 0.895600 1.142700 1.069000 17218.000 
 

Testing 0.875630 0.767560 0.876110 11479.000 

RF Training 0.002815 0.007159 0.084610 48.464 
 

Testing 0.001944 0.000376 0.019390 22.312 

RNN Training 0.067478 0.830280 0.911200 2533.500 
 

Testing 0.067697 0.005384 0.073375 2178.500 

SVM Training 0.004578 0.018769 0.137000 78.823 
 

Testing 0.002069 0.000011 0.003259 23.750 

 

Table 2 shows the MAE, MSE, RMSE, and SAE ranks among ten algorithms. For MAE, both ARIMA and LR 

have the lowest errors (0.00151). Others are followed by RF (0.001944), SVM (0.002069), KNN (0.025468), 

LSTM (0.029636), BP_SOG (0.030222), BP_Resilient (0.060858), and RNN (0.067697). Perceptron has the 

worst error (0.87563). For MSE, ARIMA and LR have the lowest errors (0.000009). Others are followed by SVM 

(0.000011), RF (0.000376), BP_SOG (0.001891), RNN (0.005384), BP_Resilient (0.006978), LSTM (0.018449), 

and KNN (0.16305). Perceptron has the worst error (0.76756). For RMSE, ARIMA and LR have the lowest errors 

(0.003048). Others are followed by SVM (0.003259), RF (0.01939), BP_SOG (0.043483), RNN (0.073375), 

BP_Resilient (0.083532), LSTM (0.13583), and KNN (0.4038). Perceptron has the worst error (0.87611). For 

SAE, ARIMA has the lowest error (17.329). LR has the second lowest error (17.333). Others are followed by RF 

(22.312), SVM (23.75), KNN (292.35), LSTM (1526.4), RNN (2178.5), and Perceptron (11479). BP_SOG 

(3980000) and BP_Resilient have the worst prediction error assessment (8020000). 

Based on the MAE, MSE, RMSE, and SAE ranks, the average rank can be seen as ARIMA having a top average 

rank (1), combining MAE ranked 1, MSE ranked 1, RMSE ranked 1, and SAE ranked 1. LR has the second-top 
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average level (1.3), combining MAE ranked one as the same as ARIMA, MSE ranked one as the same as ARIMA, 

RMSE ranked one as the same as ARIMA, and SAE ranked 2.  RF, SVM, BP_SOG, KNN, LSTM, RNN, and 

BP_Resilient are followed. Perceptron has the lowest average rank (9.5). Thus, ARIMA and LR are the top two 

ranked algorithms among all algorithms. RF, SVM, BP_SOG, KNN, RNN, and BP_Resilient are ranked 3 to 9.  

Perceptron is the last ranked algorithm (10). 

Table 2: Rank of Prediction Error Assessment 
Model MAE Rank MSE Rank RMSE Rank SAE Rank Average  

Rank 

Rank_Prediction 

Errors 

ARIMA 0.001510 1 0.000009 1 0.003048 1 17.329 1 1.0 1 

LR 0.001510 1 0.000009 1 0.003048 1 17.333 2 1.3 2 

RF 0.001944 3 0.000376 4 0.019390 4 22.312 3 3.5 3 

SVM 0.002069 4 0.000011 3 0.003259 3 23.750 4 3.5 3 

BP_SOG   0.030222 7 0.001891 5 0.043483 5 3980000.000 9 6.5 5 

KNN 0.025468 5 0.163050 9 0.403800 9 292.350 5 7.0 6 

LSTM 0.029636 6 0.018449 8 0.135830 8 1526.400 6 7.0 6 

RNN 0.067697 9 0.005384 6 0.073375 6 2178.500 7 7.0 6 

BP_Resilient 0.060858 8 0.006978 7 0.083532 7 8020000.000 10 8.0 9 

Perceptron 0.875630 10 0.767560 10 0.876110 10 11479.000 8 9.5 10 

 

Based on Table 2, this research finds that MSE and RMSE have the same performance error assessment. The 

suggestion is that further research does not need to test MSE and RMSE together.  

4.3 Predictive Performance Assessment 

A predictive performance assessment is followed using computational time testing. The total of training and 

testing data is used to calculate the time of each ML algorithm. The research outcomes indicate the ten algorithms 

may be divided into five clusters based on computational time tested – the best (less than 1s), better (between 1s 

and 2s), good (between 2s and 3s), worse (more than 3s), and the worst (see Table 3).    

KNN is the best algorithm with the shortest computational time (0.41683s). RF, LR, and SVM are better 

algorithms with shorter computational times (less than 2s). RF is the second-best algorithm (1.3503s). LR is the 

third-best algorithm (1.749s). SVM is also good with a shorter computational time (1.889s). The third cluster 

includes three algorithms with good computational times to have more than 2s but less than 3s - Perceptron 

(2.4813s), BP_SOG (2.5108s), and BP_Resilient (2.8363s). Two algorithms are worse with longer computational 

times (more than 3s) - ARIMA (6.799s) and RNN (34.933s). LSTM is the worst algorithm with the longest 

computational time (145.19s).  

Table 3: Computational Time Testing for Predictive Performance Assessment 
Algorithm Time_ 

KNN 

Time_ 

RF 

Time_ 

LR 

Time_ 

SVM 

Time_ 

Perceptron 

Time_ 

BP_ SOG   

Time_BP

_Resilient  

Time_ 

ARIMA 

Time_ 

RNN 

Time_ 

LSTM 

Time (s) 0.41683 1.3503 1.749 1.889 2.4813 2.5108 2.8363 6.799 34.933 145.19 

Rank_Time 1 2 3 4 5 6 7 8 9 10 

Cluster Best Better Good Worse Worst 

 

4.4 Comparative Analysis  

Based on Table 2 and Table 3 for ranks of prediction errors assessment and computational time, the average rank 

of all tested algorithms can be thus calculated (see Table 4). The average rank of LR is 2.5 based on the ranks of 

prediction errors (2) and computational time (3). The average rank of RF is 2.5 based on the ranks of prediction 

errors (3) and computational time (2). The average rank of SVM is 3.5 based on the ranks of prediction errors (3) 

and computational time (4). The average rank of KNN is 3.5 based on the ranks of prediction errors (6) and 
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computational time (1). The average rank of ARIMA is 4.5 based on the ranks of prediction errors (1) and 

computational time (8). The average rank of BP_SOG is 5.5 based on the ranks of prediction errors (5) and 

computational time (6). The average rank of BP_Resilient is 7 based on the ranks of prediction errors (9) and 

computational time (5). The average rank of RNN is 7.5 based on the ranks of prediction errors (6) and 

computational time (9). The average rank of Perceptron is 7.5 based on the ranks of prediction errors (10) and 

computational time (5). The average rank of LSTM is 8 based on the ranks of prediction errors (6) and 

computational time (10).   

Table 4:  Total Rank 
Model Rank_Prediction 

Errors 

Rank_Time Average 

Rank 

Rank_Total Category 

LR 2 3 2.5 1 

Optimal RF 3 2 2.5 1 

SVM 3 4 3.5 3 

Efficient 

KNN 6 1 3.5 3 

ARIMA 1 8 4.5 5 

BP_SOG   5 6 5.5 6 

Suboptimal 

BP_Resilient 9 
5 

7 
7 

RNN 6 9 7.5 8 

Perceptron 10 
5 

7.5 
8 

LSTM 6 10 8 10 Inefficient 

 

Thus, ten algorithms can be ranked from 1 to 10 based on the total rank. They can be finally classified into four 

categories: optimal, efficient, suboptimal, and inefficient algorithms. LR and RF are optimal algorithms with the 

same average rank (2.5) in the combined assessments of prediction errors and computational time. Efficient 

algorithms include three algorithms - SVM, KNN, and ARIMA. SVM and KNN have the same rank (3) as 

efficient algorithms. ARIMA is another efficient algorithm ranked 5. Suboptimal algorithms include BP_SOG  

ranked 6, BP_Resilient ranked 7; RNN ranked 8, and Perceptron ranked 8. LSTM is an inefficient algorithm, with 

the worst performance ranked 10.  

5 Discussions  

This section focuses on each category, including optimal, efficient, suboptimal, and inefficient algorithms, and 

discusses research findings compared to other studies. 

5.1 Optimal Algorithms 

Based on Table 4, LR and RF are ranked as optimal algorithms.  

• LR  

LR is indicated as the optimal algorithm. This research supports other studies on BP_Resilient (Tabbussum & 

Dar 2020, p.14). LR performs better than BP_Resilient in MSE (0.000009, 0.006978) and RMSE (0.003048, 

0.083532). This research also supports other studies on KNN (Pakzad, Roshan & Ghalehnovi 2023, p.8) that LR 

performs better than KNN in MSE (0.000009, 0.163050) and RMSE (0.003048, 0.403800).  

This research has a different view on the performance of LR compared to other studies. For example, recent 

studies state that LR performs poorly (Patel et al. 2023, p.22) and yields unreliable predictions due to its low 

flexibility (al-Swaidani et al. 2022, p.3). This research indicates that LR has the second-top average rank (1.3) of 

combining MAE ranked 1, MSE ranked 1, RMSE ranked 1, and SAE ranked 2. There is a need to verify the 

prediction error assessment of LR. 

This research has different views on prediction error assessment between LR, KNN, and RF compared to other 

recent studies. A recent study comments that KNN is better than LR in MAE (Pakzad, Roshan & Ghalehnovi 

2023, p.8). However, this research indicates that LR (0.001510) is better than KNN (0.025468) in MAE. Two 
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studies affirm that RF has higher discrimination performance and calibrated probabilities than LR (Castonguay 

et al. 2023, p.45; Mulugeta et al. 2023, p.8). RF is better than LR in MAE, MSE, and RMSE (Pakzad, Roshan & 

Ghalehnovi 2023, p.8; Šušteršič et al. 2023, p.5). However, a recent study argues LR performs better than RF 

(Ustebay et al. 2023, p.236). However, this research indicates that LR has a better rank in prediction error 

assessment than RF in MAE (0.001510, 0.001944), MSE (0.000009, 0.000376), and RMSE (0.003048, 0.019390).  

Thus, there is a need to conduct further research and investigate why different results between LR and KNN in 

MAE and between LR and RF in MAE, MSE, and RMSE are reported by various studies.  

• RF  

RF is indicated as another optimal algorithm. RF frequently shows statistically lower error performance (Kasbekar 

et al. 2023, p.10). The finding supports a recent study (Pakzad, Roshan & Ghalehnovi 2023, p.8) that RF is a 

better assessment than KNN in MAE (0.001944, 0.025468), MSE (0.000376, 0.163050), and RMSE (0.019390, 

0.403800). This research also supports two recent studies by Šušteršič et al. (2023, p.5) and Kasbekar et al. (2023, 

p.10) that RF has only a better prediction of achieving MAE (0.001944) and SAE (22.312) compared to SVM 

(0.0020690, 23.750).  

This research has different views of prediction error assessments between RF and SVM compared to other recent 

studies. Several recent studies assume that RF may be better than SVM in predicting outcomes in terms of all 

criteria (Ahmadi, Nopour & Nasiri 2023, pp.18-19; Castonguay et al. 2023, p.45; Hassanzadeh, Farhadian & 

Rafieemehr 2023, p.13). However, this research indicates that RF and SVM have the same ranks (3) in overall 

prediction error assessments with MAE (ranked 3 and 4), MSE (ranked 4 and 3), RMSE (ranked 4 and 3), and 

SAE (ranked 3 and 4) among ten algorithms (see Table 2 and Table 4). 

Further research is needed to investigate more measures of prediction error assessments between RF and SVM.   

5.2 Efficient Algorithms 

Efficient algorithms include three algorithms - SVM, KNN, and ARIMA.  

• SVM  

This research indicates SVM as one of the most efficient algorithms. This finding supports recent studies by 

Kasbekar et al. (2023, p.9). Šušteršič et al. (2023, p.5) and Ustebay et al. (2023, p.236). SVM has significantly 

better prediction achieving MSE (0.000011) and RMSE (0.003259) than RF (0.000376, 0.019390). The finding 

also supports a recent study by Ustebay et al. (2023, p.236) that SVM significantly outperforms Perceptron in 

MAE, MSE, RMSE, and SAE, while Perceptron is the last-ranked algorithm in MAE (ranked 10), MSE (ranked 

10), RMSE (ranked 10), and SAE (ranked 8) among ten algorithms.   

This research finds that previous studies have different views on computational time. Sharma, Kim & Gupta 

(2022, p.1) affirm that SVM has the shortest training time and prediction speed, while Panesar 2021 (cited in 

Ustebay et al. 2023, p.236) believes that SVM requires too much training to incur a higher computational cost. 

This research indicates that SVM has a shorter computational time (1.889s) than Perceptron (2.4813s), BP_SOG 

(2.5108s), BP_Resilient (2.8363s), ARIMA (6.799s), RNN (34.933s), and LSTM (145.19s).  There is a need to 

investigate further why there is a different research outcome on the computational time of SVM.  

• KNN  

Although KNN is the best algorithm with the shortest computational time (0.41683s), previous research shows 

that KNN performs poorly if the training set is large (Cunningham & Delany 2022, p.22; Patel et al. 2023, p.22). 

This research indicates that KNN has a worse performance of prediction error assessment in MAE (0.025468, 

ranked 5) and SAE (292.35, ranked 5), while it has the worst MSE (0.16305, ranked 9) and RMSE (0.4038, ranked 

9). 

This research finds that previous studies have a different view of prediction error assessments between KNN and 

SVM. The literature shows that KNN outperforms SVM on the majority of the datasets (Mailagaha Kumbure, 

Luukka & Collan 2020, p.177), while Cunningham & Delany (2022, p.22) believes that KNN may be 



11 
 

outperformed by more exotic techniques such as SVM. This research indicates that the performance of MAE, 

MSE, RMSE, and SAE shows that KNN (0.025468, 0.16305, 0.4038, and 292.35) is worse than SVM (0.002069, 

0.000011, 0.003259, and 23.75). Further research is needed to verify the research outcomes on prediction error 

assessments between KNN and SVM. 

This research also has a different view of computational time on KNN compared to other studies. A recent study 

highlights that KNN algorithms require too much training to incur a higher computational cost (Panesar 2021 

cited in Ustebay et al. 2023, p.236). However, this research indicates that KNN has the shortest computational 

time (0.41683s) compared to other algorithms, from 1.3503s (RF) to 145.19s (LSTM). Further research is needed 

to investigate the predictive performance assessment of KNN compared to different algorithms. 

• ARIMA  

This research indicates that ARIMA is another efficient algorithm. However, there is a different view between 

this research and a previous study on the performance of ARIMA. This research indicates that ARIMA has the 

highest average rank for prediction error assessment in MAE (0.001510, ranked 1), MSE (0.000009, ranked 1), 

RMSE (0.003048, ranked 1), and SAE (17.329, ranked 1) among the ten algorithms. However, the literature notes 

that ARIMA may produce better results with fewer data in previous academic studies’ conclusions and worse 

results with the extensive data in the algorithms generated (Elsaraiti & Merabet 2021, p.15). There is a need to 

verify the prediction error assessment of ARIMA in further research.  

This research has a slightly different view of prediction error assessments between ARIMA and KNN compared 

to other studies. Previous research states that ARIMA performs marginally better than KNN for the complete set 

of all-time series (Kück & Freitag 2021, p.19). While this research indicates that ARIMA has the highest 

performance of prediction error assessment for short-term forecasting rather than KNN, KNN is sixth-ranked for 

prediction error assessment in MAE (0.025468, ranked 5), MSE (0.163050, ranked 9), RMSE (0.403800, ranked 

9), and SAE (292.350, ranked 5). There is a need to investigate the prediction error assessment between ARIMA 

and KNN in further research.  

5.3 Suboptimal Algorithms 

Suboptimal algorithms include BP_SOG, BP_Resilients, RNN, and Perceptron. This research does find very few 

studies that discuss the implementation of BP_SOG, BP_Resilient, and Perceptron compared to other algorithms. 

There is a need to investigate why they are less applied to China’s industrial applications.  

This research has a different view of prediction error assessments between RNN and ARIMA compared to 

previous studies. Previous research believes the superiority of RNN against the traditionally used ARIMA 

(Šestanović & Arnerić 2021, p.10). However, this research indicates that ARIMA has the highest rank in MAE 

(ranked 1 with 0.001510), MSE (ranked 1 with 0.000009), RMSE (ranked 1 with 0.003048), and SAE (ranked 1 

with 17.329). It is better than RNN in MAE (ranked 9 with 0.067697), MSE (ranked 6 with 0.005384), RMSE 

(ranked 6 with 0.073375), and SAE (ranked 7 with 2178.500). Therefore, conducting further research to verify 

the prediction error assessments between RNN and ARIMA is valuable. 

5.4 Inefficient Algorithm 

This research indicates that LSTM is inefficient with the worst prediction error assessment algorithm and the 

longest computational time (145.19s).  

This research finds that previous studies have different views of the performance of LSTM in the literature. 

Kasbekar et al. (2023, p.9) states that the statistical comparison results for the absolute errors confirm that LSTM 

does not perform well on lower errors, which is against other studies, such as LSTM may produce better 

performances in prediction of modeling time series data (Azeem et al. 2022, p.12; Butt et al. 2023, p.3040; 

Elsaraiti & Merabet 2021, p.3, p.15; Essam et al. 2022, p.2; Mahmoud et al. 2022, p.405). Thus, it is valuable to 

investigate further the performance of LSTM.  

This research also finds a different view on prediction error assessment between ARIMA and LSTM compared 

to previous studies. A previous study claims that LSTM outperforms ARIMA with the large quantity of data in 
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MAE and RMSE criteria (Elsaraiti & Merabet 2021, p.13, p.15). However, this research indicates that ARIMA 

has the highest rank of overall prediction error assessment in MAE (0.001510) ranked 1, and RMSE (0.003048) 

ranked 1, while LSTM has MAE (0.029636) ranked 6 and RMSE (0.135830) ranked 8. Thus, further research is 

needed to verify the prediction error assessment of MAE and RMSE between LSTM and ARIMA. 

This research also has a different view on prediction error assessment between LSTM and SVM. A recent study 

believes that LSTM outperforms SVM (Essam et al. 2022, p.3884). However, this research indicates that SVM 

has a higher performance with overall rank 3 in prediction error assessment in MAE (0.002069) ranked 4, MSE 

(0.000011) ranked 3, RMSE (0.003259) ranked 3, and SAE (23.750) ranked 4 rather than LSTM with overall 

rank 6 in MAE (0.029636) ranked 6, MSE (0.018449) ranked 8, RMSE (0.135830) ranked 8, and SAE (1526.400) 

ranked 6. Thus, there is a need to conduct further research on prediction error assessment between LSTM and 

SVM. 

6 Conclusion 

6.1 Conclusion  

This research aims to explore a more efficient ML algorithm with better prediction assessments for short-term 

forecasting, which uses the three-hour dataset to predict up to one hour ahead of the dataset. Finally, 20 research 

questions are provided for further investigation. 

The literature reviews the top-tier publications on ML algorithms used in China’s industrial applications between 

2016 and 2020. 29 algorithms are found in 347 applications. Among them, nine algorithms are at least discussed 

by more than ten publications and applications, including BP (27.38%, 95 out of 347), SVM (24.50%, 85 out of 

347), LR (8.65%, 30 out of 347), Perceptron (5.19%, 18 out of 347), RNN (4.90%, 17 out of 347), RF (3.75%, 

13 out of 347), CNN (3.17%, 11 out of 347), K-means (3.17%, 11 out of 347), and AdaBoost (2.88%, 10 out of 

347) (see Appendix 1). Among the nine most-used ML algorithms, AdaBoost needs a proper training mechanism 

to be well-applied for prediction tasks. CNN is usually used for image processing applications. K-means algorithm 

works for partitioning the data into the set of clusters defined by centroids and starts with initial estimates for the 

centroids. They are not suitable for applying to gas warning systems and will not be tested in this research. 

ARIMA, BP_Resilient, BP_SOG, and KNN are tested in this research because they are popularly used algorithms 

for various analyses.  Thus, this research focuses on ten algorithms, including ARIMA, BP_Resilient, BP_SOG, 

KNN, LP, LSTM, Perceptron, RF, RNN, and SVM. 

This research reviews Q1 publications related to the predictive performance assessment of ML algorithms 

between 2020 and 2023. 45 performance criteria are found, including the most-used metrics for evaluating ML 

algorithms - RMSE, MAE, R2, and MSE (see Appendix 2). However, R2 is oversensitive to extreme values and 

insensitive and is not used in this research. SAE is therefore selected for testing algorithms in this research because 

it is essential to sum up all errors to evaluate the algorithms' quality. Thus, four performance metrics - MAE, 

MSE, RMSE, and SAE – are used to measure the prediction errors of the employed modeling. 

A case study method is applied to this research, which compares the prediction assessments of ML algorithm 

to enhance the understanding of the research outcomes. Datasets are collected initially every 15 seconds from 

a real-time gas monitoring system in the Case Study mine. The gas monitoring system produced four data per 

minute, 240 per hour, and 5,760 daily. 28,697 datasets were initially acquitted for gas sensor T050401 between 

16 April and 16 May 2022. The datasets are divided into two subsets: 60% for training and 40% for testing 

datasets. Modeling relations between inputs and outputs are conducted using the above ten algorithms, which 

use the three-hour dataset to predict up to one hour ahead of the dataset (see Appendix 3). 

For prediction error assessment, the research outcomes indicate that ARIMA and LR are the top two ranked 

algorithms among all algorithms. RF, SVM, BP_SOG, KNN, RNN, and BP_Resilient are ranked 3 to 9.  

Perceptron is the last ranked algorithm (10) (see Table 2). For predictive performance assessment, the research 

outcomes indicate the ten algorithms may be divided into five clusters based on computational time tested – 

the best – KNN - with the shortest computational time (0.41683s), better (RF, LR, and SVM) (between 1s and 

2s), good (Perceptron, BP_SOG, and BP_Resilient) (between 2s and 3s), worse (ARIMA and RNN) (more than 



13 
 

3s), and the worst – LSTM - with the longest computational time (145.19s) (see Table 3). Thus, ten ML 

algorithms can be finally classified into four categories (see Table 4): optimal, efficient, suboptimal, and 

inefficient algorithms. LR and RF are optimal algorithms. Efficient algorithms include algorithms - SVM, 

KNN, and ARIMA. Suboptimal algorithms include BP_SOG, BP_Resilient, RNN, and Perceptron. LSTM is an 

inefficient algorithm with the worst performance.  

6.2 Different Views and Further Research 

This research finds that MSE and RMSE have the same performance error assessment (see Table 2). The 

suggestion is that further research does not need to test MSE and RMSE together. This research also finds different 

results from previous studies on the performance between LSTM, KNN, and SVM. They need to be investigated 

further as follows: 

• Prediction error assessments between KNN and SVM.  

• Performance of LSTM.  

• Computational time of SVM.  

This research significantly explores different views on the performance of ARIMA, LR, KNN, RF, RNN, and 

SVM compared to previous studies. They are valuable for further research.: 

• Computational time on KNN.  

• Prediction error assessment of ARIMA.  

• Prediction error assessments between ARIMA and KNN. 

• Prediction error assessment of LR. 

• Prediction error assessment between LR, KNN, and RF.  

• Prediction error assessment of MAE and RMSE between LSTM and ARIMA 

• Prediction error assessment between LSTM and SVM. 

• Prediction error assessments between RF and SVM.  

• Prediction error assessments between RNN and ARIMA.  

6.2 Limitations and Further Research  

The main limitation is that this research aims to find the most suitable ML Algorithms for prediction systems 

rather than discuss the features of ML Algorithms. Further research needs to investigate the impacts of the 

advantages and limitations of these algorithms on predicting warning systems. Another limitation is that this 

research uses data from a Case Study mine in a gas warning system to test ten algorithms to predict gas 

concentration. There is a need to conduct further research on different industry cases. The third limitation is 

that this research only focuses on limited prediction error criteria (MAE, MSE, RMSE, and SAE) and predictive 

performance assessment. It is valuable for testing other prediction error criteria (see Appendix 2). 

6.3 Other Further Research 

The following research questions also need to be addressed further:  

• This research lacks studies on ARIMA BP_Resilient, BP_SOG, and KNN used for China’s industrial 

applications until 2020.    

• This research uses the three-hour dataset inputs to predict the following one-hour outputs in a gas warning 

system in coal mine applications. Testing whether the research outcomes may be verified for very short-

term, medium-term, and long-term forecasting is valuable.  

• Further research needs to test research outcomes using more prediction error assessments (see Appendix 

2) and other performance assessments, such as accuracy.  

• Further research must also test whether other industrial applications might verify the research outcomes. 

• There is also a need to conduct further research to understand the ML algorithms used for industrial 

applications between 2021 and 2023.  
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6.4 Implications for ML Education 

The ML algorithms are discussed in this research, and their outcomes should be valuable for IT higher education 

and professionals to develop up-to-date teaching contexts.  

Data availability 

The data supporting the study’s findings are available in the public domain Figshare with license CC BY4.0 from 

CC BY4.0 from https://doi.org/10.6084/m9.figshare.24083076.v2.  
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Appendix 1: ML Algorithms in China’s Indsutrial applications 
Model 2016 2017 2018 2019 2020 Total % 

BP 11 35 21 20 8 95 27.38% 
SVM 23 17 19 15 11 85 24.50% 
LR 3 10 11 6 0 30 8.65% 
Perceptron 2 8 3 2 3 18 5.19% 
RNN 3 3 5 3 3 17 4.90% 
RF 0 5 3 0 5 13 3.75% 
CNN 0 0 4 6 1 11 3.17% 
K-means 2 1 1 1 6 11 3.17% 
AdaBoost 4 1 2 2 1 10 2.88% 
Bayesian Network 1 3 2 3 0 9 2.59% 
KNN 1 0 1 2 3 7 2.02% 
Stepwise Regression 0 3 0 2 0 5 1.44% 
Naive Bayes 0 2 1 1 1 5 1.44% 
SOM 0 1 1 2 0 4 1.15% 
PLSR 0 2 1 1 0 4 1.15% 
Logistic Regression 0 3 0 1 0 4 1.15% 
LVQ 1 2 0 0 0 3 0.86% 
CART 0 2 0 1 0 3 0.86% 
Hierarchical Clustering 0 1 1 0 0 2 0.58% 
C4.5 0 1 0 1 0 2 0.58% 
RBFN 0 0 0 1 0 1 0.29% 
LWL 0 1 0 0 0 1 0.29% 
Projection Pursuit  0 1 0 0 0 1 0.29% 
PCR 0 0 0 1 0 1 0.29% 
PLS 1 0 0 0 0 1 0.29% 
LDA 0 0 0 1 0 1 0.29% 
GBRT 0 0 1 0 0 1 0.29% 
Expectation Maximization  0 0 0 1 0 1 0.29% 
Ridge Regression 0 0 1 0 0 1 0.29% 

Sum 52 117 91 82 48 347 100.00% 
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Appendix 2: Predictive Performance Assessment of ML Algorithms Between 2020 and 2023 
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Appendix 3: Outcomes of Training and Testing 
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