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#### Abstract

Sampling problems demonstrating beyond classical computing power with noisy intermediate scale quantum (NISQ) devices have been experimentally realized. In those realizations, however, our trust that the quantum devices faithfully solve the claimed sampling problems is usually limited to simulations of smaller-scale instances and is, therefore, indirect. The problem of verifiable quantum advantage aims to resolve this critical issue and provides us with greater confidence in a claimed advantage. Instantaneous quantum polynomial-time (IQP) sampling has been proposed to achieve beyond classical capabilities with a verifiable scheme based on quadratic-residue codes (QRC). Unfortunately, this verification scheme was recently broken by an attack proposed by Kahanamoku-Meyer.

In this work, we revive IQP-based verifiable quantum advantage by making two major contributions. Firstly, we introduce a family of IQP sampling protocols called the stabilizer scheme, which builds on results linking IQP circuits, the stabilizer formalism, coding theory, and an efficient characterization of IQP circuit correlation functions. This construction extends the scope of existing IQP-based schemes while maintaining their simplicity and verifiability. Secondly, we introduce the Hidden Structured Code (HSC) problem as a welldefined mathematical challenge that underlies the stabilizer scheme. To assess classical security, we explore a class of attacks based on secret extraction, including the KahanamokuMeyer's attack as a special case. We provide evidence of the security of the stabilizer scheme, assuming the hardness of the HSC problem. We also point out that the vulnerability observed in the original QRC scheme is primarily attributed to inappropriate parameter choices, which can be naturally rectified with proper parameter settings.


## 1 Introduction

Quantum computing represents a fundamental paradigm change in the theory of computation, and promises to achieve quantum speedup in many problems, such as integer factorization [1]

[^0]and database search [2]. However, many quantum algorithms are designed to be implemented in the fault-tolerant regime, which are too challenging for our current noisy intermediate-scale quantum (NISQ) era [3]. Experimentally, we can perform random-circuit sampling [4, 5, 6, 7] and boson sampling $[8,9]$ at a scale that is arguably beyond the capability of classical simulation. But when it comes to verifiability, although these experiments can use some benchmarking techniques such as cross-entropy benchmarking [5] to certify the quantum devices, they cannot be efficiently verified in an adversarial setting without modification of the underlying computational task.

Classical verification of quantum computation is a long-standing question, which was first asked by Gottesman [10]. In the context of verifying arbitrary quantum computation, there have been a plethora of important results $[11,12,13,14,15,16,17,18,19]$. The more relevant context of this work is generating a test of quantumness. The goal is to create a computational task that is beyond the capabilities of classical computing, that uses minimal quantum and classical computing to generate and verify. A motivating example is given by Shor's algorithm for integer factorization [1], which is appealing in that hard instances can be easily generated and verified classically yet finding the solution is beyond the capabilities of classical computers. However, this also has the drawback that the quantum solution also seems to be beyond the capabilities of NISQ devices.

Recently, there have been tests of quantumness that combine the power of both interactive proofs and cryptographic assumptions [20, 21, 22]. This class of cryptographic verification protocols usually uses a primitive called trapdoor claw-free (TCF) functions, which has the following properties. First, it is a 2 -to- 1 function that is hard to invert, meaning that given $y=f(x)=f\left(x^{\prime}\right)$, it is hard for an efficient classical computer to find the preimage pair $\left(x, x^{\prime}\right)$. Second, given a trapdoor to the function $f(x)$, the preimage pair can be efficiently found on a classical computer. We will refer to this class of verification protocols as the TCF-based protocols. The TCF-based protocols require the quantum prover to prepare the state of the form $\sum_{x}|x\rangle|f(x)\rangle$. Although a recent experiment implemented a small-scale TCF-based protocol on a trapped-ion platform [23], implementing this class of protocols is still very challenging for the current technology.

Another class of verification protocols is based on instantaneous quantum polynomial-time (IQP) circuits initiated by Shepherd and Bremner [24]. IQP circuits are a family of quantum circuits that employ only commuting gates, typically diagonal in the Pauli- $X$ basis. In IQPbased verification protocols, the verifier generates a pair consisting of an IQP circuit $U_{\mathrm{IQP}}$ and a secret key $\mathbf{s} \in\{0,1\}^{n}$. After transmitting the classical description of the IQP circuit to the prover, the verifier requests measurement outcomes in the computational basis. Then, the verifier uses the secret to determine whether the measurement outcomes are from a real quantum computer. Such a challenge seems hard for classical computers, as random IQP circuits are believed to be computationally difficult to simulate classically with minimal physical resources, assuming some plausible complexity-theoretic assumptions such as the non-collapse of polynomial hierarchy [ $25,26,27$ ].

The use of random IQP circuits for the verification protocol is problematic due to the anticoncentration property [28,26]. To address this issue, the Shepherd-Bremner scheme employs an obfuscated quadratic-residue code (QRC) to construct the pair ( $U_{\mathrm{IQP}}, \mathbf{s}$ ) [29]. While the Shepherd-Bremner scheme was experimentally attractive, it suffered from a drawback as its cryptographic assumptions were non-standard and lacked sufficient study compared to TCFbased protocols. This was especially apparent when in 2019 Kahanamoku-Meyer discovered
a loophole in the Shepherd-Bremner scheme, enabling a classical prover to efficiently find the secret, which subsequently allows the prover to generate data to spoof the test [30]. Given the potential of IQP-based protocols to achieve verifiability beyond classical computing using fewer resources than, say, Shor's algorithm, it is crucial to investigate the possibility of extending and rectifying the Shepherd-Bremner construction.

In this work, we propose a new IQP-based protocol, which we refer to as the stabilizer scheme. Our construction allows the verifier to efficiently generate an IQP circuit, $U_{\mathrm{IQP}}=e^{i \pi H / 8}$, and a secret, $\mathbf{s}$, so that the correlation function relative to the secret has a magnitude equal to $2^{-g / 2}$, where $g$ is a tunable integer. The stabilizer scheme is based on the interplay between IQP circuits, stabilizer formalism and coding theory, and it significantly strengthens previous constructions based on quadratic-residue codes [24] or random small IQP circuits [28]. Our characterization on IQP circuits builds upon and integrates several previous results [31,32], which tackle this problem from the perspective of binary matroids and Tutte polynomials. In order to explore the classical security, we formulate the Hidden Structured Code problem, which captures the hardness of classical attacks based on secret extraction. Then, we investigate a general class of such classical attacks, which includes Kahanamoku-Meyer's attack as an instance. We give positive evidence that this class of classical attacks takes exponential time to generate the data with correct correlation relative to the secret. Specifically, we show that a generalization of Kahanamoku-Meyer's attack, named Linearity Attack, fails to break the stabilizer scheme if the parameters are chosen appropriately. Additionally, we have designed a new obfuscation technique called column redundancy, which can even be used to fix the recently-found weakness in the Shepherd-Bremner construction [33]. Specifically, Claim 3.1 in Ref. [30] states that the attack algorithm for the Shepherd-Bremner construction succeeds in $O\left(n^{3}\right)$ time on average, which turns out to be true only under certain parameter choices. This can be naturally rectified with proper parameter settings enabled by our column redundancy technique. Our results provide positive evidence for the security of the IQP-based verification protocols.

This paper is organized as follows. In the rest of the Introduction, we first give the general framework of IQP-based verification protocols. Then, we state our main results in more detail, followed by discussing the related works. In Section 2, we give the preliminaries, including stabilizer formalism, necessary results from coding theory and the Shepherd-Bremner construction. In Section 3, we give the characterization of the state generated by IQP circuits with $\theta=\pi / 4$ and the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ with $\theta=\pi / 8$. Then, in Section 4, we present the stabilizer construction for the IQP-based protocols. In Section 5, we analyze the classical security of the stabilizer scheme and explore the classical attacks based on secret extraction. Finally, we conclude and give open problems in Section 6.

### 1.1 IQP-based verification protocol

Here, we focus on a specific family of IQP circuits, the X program [24], where all local gates are diagonal in the Pauli- $X$ basis. One can represent this family of IQP circuits by a time evolution of the Hamiltonian $H$, which consists of only products of Pauli X's. For example, for $H=X_{1} X_{2} X_{4}+X_{3} X_{4}+X_{1} X_{3}$, the corresponding IQP circuit is given by $U_{\mathrm{IQP}}=e^{i \theta H}=$ $e^{i \theta X_{1} X_{2} X_{4}} e^{i \theta X_{3} X_{4}} e^{i \theta X_{1} X_{3}}$. In the general case, the evolution time for each term in $H$ can be different, but we focus on the case where $\theta=\pi / 8$ for all terms in this work. One can also use an $m$-by- $n$ binary matrix to represent the IQP Hamiltonian, where $m$ is the number of local terms and $n$ is the number of qubits. Each row of the matrix represents one local term and the locations of 1's


Figure 1: Schematic for IQP-based verification protocol in the case $\theta=\pi / 8$.
indicate the qubits that it acts on. The matrix representation for $H$ in the previous example is given by

$$
\mathbf{H}=\left(\begin{array}{llll}
1 & 1 & 0 & 1  \tag{1.1}\\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0
\end{array}\right)
$$

General framework. The general framework for the IQP-based verification protocol is shown in Fig. 1. Here, the verifier first generates the pair of IQP Hamiltonian $H$ and the secret $\mathbf{s} \in\{0,1\}^{n}$. She computes the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle:=\left\langle 0^{n}\right| U_{\mathrm{IQP}}^{\dagger} \mathcal{Z}_{\mathbf{s}} U_{\mathrm{IQP}}\left|0^{n}\right\rangle$ relative to the secret, which can be achieved classically efficiently [28,31]. Then, the classical description of the Hamiltonian $H$ is sent to the prover, while the secret is kept on the verifier's side. The verifier also instructs the prover the evolution time for each term of the Hamiltonian. After that, the prover repeatedly prepares the state $e^{i \theta H}\left|0^{n}\right\rangle$, measures all qubits in the computational basis, and obtains a set of samples $\mathbf{x}_{1}, \ldots, \mathbf{x}_{T} \in\{0,1\}^{n}$, which will be sent back to the verifier. From the prover's measurement samples, the verifier estimates the correlation function relative to $s$ by

$$
\begin{equation*}
\left\langle\widetilde{\mathcal{Z}_{\mathbf{s}}}\right\rangle:=\frac{1}{T} \sum_{i=1}^{T}(-1)^{\mathbf{x}_{i} \cdot \mathbf{s}} . \tag{1.2}
\end{equation*}
$$

If the value of $\left\langle\widetilde{\mathcal{Z}_{\mathbf{s}}}\right\rangle$ is within an allowed error of the ideal value $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$, then the verifier accepts the result and the prover passes the verification.

In order to ensure the effectiveness of the verification process, two key challenges must be addressed. The first one is to evaluate the ideal correlation function, so that the verifier can compare it with the value obtained from the prover's measurement outcomes. The second one is to design a suitable pair $(H, \mathbf{s})$, so that the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ is sufficiently away from zero. Otherwise, the verifier may need to request a super-polynomial number of samples from the prover to make the statistical error small enough, making the protocol inefficient.

Evaluating the correlation function. To evaluate the correlation function, first note that the Hamiltonian can be divided into two part $H=H_{\mathbf{s}}+R_{\mathbf{s}}$ based on the secret $\mathbf{s}$. Here, $H_{\mathbf{s}}$ anticommutes with $\mathcal{Z}_{\mathrm{s}}$, i.e., $\left\{\mathcal{Z}_{\mathrm{s}}, H_{\mathrm{s}}\right\}=0$, and the redundant part $R_{\mathrm{s}}$ commutes with $\mathcal{Z}_{\mathrm{s}}$, i.e., $\left[R_{\mathbf{s}}, \mathcal{Z}_{\mathbf{s}}\right]=0$. Correspondingly, the matrix representations satisfy $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$ and $\mathbf{R}_{\mathbf{s}} \mathbf{s}=\mathbf{0}$. Due to these commutation relations, the value of the correction function only depends on the $H_{\mathrm{s}}$, i.e. $[28,31]$,

$$
\begin{equation*}
\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n}\right| e^{i 2 \theta H_{\mathbf{s}}}\left|0^{n}\right\rangle \tag{1.3}
\end{equation*}
$$

Then, one can observe an intriguing point from this expression. When $\theta=\pi / 8$, the IQP circuit is non-Clifford and there is complexity-theoretic evidence that the IQP circuits in this setting is hard to simulate classically [26]. However, $e^{i 2 \theta H_{s}}$ becomes a Clifford circuit, which means that the correlation function can be computed classically efficiently! Indeed, $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n}\right| e^{i(\pi / 4)} H_{\mathbf{s}}\left|0^{n}\right\rangle$ actually corresponds to an amplitude of the Clifford circuit $e^{i(\pi / 4) H_{s}}$. In this way, the verifier can evaluate the correlation function efficiently using the Gottesman-Knill algorithm [34].

### 1.2 Main results

In this subsection, we briefly overview the main results of the paper in the following and refer the reader to later sections for the detailed analysis. The main objective of this work is to devise a new scheme of the IQP-based verification protocol that strengthens its classical security and invalidates the known attacks. To achieve this, we start by studying the properties of the state $e^{i \pi H / 4}\left|0^{n}\right\rangle$. Given a binary matrix $\mathbf{H}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)$, we first transform it into an IQP Hamiltonian H. By Theorem 3.1, the stabilizer tableau of $|\psi\rangle=e^{i \pi H / 4}\left|0^{n}\right\rangle$ is given by $\left(\mathbf{G}, \mathbf{I}_{n}, \mathbf{r}\right)$, where the $X$ part is a Gram matrix $\mathbf{G}=\mathbf{H}^{T} \mathbf{H}$, the $Z$ part is an identity matrix $\mathbf{I}_{n}$, and the phase column $\mathbf{r}$ depends on the Hamming weight of columns in $\mathbf{H}$.

Next, we compute the correlation function $\left|\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle\right|$ and connect it to a property of the code $\mathcal{C}_{\mathrm{s}}$ generated by columns of $\mathbf{H}_{\mathrm{s}}$. Let $\mathcal{C}_{\mathrm{s}}^{\perp}$ be the dual code of $\mathcal{C}_{\mathrm{s}}, \mathcal{D}_{\mathrm{s}}:=\mathcal{C}_{\mathrm{s}} \cap \mathcal{C}_{\mathrm{s}}^{\perp}$ be the self-dual intersection and consider $g:=\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}\right)-\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right)$. We then prove in Theorem 3.2 that the magnitude of the correlation function $\left|\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle\right|$ is $2^{-g / 2}$ if the self-dual intersection $\mathcal{D}_{\mathbf{s}}$ is a doublyeven code, and 0 if it is an unbiased even code. Moreover, it can be proved that $\mathcal{D}_{s}$ must be in one of the two cases, and thus the above gives a complete characterization of the magnitude of the correlation function. Interestingly, the $g$ number happens to be the rank of the Gram matrix $\mathbf{G}_{\mathbf{s}}=\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ associated with $\mathbf{H}_{\mathbf{s}}$ (Proposition 2.5), which also characterizes the overlap between $\left|0^{n}\right\rangle$ and $e^{i \pi H_{\mathrm{s}} / 4}\left|0^{n}\right\rangle$ from a group-theoretic perspective (Proposition 2.1). Theorem 3.2 is an effective merging of a number of results that were first discussed by Shepherd in Ref. [31], with a particular focus on coding theory. Originally, Shepherd studied IQP circuits from the perspective of binary matroids, codes, and Tutte polynomials.

With these results established, the construction of $(\mathbf{H}, \mathbf{s})$ for the verification protocol can be formulated as follows. Let $\mathcal{H}_{n, m, g}=\{(\mathbf{H}, \mathbf{s})\}$ be a family of pairs of an IQP matrix $\mathbf{H} \in \mathbb{F}_{2}^{m \times n}$ and a secret $\mathbf{s} \in \mathbb{F}_{2}^{n}$ so that the corresponding correlation function satisfies $\left|\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle\right|=2^{-g / 2}$; the precise definition is presented in Definition 4.1. Here, the parameters $n$ and $m$ correspond to the size of the IQP circuits, and $g$ corresponds to the value of the correlation function relative to the secret. Other than these three parameters, no other structure is imposed on the IQP circuits in this family. We give an efficient algorithm to sample random instances from $\mathcal{H}_{n, m, g}$, which we call the stabilizer construction (Meta-Algorithm 1).

Essentially, the stabilizer construction is to randomly generate an obfuscated code and a secret, so that the corresponding correlation function is sufficiently away from zero, to enable efficient verification. Specifically, we reduce this problem to sampling two matrices $\mathbf{D}$ and $\mathbf{F}$, so that $\mathbf{D}$ is a generator matrix of a random doubly-even code, and $\mathbf{F}$ consists of $g$ random columns satisfying the constraints $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$ and $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=g$. Jointly, columns in $\mathbf{D}$ and $\mathbf{F}$ span a linear subspace that contains the all-ones vector, which must be a codeword because $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$. We give an efficient algorithm to sample such matrices $\mathbf{D}$ and $\mathbf{F}$.

To explore the classical security, we consider a general class of classical attacks based on secret extraction. Given $(\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, g}$, extracting the secret $\mathbf{s}$ from $\mathbf{H}$ leads to finding the hidden code $\mathcal{C}_{s}$ from a larger obfuscated code. Such a hidden substructure problem seems hard for a classical computer, and we formulate the following conjecture.

Conjecture 1.1 (Hidden Structured Code (HSC) Problem). For certain appropriate choices of $n, m, g$, there exists an efficiently samplable distribution over instances $(\mathbf{H}, \mathbf{s})$ from the family $\mathcal{H}_{n, m, g}$, so that no polynomial-time classical algorithm can find the secret $\mathbf{s}$ given $n, m$ and $\mathbf{H}$ as input, with high probability over the distribution on $\mathcal{H}_{n, m, g}$.

To support this conjecture, we extend Kahanamoku-Meyer's attack to target general IQP circuits with $\theta=\pi / 8$, and we call this attack the Linearity Attack. This generalized attack uses linear algebraic techniques to search for a candidate set of secrets, and performs classical sampling according to this candidate set. By choosing appropriate parameters, random instances drawn by our stabilizer scheme turns out to invalidate the Linearity Attack, since the search for the candidate set takes exponential time. As a result, the stabilizer scheme is secure against the Linearity Attack. Moreover, our analysis suggests that choosing a different set of parameters for the QRC-based construction can fix the recent loophole in the original Shepherd-Bremner scheme. This refutes the Claim 3.1 in Ref. [30], which states that the QRC-based construction can be efficiently broken classically in general.

### 1.3 Related works

The first explicit construction recipe of $(\mathbf{H}, \mathbf{s})$ for the case $\theta=\pi / 8$ is given by Shepherd and Bremner [24]. In the their construction, $\mathbf{H}_{\mathbf{s}}$ is constructed from a specific error-correcting code, the quadratic-residue code (QRC) [29], which guarantees that the correlation function is always $1 / \sqrt{2}$, a value sufficiently away from zero as desired. Formally, let $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}=\{(\mathbf{H}, \mathbf{s})\}$ be a family of pairs of an IQP matrix $\mathbf{H} \in \mathbb{F}_{2}^{m \times n}$ and a secret $\mathbf{s}$ so that $\mathbf{H}_{\mathbf{s}}$ generates a QRC of length $q$ (up to row permutations) and $\mathbf{H}$ is of full column rank. What the Shepherd-Bremner construction achieves is to randomly sample instances from $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$, where $n=(q+3) / 2$.

However, it turns out that this set of parameters can only give easy instances. In Ref. [30], Kahanamoku-Meyer gave a secret-extraction attack (KM attack) against the Shepherd-Bremner construction. With his attack, a classical prover can find the secret $\mathbf{s}$ efficiently with high probability. Once the secret is found, the prover can easily pass the test by generating appropriately biased data in the direction of the secret, without the need of actually simulating the IQP circuits. In Ref. [28], Yung and Cheng proposed to circumvent the attack by starting with a small randomized IQP circuit and using the obfuscation technique in the Shepherd-Bremner scheme to hide that small IQP circuit [24]. The verifier cannot directly use a fully randomized IQP circuit because the correlation function will be close to zero for most choices of secrets in that case, due to the anti-concentration property of IQP circuits [26]. Small correlation functions make
it difficult for the verifier to distinguish between an honest quantum prover and a cheating classical prover outputting random bit strings. This poses a challenge, to balance the security given by randomized constructions with the scale of the correlation functions that enables easy verification. This challenge is not fully resolved by the heuristic construction in Ref. [28].

In addition, Shepherd studied IQP circuits with tools of binary matroids and Tutte polynomials, and derived some related results to this work [31]. Specifically, the amplitude of the IQP circuit $\left\langle 0^{n}\right| e^{i \theta H}\left|0^{n}\right\rangle$ is expressed in terms of the normalized Tutte polynomial, and its computational complexity is studied in various cases. When $\theta=\pi / 4$, the magnitude of the related Tutte polynomial can be efficiently evaluated using Vertigan's algorithm [35], which is similar to the Gottesman-Knill algorithm [34]. This idea was further explored by Mann [32], which related computing the amplitude to the bicycle dimension and the Brown's invariant using results of Ref. [36]. But when $\theta=\pi / 8$ (and any other values except for the multiple of $\pi / 4$ ), computing the amplitude is $\# P$-hard in the worst case. Moreover, Ref. [31] also derived similar relation to Eq. (1.3), in the language of the normalized Tutte polynomial. Therefore, it was proved that the correlation function is efficiently classical computable when $\theta=\pi / 8$, and suggests that this could be used to perform hypothesis test for access to quantum computers, although no new construction was proposed in Ref. [31].

## 2 Preliminaries

### 2.1 Notations

We mainly work on the field $\mathbb{F}_{2}$. We use bold capital letters such as $\mathbf{H}$ to denote a matrix and bold lower-case letters such as $\mathbf{s}$ to denote a vector. If not stated otherwise, a vector is referred to as a column vector, and a row vector will be added the transpose symbol, like $\mathbf{p}^{T}$. The (Hamming) weight of a vector $\mathbf{x}$ is denoted as $|\mathbf{x}|$. The inner product between two vectors $\mathbf{x}$ and $\mathbf{s}$ is denoted as $\mathbf{x} \cdot \mathbf{s}$; sometimes we will also use $\mathbf{H} \cdot \mathbf{s}$ to denote the matrix multiplication. We use $\operatorname{col}(\mathbf{H})$ and $\operatorname{row}(\mathbf{H})$ to denote the columns and rows of a matrix $\mathbf{H}$, respectively. We use $c(\mathbf{H})$ and $r(\mathbf{H})$ to denote the number of columns and the number of rows of a matrix $\mathbf{H}$, respectively. The rank of a matrix $\mathbf{H}$ is denoted as $\operatorname{rank}(\mathbf{H})$. We use $\operatorname{ker}(\mathbf{H})$ to denote the kernel space of $\mathbf{H}$, i.e., the space of vector $\mathbf{v}$ such that $\mathbf{H v}=\mathbf{0}$. We call two square matrices $\mathbf{A}$ and $\mathbf{B}$ congruent if there exists an invertible matrix $\mathbf{Q}$ satisfying $\mathbf{A}=\mathbf{Q}^{T} \mathbf{B Q}$, denoted as $\mathbf{A} \sim_{c} \mathbf{B}$. We call such an transformation congruent transformation.

The all-ones vector will be denoted as $\mathbf{1}$, with its dimension inspected from the context; the similar rule applies to the all-zeros vector (or matrix) $\mathbf{0}$. The $n \times n$ identity matrix is denoted as $\mathbf{I}_{n}$. For a vector $\mathbf{x}$, we define its support as $\left\{j: x_{j}=1\right\}$. We define $[n]:=\{1,2, \ldots, n\}$. If not stated otherwise, a full-rank matrix is referred to a matrix with full column rank.

We denote the linear subspace spanned by a set of vectors $\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\}$ as $\left\langle\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\rangle$. Given linear subspaces $V=\left\langle\mathbf{c}_{1}, \ldots, \mathbf{c}_{l}\right\rangle$ and $U=\left\langle\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\rangle$ with $k<l$, we denote the complement subspace of $U$ in $V$ with respect to the basis $\left\{\mathbf{c}, \ldots, \mathbf{c}_{l}\right\}$ by $(V / U)_{\mathbf{c}_{1}, \ldots, \boldsymbol{c}_{l}} ;$ namely, $(V / U)_{\mathbf{c}_{1}, \ldots, \boldsymbol{c}_{l}}:=$ $\left\langle\mathbf{c}_{k+1}, \ldots, \mathbf{c}_{l}\right\rangle$. Usually, we are not interested in a specific basis, so we use $V / U$ to denote a random complement subspace of $U$ in $V$, i.e., $V / U \leftarrow_{\mathcal{R}}\left\{\left\langle\mathbf{c}_{k+1}, \ldots, \mathbf{c}_{l}\right\rangle: V=\left\langle\mathbf{c}_{1}, \ldots, \mathbf{c}_{l}\right\rangle, U=\right.$ $\left.\left\langle\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\rangle\right\}$, where $\leftarrow_{\mathcal{R}}$ denotes a random instance from a set. We let $V \backslash U:=\{\mathbf{v}: \mathbf{v} \in V, \mathbf{v} \notin$ $U\}$ be the ordinary complement of two sets.

### 2.2 Stabilizer formalism

Overlap of two stabilizer states. Given two stabilizer states $|\psi\rangle$ and $|\phi\rangle$, let $\operatorname{Stab}(|\psi\rangle)$ and $\operatorname{Stab}(|\phi\rangle)$ be their stabilizer groups, respectively, which are subgroups of the $n$-qubit Pauli group. Let $\left\{P_{1}, \ldots, P_{n}\right\}$ be the generators of $\operatorname{Stab}(|\psi\rangle)$ and $\left\{Q_{1}, \ldots, Q_{n}\right\}$ be those of $\operatorname{Stab}(|\phi\rangle)$. Note that the set of generators is not unique. Then, the overlap $|\langle\psi \mid \phi\rangle|$ is determined by their stabilizer groups [37].

Proposition 2.1 ([37]). Let $|\psi\rangle$ and $|\phi\rangle$ be two stabilizer states. Then, $\langle\psi \mid \phi\rangle=0$ if their stabilizer groups contain the same Pauli operator of the opposite sign. Otherwise, $|\langle\psi \mid \phi\rangle|=2^{-g / 2}$, where $g$ is the minimum number of different generators over all possible choices.

For completeness, we provide an alternative proof in Appendix A. In particular, this implies that $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n}\right| e^{i \pi H_{\mathbf{s}} / 4}\left|0^{n}\right\rangle$ has magnitude either 0 or $2^{-g / 2}$, where $n-g$ is the maximum number of independent Pauli-Z products in the stabilizer group of $e^{i \pi H_{\mathrm{s}} / 4}\left|0^{n}\right\rangle$.

Tableau representation. A stabilizer state or circuit can be represented by a stabilizer tableau, which is an $n$-by- $(2 n+1)$ binary matrix. The idea is to use $2 n+1$ bits to represent each generator of the stabilizer group. First, a single-qubit Pauli operator can be represented by $(x, z) ;(0,0)$ corresponds to $I,(1,0)$ corresponds to $X,(0,1)$ corresponds to $Z$ and $(1,1)$ corresponds to $Y$. For stabilizer generators, the phase can only be $\pm 1$ since the stabilizer group does not contain $-I$. So, one can use an extra bit $r$ to represent the phase; $r=0$ is for +1 while $r=1$ is for -1 . Then, an $n$-qubit stabilizer generator can be represented by $2 n+1$ bits,

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{n}, r\right) . \tag{2.1}
\end{equation*}
$$

For example, the vector for $-X_{1} Z_{2}$ is $(1,0,0,1,1)$. Any stabilizer state can be specified by $n$ stabilizer generators, which commute with each other. Therefore, the state is associated with the following tableau,

$$
\left(\begin{array}{ccccccc}
x_{11} & \cdots & x_{1 n} & z_{11} & \cdots & z_{1 n} & r_{1}  \tag{2.2}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{n 1} & \cdots & x_{n n} & z_{n 1} & \cdots & z_{n n} & r_{n}
\end{array}\right),
$$

whose rows define the stabilizer generators. The first $n$ columns are called the $X$ part, the ( $n+1$ )-th to $2 n$-th columns are called the $Z$ part, and the last column are called the phase column of the stabilizer tableau. As an example, the $\left|0^{n}\right\rangle$ state is stabilized by $\left\langle Z_{1}, \ldots, Z_{n}\right\rangle$, and its stabilizer tableau is given by,

$$
\left(\begin{array}{ccccccc}
0 & \cdots & 0 & 1 & \cdots & 0 & 0  \tag{2.3}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 1 & 0
\end{array}\right) .
$$

We will call it the standard stabilizer tableau of $\left|0^{n}\right\rangle$.

### 2.3 Coding theory

We present some results regarding coding theory here, with the proof presented in Appendix B. We only consider linear codes over $\mathbb{F}_{2}$ in this paper. A linear code, or simply a code $\mathcal{C}$ of length $m$
is a linear subspace of $\mathbb{F}_{2}^{m}$. One can use a generator matrix $\mathbf{H}$ to represent a code, with its columns spanning the codespace $\mathcal{C}$. The dual code is defined as $\mathcal{C}^{\perp}:=\left\{\mathbf{v} \in \mathbb{F}_{2}^{m}: \mathbf{v} \cdot \mathbf{w}=0\right.$ for $\left.\mathbf{w} \in \mathcal{C}\right\}$. The dual code of a linear code is also a linear code. It is not hard to see that $\mathcal{C}^{\perp}=\operatorname{ker}\left(\mathbf{H}^{T}\right)$, which implies $\operatorname{dim}(\mathcal{C})+\operatorname{dim}\left(\mathcal{C}^{\perp}\right)=m$. A code $\mathcal{C}$ is weakly self-dual if $\mathcal{C} \subseteq \mathcal{C}^{\perp}$ and (strictly) self-dual if $\mathcal{C}=\mathcal{C}^{\perp}$, in which case $\operatorname{dim}(\mathcal{C})=m / 2$.

A code $\mathcal{C}$ is an even code if all codewords have even Hamming weight and a doubly-even code if all codewords have Hamming weight a multiple of 4. It is not hard to show that a doubly-even code is a weakly self-dual code. Moreover, we have the following proposition.

Proposition 2.2. The all-ones vector is a codeword of $\mathcal{C}$ if and only if its dual code $\mathcal{C}^{\perp}$ is an even code.
We define the notion of (un)biased even codes, which will be useful in the stabilizer characterization of IQP circuits (Section 3).

Definition 2.3. A code $\mathcal{C}$ is called a biased even code if it is an even code where the number of codewords with Hamming weight 0 and 2 modulo 4 are not equal. It is called an unbiased even code otherwise.

Let the (maximum) self-dual subspace of $\mathcal{C}$ be $\mathcal{D}:=\mathcal{C} \cap \mathcal{C}^{\perp}$, which is itself a weakly self-dual code. Note that $\mathcal{D}$ must be an even code, since all codewords are orthogonal to themselves and hence have even Hamming weight. We have the following lemma.

Lemma 2.4. A weakly self-dual even code is either a doubly-even code or an unbiased even code. For the former case, all columns of its generator matrix have weight 0 modulo 4 and are orthogonal to each other. For the latter case, there is at least one column in the generator matrix with weight 2 modulo 4.

One can apply a basis change to the generator matrix $\mathbf{H}$, resulting in $\mathbf{H Q}$, where $\mathbf{Q}$ is an invertible matrix. This will not change the code $\mathcal{C}$. Define the Gram matrix of the generator matrix by $\mathbf{G}:=\mathbf{H}^{T} \mathbf{H}$. A basis change on $\mathbf{H}$ transforms $\mathbf{G}$ into $\mathbf{Q}^{T} \mathbf{G Q}$, which is a congruent transformation. The rank of Gram matrix is also an invariant under basis change. It can be related to the code $\mathcal{C}$ in the following way.

Proposition 2.5. Given a generator matrix $\mathbf{H}$, let its Gram matrix be $\mathbf{G}=\mathbf{H}^{T} \mathbf{H}$ and the generated code be $\mathcal{C}$. Let $\mathcal{D}=\mathcal{C} \cap \mathcal{C}^{\perp}$, where $\mathcal{C}^{\perp}$ is the dual code of $\mathcal{C}$. Then, $\operatorname{rank}(\mathbf{G})=\operatorname{dim}(\mathcal{C})-\operatorname{dim}(\mathcal{D})$.

### 2.4 Shepherd-Bremner construction

In the Shepherd-Bremner construction, the part $\mathbf{H}_{\mathbf{s}}$ is constructed from the quadratic-residue code. The quadratic residue code is a cyclic code. Its cyclic generator has 1 in the $j$-th position if $j$ is a non-zero quadratic residue modulo $q$. The size parameter $q$ of the QRC is a prime number and $q+1$ is required to be a multiple of eight [24]. For $q=7$, the cyclic generator reads $(1,1,0,1,0,0,0)^{T}$, because $j=1,2,4$ are quadratic residues modulo 7 . The basis for the codespace of QRC is generated by rotating the cyclic generator, which is the last 4 columns of
the following matrix,

$$
\mathbf{H}_{\mathrm{s}}^{\mathrm{QRC}}=\left(\begin{array}{ccccc}
1 & 1 & 0 & 0 & 0  \tag{2.4}\\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

The first column is added so that the secret is easy to find, i.e., $\mathbf{s}=(1,0,0,0,0)^{T}$.
After obtaining the initial $\mathbf{H}_{s}^{\mathrm{QRC}}$, the verifier needs to hide the secret and make the IQP circuit look random, while leaving the value of the correlation function unchanged. In the Shepherd-Bremner construction, the verifier will first add redundant rows $\mathbf{R}_{s}$, which are rows that are orthogonal to $s$, to obtain the full IQP matrix

$$
\begin{equation*}
\mathbf{H}=\binom{\mathbf{H}_{\mathbf{s}}^{\mathrm{QRC}}}{\mathbf{R}_{\mathbf{s}}} \tag{2.5}
\end{equation*}
$$

Its corresponding Hamiltonian $R_{\mathrm{s}}$ commutes with $\mathcal{Z}_{\mathrm{s}}$ and hence will not affect the correlation function. After initializing $\mathbf{H}$ and $\mathbf{s}$, the verifier needs to apply obfuscation to hide the secret. The obfuscation is achieved by randomly permuting rows in $\mathbf{H}$ and performing column operations to $\mathbf{H}$ and changing s accordingly.

Definition 2.6 (Obfuscation). Given an instance ( $\mathbf{H}, \mathbf{s}$ ), the obfuscation is defined as the transformation

$$
\begin{equation*}
\mathbf{H} \leftarrow \mathbf{P H Q} \quad \mathbf{s} \leftarrow \mathbf{Q}^{-1} \mathbf{s} \tag{2.6}
\end{equation*}
$$

where $\mathbf{P}$ is a random row-permutation matrix and $\mathbf{Q}$ is a random invertible matrix.
Note that row permutations will not change the value of the correlation function, since the gates in IQP circuits commute with each other. As for the column operations, it can be shown that if the secret $\mathbf{s}$ is transformed accordingly, to maintain the inner-product relation with the rows in $\mathbf{H}$, then the value of the correlation function remains unchanged [24, 28].

In the Shepherd-Bremner scheme [24], the measure of success is given by the probability bias $\mathcal{P}_{\mathbf{s} \perp}:=\sum_{\mathbf{x} \cdot \mathrm{s}=0} p(\mathbf{x})$, the probability of receiving bit strings that are orthogonal to the secret $\mathbf{s}$, where $p(\mathbf{x})$ is the output probability of the IQP circuit. This measure is equivalent to the correlation function, since $\mathcal{P}_{\mathbf{s} \perp}=\frac{1}{2}\left(\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle+1\right)$ [31,38]. Due to the properties of QRC, $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ always equals $1 / \sqrt{2}$ (in terms of probability bias, 0.854 ).

## 3 Stabilizer characterization of IQP circuits

In this section, we establish the connection between IQP circuits, stabilizer formalism and coding theory, which turns out to be useful in constructing the IQP circuits for the verification protocol. For $\theta=\pi / 8$, we show that the stabilizer tableau of the Clifford operation $e^{i 2 \theta H_{s}}$ has a nice structure that allows us to determine the value of $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n}\right| e^{i 2 \theta H_{\mathbf{s}}}\left|0^{n}\right\rangle$ efficiently. As an application, we analyze the Shepherd-Bremner construction with this framework.

We first give the form of the stabilizer tableau of $e^{i \pi H / 4}\left|0^{n}\right\rangle$.

Theorem 3.1. Given a binary matrix $\mathbf{H}=\left(\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}\right)$ and transforming it into an IQP Hamiltonian $H$, the stabilizer tableau of the state $|\psi\rangle=e^{i \pi H / 4}\left|0^{n}\right\rangle$ can be expressed as,

$$
\left(\begin{array}{ccc|ccc|c}
\mathbf{c}_{1} \cdot \mathbf{c}_{1} & \cdots & \mathbf{c}_{1} \cdot \mathbf{c}_{n} & 1 & \cdots & 0 & r_{1}  \tag{3.1}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{c}_{n} \cdot \mathbf{c}_{1} & \cdots & \mathbf{c}_{n} \cdot \mathbf{c}_{n} & 0 & \cdots & 1 & r_{n}
\end{array}\right)
$$

Here, if one uses $00,01,10,11$ to represent $\left|\mathbf{c}_{j}\right|=0,1,2,3(\bmod 4)$, then $r_{j}$ is equal to the first bit.
This theorem can be proved by starting from the standard tableau of $\left|0^{n}\right\rangle$, and keeping track of the stabilizer tableau after applying each terms of $e^{i \pi H / 4}$ (i.e., each row of $\mathbf{H}$ ). The complete proof is delayed to Appendix C. We will call Eq. (3.1) the IQP (stabilizer) tableau and it is of the form $\left(\mathbf{G}, \mathbf{I}_{n}, \mathbf{r}\right)$. We apply the above theorem to $\mathbf{H}_{\mathbf{s}}$, in which case the X part is $\mathbf{G}_{s}=\mathbf{H}_{s}^{T} \mathbf{H}_{\mathbf{s}}$.

Next, we relate the correlation function to the code generated by $\mathbf{H}_{\mathbf{s}}$, denoted as $\mathcal{C}_{\mathrm{s}}$. Note that $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$ means that the all-ones vector is a codeword of $\mathcal{C}_{\mathbf{s}}$. From Proposition 2.2, this means that the dual code $\mathcal{C}_{\mathbf{s}}^{\perp}$ is an even code and the intersection $\mathcal{D}_{\mathrm{s}}:=\mathcal{C}_{\mathbf{s}} \cap \mathcal{C}_{\mathrm{s}}^{\perp}$ is a weakly self-dual even code. Then, $\mathcal{D}_{\mathrm{s}}$ will be either a doubly-even code or an unbiased even code, according to Lemma 2.4.

Theorem 3.2. Given an IQP matrix $\mathbf{H}_{\mathbf{s}}$ and a vector $\mathbf{s}$, so that $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$. Denote the code generated by columns of $\mathbf{H}_{\mathbf{s}}$ by $\mathcal{C}_{\mathbf{s}}$ and its dual code by $\mathcal{C}_{\mathbf{s}}^{\perp}$. Let $\mathcal{D}_{\mathbf{s}}:=\mathcal{C}_{\mathbf{s}} \cap \mathcal{C}_{\mathbf{s}}^{\perp}$. Then, transforming $\mathbf{H}_{\mathbf{s}}$ into an IQP Hamiltonian $H_{\mathbf{s}}$, the magnitude of the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n}\right| e^{i \pi H_{\mathbf{s}} / 4}\left|0^{n}\right\rangle$ is $2^{-g / 2}$ if $\mathcal{D}_{\mathbf{s}}$ is a doubly-even code and zero if $\mathcal{D}_{\mathbf{s}}$ is an unbiased even code. Here, $g:=\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}\right)-\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right)$ is also the rank of the Gram matrix $\mathbf{G}_{\mathbf{s}}=\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$.

We leave the proof in Appendix C. Interestingly, from a group-theoretic perspective, the rank of the Gram matrix $g$ is also the minimum number of different generators over all possible choices of the stabilizer groups between $\left|0^{n}\right\rangle$ and $e^{i \pi H_{s} / 4}\left|0^{n}\right\rangle$ (Proposition 2.1). Furthermore, we note that this result integrates several results in Ref. [31] concisely, with a particular focus on coding theory, so that it aligns better with our objective of constructing IQP circuits for the verification protocol. Ref. [31] studies the IQP circuits with $\theta=\pi / 4$ with a reworking of Vertigan's algorithm for evaluating the magnitude of the Tutte polynomial of a binary matroid at the point $(-i, i)$ [35]. There, the amplitude $\langle\mathbf{x}| e^{i \theta H}\left|0^{\eta}\right\rangle$ is considered for $\theta=\pi / 4$ and any IQP Hamiltonian $H$, where the all-ones vector may not be a codeword of the code generated by the binary matrix $\mathbf{H}$. Such an amplitude has been further studied in Ref. [32], which gives the expression of the phase of the amplitude by applying results of Ref. [36]. In the language of binary matroids, the dual intersection $\mathcal{D}_{s}$ is the bicycle space of the matroid represented by $\mathbf{H}_{\mathbf{s}}$ and its dimension $\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right)$ is also known as the bicycle dimension [35,32]. Finally, we note that although computing the magnitude suffices for our later construction, the sign of the correlation function can also be computed efficiently, as shown in Ref. [32]. In addition, when $g=O(\log n)$, the correlation function has an inverse polynomial scaling. In this case, one can use the random sampling algorithm in Ref. [28] to determine the sign efficiently.

To show the usefulness of the stabilizer characterization, we apply these two theorems to analyze the Shepherd-Bremner construction. Combined with the properties of QRC, we have the following corollary (with proof presented in Appendix C).

Corollary 3.3. Let $q$ be a prime such that 8 divides $q+1$. Let $\mathbf{H}_{\mathbf{s}}^{\mathrm{QRC}}$ be a matrix whose first column is $\mathbf{1}$ (of length $q$ ), and whose remaining columns are the basis of the quadratic-residue code of length $q$, formed
by the cyclic generator (i.e., in the form of Eq. (2.4)). Then, translating $\mathbf{H}_{\mathrm{s}}^{\mathrm{QRC}}$ into an IQP Hamiltonian $H_{\mathrm{s}}$, the stabilizer tableau of $\left|\psi_{\mathbf{s}}\right\rangle=e^{i \pi H_{\mathbf{s}} / 4}\left|0^{n}\right\rangle$ can be expressed as the following form,

$$
\left(\begin{array}{ccc|ccc|c}
1 & \cdots & 1 & 1 & \cdots & 0 & 1  \tag{3.2}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \cdots & 1 & 1 & \cdots & 1 & 1
\end{array}\right)
$$

As a result, the corresponding stabilizer group is given by,

$$
\begin{equation*}
\left\langle-Y_{1} X_{2} \cdots X_{n},-X_{1} Y_{2} X_{3} \cdots X_{n}, \ldots,-X_{1} X_{2} \cdots X_{n-1} Y_{n}\right\rangle \tag{3.3}
\end{equation*}
$$

where $n=(q+3) / 2$. Moreover, the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\left\langle 0^{n} \mid \psi_{\mathbf{s}}\right\rangle$ has a magnitude $1 / \sqrt{2}$.

## 4 Stabilizer construction

In this section, we present the stabilizer construction, which is a systematic way to construct IQP circuits with $\theta=\pi / 8$ for verification. In fact, the goal is to generate a pair $(\mathbf{H}, \mathbf{s})$, such that they satisfy certain conditions, which stem from Theorem 3.2. We first define the family of pairs that we would like to sample from.

Definition 4.1. Let $\mathcal{H}_{n, m, g}=\{(\mathbf{H}, \mathbf{s})\}$ be a family of pairs of an IQP matrix $\mathbf{H} \in \mathbb{F}_{2}^{m \times n}$ and a secret $\mathbf{s} \in \mathbb{F}_{2}^{n}$ satisfying the following conditions. (1) $\mathcal{D}_{\mathbf{s}}=\mathcal{C}_{\mathbf{s}} \cap \mathcal{C}_{\mathbf{s}}^{\perp}$ is a doubly-even code, where $\mathcal{C}_{\mathrm{s}}$ is the code generated by columns of $\mathbf{H}_{\mathrm{s}}$ and $\mathcal{C}_{\mathrm{s}}^{\perp}$ is its dual code; (2) $\operatorname{rank}\left(\mathbf{H}_{\mathrm{s}}^{T} \mathbf{H}_{\mathrm{s}}\right)=g$; (3) $\operatorname{rank}(\mathbf{H})=n$.

In this definition, the size of the IQP circuits are determined by $n$ and $m$, which correspond to the number of qubits and gates, respectively. Additionally, condition (1) is to guarantee that the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ corresponding to instances of $\mathcal{H}_{n, m, g}$ is nonzero, and condition (2) states that its magnitude is given by $2^{-g / 2}$. Therefore, the family $\mathcal{H}_{n, m, g}$ includes all instances of IQP circuits of a certain size that have correlation function $\pm 2^{-g / 2}$ with respect to some secret s. Note that the rank of the Gram matrix $\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ should be $g=O(\log n)$ for the protocol to be practical. The reason for considering IQP matrices $\mathbf{H}$ with full column rank will be made clear when we discuss the classical security of the IQP-based verification protocol (Section 5.1.2).

Moreover, we give an efficient classical sampling algorithm to sample instances from $\mathcal{H}_{n, m, g}$, which is the stabilizer construction (Meta-Algorithm 1).

Theorem 4.2. There exists an efficient classical sampling algorithm that sample from $\mathcal{H}_{n, m, g}$, given the parameters $n, m$ and $g$.

For the algorithmic purpose, we set two additional parameters, $m_{1}$ and $d$, which are the number of rows in $\mathbf{H}_{\mathbf{s}}$ and the dimension of $\mathcal{D}_{\mathrm{s}}$, respectively. These are random integers satisfying certain natural constraints (see Appendix D). The rank of $\mathbf{H}_{\mathbf{s}}$ is then equal to $r=g+d$. The stabilizer construction works by sampling $\mathbf{H}_{\mathbf{s}}$ and $\mathbf{R}_{s}$ in certain 'standard forms', up to row permutations and column operations. Note that the 'standard forms' of $\mathbf{H}_{s}$ and $\mathbf{R}_{s}$ are not necessarily unique.

We first discuss $\mathbf{R}_{\mathbf{s}}$. To ensure that $\operatorname{rank}(\mathbf{H})=n$, observe that in any $\mathbf{H}$ of full column rank, the redundant rows $\mathbf{R}_{\mathbf{s}}$ can always be transformed by row permutations into a form, where

```
Parameters: \(\mathbf{n}, \mathbf{m}, \mathbf{g}\)
Output: \((\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, g}\)
    1: Randomly sample \(m_{1}\) and \(d\) with certain constraints \(\quad \triangleright\) Appendix D
    2: Sample \(\mathbf{D} \in \mathbb{F}_{2}^{m_{1} \times d}\) and \(\mathbf{F} \in \mathbb{F}_{2}^{m_{1} \times g}\) satisfying certain conditions \(\quad \triangleright\) Appendix D
    3: Initialize \(\mathbf{H}_{\mathbf{s}} \leftarrow\left(\mathbf{F}, \mathbf{D}, \mathbf{0}_{m_{1} \times(n-r)}\right)\), where \(r=g+d\)
    4: Sample a secret \(\mathbf{s}\) from the solutions of \(\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}\)
    5: \(\mathbf{H} \leftarrow\binom{\mathbf{H}_{\mathbf{s}}}{\mathbf{R}_{\mathbf{s}}}\), where \(\mathbf{R}_{\mathbf{s}}\) is a random matrix with \(m-m_{1}\) rows satisfying \(\mathbf{R}_{\mathbf{s}} \mathbf{s}=\mathbf{0}\) and
    \(\operatorname{rank}(\mathbf{H})=n\)
    6: Perform obfuscation as in Definition 2.6
```


## Meta-Algorithm 1: Stabilizer construction

the first $n-r$ rows form a basis of $\mathbb{F}_{2}^{n}$ together with the rows in $\mathbf{H}_{\mathbf{s}}$. Therefore, up to row permutations, the first $n-r$ rows of $\mathbf{R}_{\mathbf{s}}$ are sampled to be random independent rows that are orthogonal to $\mathbf{s}$ and lie outside the row space of $\mathbf{H}_{\mathbf{s}}$. The remaining rows in $\mathbf{R}_{s}$ are random rows orthogonal to $s$.

Next, we discuss sampling $\left(\mathbf{H}_{\mathbf{s}}, \mathbf{s}\right)$, which is the core of the stabilizer construction. Essentially, we want to randomly generate a (possibly redundant) generator matrix $\mathbf{H}_{s}$ of a code $\mathcal{C}_{\mathrm{s}}$, so that its dimension is $r$, its intersection $\mathcal{D}_{\mathbf{s}}$ with the dual code is a doubly-even code with dimension $d=r-g$ and the all-ones vector is a codeword. The last condition guarantees that a secret $\mathbf{s}$ can always be found. Note that, we allow $\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right)<n$. That is, we allow $\mathbf{H}_{s}$ to be a "redundant" generator matrix of $\mathcal{C}_{\mathbf{s}}$, instead of a full-rank one. This is called adding column redundancy to the full-rank generator matrix of $\mathcal{C}_{s}$, because after the obfuscation process, there will be redundant linear combinations in the columns of $\mathbf{H}_{\mathbf{s}}$. We give a more formal discussion of column redundancy in Appendix E.

For such a generator matrix $\mathbf{H}_{\mathbf{s}}$, there is an invertible matrix $\mathbf{Q}$ to perform a basis change so that

$$
\begin{equation*}
\mathbf{H}_{\mathbf{s}} \mathbf{Q}=\left(\mathbf{F}, \mathbf{D}, \mathbf{0}_{m_{1} \times(n-r)}\right), \tag{4.1}
\end{equation*}
$$

where $\mathbf{D} \in \mathbb{F}_{2}^{m_{1} \times d}$ is a generator matrix of the doubly-even code $\mathcal{D}_{\mathbf{s}}$, and columns in $\mathbf{F} \in \mathbb{F}_{2}^{m_{1} \times g}$ $\operatorname{span} \mathcal{C}_{\mathbf{s}} / \mathcal{D}_{\mathbf{s}}$. In addition, it can be shown that $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=\operatorname{rank}\left(\mathbf{Q}^{T} \mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{Q}\right)=\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}\right)=$ $g$. Moreover, although there might be no unique standard form of $\mathbf{H}_{s}$, the Gram matrix has a unique standard form. First note that row permutations have no effect on the Gram matrix, since $\mathbf{P}^{T} \mathbf{P}=\mathbf{I}$ for a permutation matrix $\mathbf{P}$. So we focus on column operations. As shown in Ref. [39], there exists an invertible matrix $\mathbf{Q}$, so that $\mathbf{Q}^{T} \mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{Q}=\operatorname{diag}\left(\mathbf{I}_{g}, \mathbf{0}\right) \operatorname{or} \operatorname{diag}\left(\underset{i=1}{\oplus_{i=1}} \mathbf{J}, \mathbf{0}\right)$, depending on whether at least one diagonal element of $\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ is 1 or not, where $\mathbf{J}:=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. However, for the construction purpose, we need to ensure that the all-ones vector is a codeword of $\mathcal{C}_{\mathrm{s}}$. Therefore, in Appendix D, we give a slightly different standard form of $\mathbf{H}_{\mathrm{s}}^{T} \mathbf{H}_{\mathrm{s}}$, which can be achieved by $\mathbf{H}_{\mathbf{s}}$ in the form of $(\mathbf{F}, \mathbf{D}, \mathbf{0})$.

In summary, sampling $\left(\mathbf{H}_{\mathbf{s}}, \mathbf{s}\right)$ is reduced to generating an $\mathbf{H}_{\mathbf{s}}=(\mathbf{F}, \mathbf{D}, \mathbf{0})$ so that the Gram matrix $\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ is in the standard form presented in Appendix D. Then, a secret s is sampled from
the solutions of $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$. Sampling such an $\mathbf{H}_{\mathbf{s}}$ is further reduced to sampling $\mathbf{D}$ and $\mathbf{F}$, so that $\mathbf{D}$ is a generator matrix for a random doubly-even code and $\mathbf{F}$ is a random matrix satisfying $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}, \operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=g$ and that $\mathbf{1}$ is in the column space of $(\mathbf{F}, \mathbf{D})$. We claim that sampling such $\mathbf{D}$ and $\mathbf{F}$ can be done efficiently, with details deferred to Appendix D.

## 5 Classical attacks and security

In this section, we examine the classical security of our protocol, i.e., the possibility that an efficient classical prover can pass the test. A straightforward classical attack is to simulate the IQP circuit sent by the verifier. We do not expect this to be efficient, since there is generally no structure to be exploited by a classical simulation algorithm. For example, due to the obfuscation as in Eq. (2.6), the geometry of the IQP circuit can be arbitrary, which implies that the treewidth in a tensor network algorithm cannot be easily reduced [40].

Here, we focus on another class of classical attacks based on extracting secrets. Given an IQP matrix $\mathbf{H}$, once the hidden secret $\mathbf{s}$ is found, a classical prover can first calculate the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ efficiently. Then, he generates a sample $\mathbf{x}$ which is orthogonal to $\mathbf{s}$ with probability $\left(1+\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle\right) / 2$ and not orthogonal to $\mathbf{s}$ with probability $\left(1-\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle\right) / 2$. The generated samples will have the correct correlation with the secret $\mathbf{s}$ and hence pass the test. Kahanamoku-Meyer's attack algorithm for the Shepherd-Bremner construction is an instance of this class [30].

But generally, this attack may not be efficient. From a code perspective, the stabilizer construction is to sample a random code satisfying certain constraints, and hide it by adding redundancy and performing obfuscation. Finding the secret allows one to find the hidden subcode, which should be a hard problem in general. In particular, we formulate the following conjecture.

Conjecture 5.1 (Hidden Structured Code (HSC) Problem, Restatement of Conjecture 1.1). For certain appropriate choices of $n, m, g$, there exists an efficiently samplable distribution over instances $(\mathbf{H}, \mathbf{s})$ from the family $\mathcal{H}_{n, m, g}$, so that no polynomial-time classical algorithm can find the secret $\mathbf{s}$ given $n, m$ and $\mathbf{H}$ as input, with high probability over the distribution on $\mathcal{H}_{n, m, g}$.

Naturally, sampling instances with uniform distribution from $\mathcal{H}_{n, m, g}$ is more favorable, since it does not put any bias on specific instances. For the underlying distribution induced by the stabilizer construction (Meta-Algorithm 1), it seems that it is uniform or close to uniform, as the output instances are random instances satisfying certain natural constraints imposed by the structure of the family $\mathcal{H}_{n, m, g}$. Though, we do not have a rigorous proof for this claim. Moreover, a similar conjecture was given in Ref. [24] for the family $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$, where the problem is to decide whether a given $\mathbf{H}$ is from the family $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$ or not. They conjectured that such a problem is NP-complete. Here, to better align with the classical attack, we consider the problem of finding the secret s instead.

To support Conjecture 5.1, we first generalize Kahanamoku-Meyer's attack algorithm to target any IQP-based verification protocols with $\theta=\pi / 8$. We show that this generalized attack, named the Linearity Attack, fails to break our construction. Furthermore, our analysis reveals that the loophole of the original Shepherd-Bremner construction stems from an improper choice of parameters. The Shepherd-Bremner construction can be improved by the column redundancy technique, which enables random sampling from the family $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$ with any possible parameters and thereby fixes the loophole.

```
procedure ExtractSECRET(H)
    Initialize S ¢. }.\quad\triangleright\mathrm{ candidate set
    repeat
        Uniformly randomly pick d \in }\mp@subsup{\mathbb{F}}{2}{n}\mathrm{ .
        Construct }\mp@subsup{\mathbf{H}}{\mathbf{d}}{}\mathrm{ and }\mp@subsup{\mathbf{G}}{\mathbf{d}}{}=\mp@subsup{\mathbf{H}}{d}{T}\mp@subsup{\mathbf{H}}{\mathbf{d}}{
        for each vector s}\mp@subsup{\mathbf{s}}{i}{}\in\operatorname{ker}(\mp@subsup{\mathbf{G}}{\mathbf{d}}{})\mathrm{ do
            if }\mp@subsup{s}{i}{}\mathrm{ passes certain property check then }\quad\triangleright\mathrm{ To be specified
                    Add s}\mp@subsup{\mathbf{s}}{i}{}\mathrm{ to S.
                end if
        end for
    until some stopping criterion is met.
    return S
end procedure
```

Meta-Algorithm 2: The ExtractSecret(H) procedure of Linearity Attack.

### 5.1 Linearity Attack

Classical attacks based on secret extraction aim to mimic the quantum behavior on certain candidate set $S$. Observe that given an IQP circuit represented by the binary matrix $\mathbf{H}$, a quantum prover can output a sample $\mathbf{x}$, which has the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ in the direction of $\mathbf{s}$ for every $\mathbf{s}$, even if it is not the secret of the verifier. If a classical prover can also generate samples that have the correct correlation with every $\mathbf{s}$, then he has the power to classically sample from an IQP circuit, which is implausible [25, 26]. However, he has the knowledge that the verifier will only check one secret. Therefore, a general attack strategy for him is to first reduce the set of candidate secrets from $\{0,1\}^{n}$ to a (polynomial-sized) subset $S$, and then generate samples that have the correct correlation with every vector in the candidate set.

Here, we discuss Linearity Attack, which is an instance of classical attacks based on secret extraction and generalizes the attack algorithm in Ref. [30]. It consists of two steps. First, it uses linear algebraic techniques to construct a candidate set $S$. Then, the prover calculates the correlation function for every vector in $S$, and outputs samples that have the correct correlation with those vectors.

### 5.1.1 Secret extraction

Overview. The secret extraction procedure in the Linearity Attack is presented in MetaAlgorithm 2, which is a generalized version of the procedure described in Ref. [30]. The algorithm begins by randomly selecting a vector $\mathbf{d}$ and eliminating rows in $\mathbf{H}$ that are orthogonal to d, resulting in $\mathbf{H}_{\mathbf{d}}$. Subsequently, the algorithm searches for vectors that satisfy certain property check in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, where $\mathbf{G}_{\mathbf{d}}=\mathbf{H}_{\mathbf{d}}^{T} \mathbf{H}_{\mathbf{d}}$ represents the Gram matrix associated with $\mathbf{d}$. In what follows, we discuss some technical details and defer the analysis to Section 5.2.

Secret extraction in Kahanamoku-Meyer's attack. Meta-Algorithm 2 differs slightly from the approach described in Ref. [30]. In the original algorithm, the classical prover begins by constructing a matrix $\mathbf{M} \in \mathbb{F}_{2}^{l \times n}$ through linear combinations of rows in $\mathbf{H}$. Specifically, after
sampling the vector $\mathbf{d}$, the classical prover proceeds to sample $l$ random vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{l}$. Then, the $j$-th row of $\mathbf{M}$ is defined by,

$$
\begin{equation*}
\mathbf{m}_{j}^{T}:=\sum_{\substack{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H}) \\ \mathbf{p} \cdot \mathbf{d}=\mathbf{p} \cdot e_{j}=1}} \mathbf{p}^{T} . \tag{5.1}
\end{equation*}
$$

After that, the original algorithm searches for the vectors that can pass certain property check in $\operatorname{ker}(\mathbf{M})$ instead.

Our secret extraction algorithm is a generalization and simplification to the original approach. In Appendix G.1, we show that rows in $\mathbf{M}$ belong to the row space of $\mathbf{G}_{\mathbf{d}}$. Therefore, to minimize the size of $\operatorname{ker}(\mathbf{M})$, one can simply set $\mathbf{M}=\mathbf{G}_{\mathbf{d}}$, eliminating the need to sample the vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{l}$.

Property check. Next, we discuss the property checks designed to determine whether a vector in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ can serve as a potential secret or not. In the context of the Shepherd-Bremner construction targeted in Ref. [30], the property check is to check whether $\mathbf{s}_{i}$ in $\operatorname{ker}(\mathbf{M})$ corresponds to a quadratic-residue code or not. To accomplish this, the prover constructs $\mathbf{H}_{\mathbf{s}_{i}}$ for the vector $\mathbf{s}_{i}$ and performs what we refer to as the QRC check, examining whether $\mathbf{H}_{s_{i}}$ generates a quadraticresidue code (with possible row reordering). However, determining whether a generator matrix generates a quadratic-residue code is a nontrivial task. Consequently, the algorithm in Ref. [30] attempts to achieve this by assessing the weight of the codewords in the code generated by $\mathbf{H}_{s_{i}}$. In a quadratic-residue code, the weight of the codewords will be either 0 or $3(\bmod 4)$. But still, there will be exponentially many codewords, and checking the weights of the basis vectors is not sufficient to ensure that all codewords have weight either 0 or $3(\bmod 4)$. So in practice, the prover can only check a small number of the codewords.

For instances derived from the stabilizer construction, the prover will have less information about the code $\mathcal{C}_{\mathrm{s}}$; he only has the knowledge that this code has a large doubly-even subcode, as quantified by the rank of $\mathbf{G}_{\mathbf{s}}$. Therefore, the property check for Meta-Algorithm 2 involves checking whether the rank of $\mathbf{H}_{s_{i}}^{T} \mathbf{H}_{s_{i}}$ falls below certain threshold and whether self-dual intersection $\mathcal{D}_{\mathbf{s}_{i}}$ is doubly-even. However, determining an appropriate threshold presents a challenge for the classical prover, who can generally only make guesses. If the chosen threshold is smaller than the rank of $\mathbf{G}_{\mathbf{s}}$, then the secret extraction algorithm will miss the real secret, even if it lies within $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$.

Stopping criteria. Lastly, various stopping criteria can be employed in the secret extraction procedure. One approach is to halt the procedure once a vector successfully passes the property check, as adopted in Ref. [30]. Alternatively, the procedure can be stopped after a specific number of repetitions or checks. In our implementation, we utilize a combination of these two criteria. If no vectors are able to pass the property check before the stopping criterion is reached, an empty candidate set $S$ is returned, indicating a failed attack. Conversely, if the candidate set $S$ is non-empty, the attack proceeds to the classical sampling step to generate classical samples.

### 5.1.2 Classical sampling

Classical sampling based on multiple candidate secrets is nontrivial. Mathematically, the problem is formulated as follows.

Problem 5.2. Given an IQP circuit $C$ and a candidate set $S=\left\{\mathbf{s}_{1}, \ldots, \mathbf{s}_{t}\right\}$, outputs a sample $\mathbf{x}$ so that

$$
\begin{equation*}
\mathbb{E}\left[(-1)^{x \cdot s_{i}}\right]=\left\langle\mathcal{Z}_{s_{i}}\right\rangle, \tag{5.2}
\end{equation*}
$$

for $i=1, \ldots, t$, where $\mathbb{E}[\cdot]$ is over the randomness of the algorithm.
Note that $\mathbb{E}\left[(-1)^{x^{x} \cdot s_{i}}\right]$ is the expectation value of Eq . (1.2). We may allow a polynomiallybounded additive error in the problem formulation, considering the inevitable shot noise due to finite samples. The complexity of this problem depends on various situations. To the best of our knowledge, we are not aware of an efficient classical algorithm that solves this problem in general. In Appendix G.2, we present two sampling algorithms that will work in some special cases. A sufficient condition for these two sampling algorithms to work is that the candidate set is an independent subset of $\{0,1\}^{n}$.

Naive sampling algorithm. In this work, we mainly focus on the case $|S|=1$, in which case the problem is easy to solve, yet remains worth discussing. A naive sampling algorithm is as follows. To generate samples with the correct correlation on $\mathbf{s}$, one just needs to output samples that are orthogonal to the candidate vector $\mathbf{s}^{\prime}$ with probability $\beta_{\mathbf{s}^{\prime}}=\left(\left\langle\mathcal{Z}_{\mathbf{s}^{\prime}}\right\rangle+1\right) / 2$ and otherwise with probability $1-\beta_{s^{\prime}}$. One can prove that if the candidate secret from the ExtractSecret procedure is the real secret $\mathbf{s}$, then the generated samples using this strategy will have the correlation function approximately $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ with the real secret. Otherwise, the correlation function with the real secret will be zero. We have the following lemma (see Appendix F for the proof).

Lemma 5.3. Given a matrix $\mathbf{H}$ and two vectors $\mathbf{s} \neq \mathbf{s}^{\prime}$, let $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ and $\left\langle\mathcal{Z}_{\mathbf{s}^{\prime}}\right\rangle$ be their corresponding correlation functions, as defined in Eq. (1.3). If a sample $\mathbf{x}$ is generated to be a vector orthogonal to $\mathbf{s}^{\prime}$ with probability $\beta_{\mathbf{s}^{\prime}}=\left(\left\langle\mathcal{Z}_{\mathbf{s}^{\prime}}\right\rangle+1\right) / 2$ and otherwise with probability $1-\beta_{\mathbf{s}^{\prime}}$, then $\mathbb{E}\left[(-1)^{x \cdot s}\right]=0$.

The above lemma holds even if $\mathbf{H s}=\mathbf{H s}^{\prime}$, in which case $\mathbf{s}$ and $\mathbf{s}^{\prime}$ are said to be equivalent secrets. Equivalent secrets have the same non-orthogonal and redundant part, and the correlation functions $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$ and $\left\langle\mathcal{Z}_{\mathbf{s}^{\prime}}\right\rangle$ are the same. It is clear that the number of equivalent secrets is given by $2^{n-\operatorname{rank}(\mathbf{H})}$, which will be 1 if $\mathbf{H}$ is of full column rank. When there are multiple equivalent secrets, it could be the case that the vector $s^{\prime}$ is returned by the secret extraction procedure, because it can also pass the property check, even if it is not the real secret itself. In this case, our previous classical sampling algorithm can only give samples with zero correlation function on the real secret $\mathbf{s}$, according to Lemma 5.3.

Sampling according to $\mathbf{H}$. To address this issue, we propose a second classical sampling algorithm. Observe that linear combination of rows in $\mathbf{R}_{s}$ gives vectors that are orthogonal to $\mathbf{s}$ and summation of an odd number of rows in $\mathbf{H}_{\mathbf{s}}$ gives vectors that are not orthogonal to $\mathbf{s}$. We denote the former set of vectors $\mathrm{S}_{0}(\mathbf{s})$ and the latter $\mathrm{S}_{1}(\mathbf{s})$. The identification of these sets relies on determining the submatrices $\mathbf{H}_{s}$ and $\mathbf{R}_{s}$. To achieve this, it suffices to find a vector $\mathbf{s}^{\prime}$ that is equivalent to the real secret $\mathbf{s}$. Therefore, upon receiving the candidate secret $\mathbf{s}^{\prime}$ from the secret extraction procedure, the classical prover proceeds by computing $\left\langle\mathcal{Z}_{\mathbf{s}^{\prime}}\right\rangle$ and $\beta_{\mathbf{s}^{\prime}}$, followed by identifying $S_{0}\left(\mathbf{s}^{\prime}\right)$ and $S_{1}\left(\mathbf{s}^{\prime}\right)$. A sample $\mathbf{x}$ is drawn from $\mathrm{S}_{0}\left(\mathbf{s}^{\prime}\right)$ with probability $\beta_{\mathbf{s}^{\prime}}$ and from $S_{1}\left(\mathbf{s}^{\prime}\right)$ with probability $1-\beta_{s^{\prime}}$. If the vector $\mathbf{s}^{\prime}$ is equivalent to $\mathbf{s}$, then this sampling algorithm will generate samples with the correct correlation function with respect to the real secret $\mathbf{s}$, as opposed to the naive sampling algorithm.

This also explains why we consider IQP matrices of full column rank in the stabilizer construction. If the classical prover is given an IQP matrix $\mathbf{H}$ that is not full-rank, he can always apply an invertible matrix $\mathbf{Q}$ so that $\mathbf{H Q}=\left(\mathbf{H}^{\prime}, \mathbf{0}\right)$, where $\mathbf{H}^{\prime}$ is of full column rank. Then, he runs the secret extraction algorithm on $\mathbf{H}^{\prime}$. Once a candidate secret is found, he can use it to identify the corresponding $S_{0}$ and $S_{1}$ from the original matrix $\mathbf{H}$, as well as computing the correlation function. Finally, if the identification matches that of the real secret, then using the second classical sampling algorithm will allow him to pass the test.

### 5.2 Analysis

Here, we present analysis on the secret extraction of Linearity Attack.
Probability of sampling a good d. First, we have the following proposition.
Proposition 5.4. Given an IQP matrix $\mathbf{H}$ and two vectors $\mathbf{d}$ and $\mathbf{s}$, we have $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{G}_{\mathbf{d}} \mathbf{s}$, where $\mathbf{G}_{\mathbf{s}}=\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ and $\mathbf{G}_{\mathbf{d}}=\mathbf{H}_{\mathbf{d}}^{T} \mathbf{H}_{\mathbf{d}}$. Therefore, $\mathbf{s}$ lies in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ if and only if $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{0}$, which happens with probability $2^{-g}$ over all choices of $\mathbf{d}$, where $g=\operatorname{rank}\left(\mathbf{G}_{\mathbf{s}}\right)$ is the rank of $\mathbf{G}_{\mathbf{s}}$.

The proof is given in Appendix G.3. This proposition tells us that if the random d does not satisfy $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{0}$, then the verifier's secret $\mathbf{s}$ will not lie in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$. In this case, Meta-Algorithm 2 will not be able to find the correct secret from the kernel of $\mathbf{G}_{\mathbf{d}}$, and it has to be started over with a new d.

If the correlation function with respect to the real secret has inverse polynomial scaling, i.e., $2^{-g / 2}=\Omega(1 / \operatorname{poly}(n))$, then the probability of sampling a good $\mathbf{d}$ is also large, which is $2^{-g}=\Omega(1 / \operatorname{poly}(n))$. This might appear advantageous for the attacker. But note that a classical attack cannot determine whether the sampled $\mathbf{d}$ is good or not before he can find the real secret. In fact, he even cannot definitively determine whether a vector $\mathbf{s}_{i}$ in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ that passes the property check is the real secret or not.

Size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$. The next question is, how large is the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$. This is important because the steps before the property check takes $O\left(n^{3}\right)$ time, which comes from the Gaussian elimination used to solve the linear system to find the kernel of $\mathbf{G}_{\mathbf{d}}$. However, for the property check, the prover will potentially need to check every vectors in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, which takes time proportional to its size. It is important to note that checking the basis vectors of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is not sufficient to find the real secret $\mathbf{s}$, because the linearity structure is not preserved under taking the Gram matrix. Even if $\mathbf{s} \in \operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, the basis vectors of the kernel space can all have high ranks for their associated Gram matrices. Below, we give an expected lower bound for the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, with the proof presented in Appendix G.4.
Theorem 5.5. Given $(\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, g}$, randomly sample a vector $\mathbf{d}$. Then, the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is greater than $2^{n-m / 2}$ in expectation over the choice of $\mathbf{d}$.

Therefore, the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is increased exponentially by increasing $n$. The increase of $n$ can be achieved by adding column redundancy, i.e., adding more all-zeros columns in Eq. (4.1). But in the stabilizer construction, the column redundancy cannot be arbitrarily large. Recall that to make the IQP matrix $\mathbf{H}$ full rank, one needs to add at least $n-r$ redundant rows, where $r=\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right)$. If $\mathbf{H}$ is not full rank, then as we discussed in Section 5.1.2, the classical prover can always perform column operations to effectively reduce the number of columns $n$, and hence reduce the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$.


Figure 2: (a) The dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ for $g=1,3,5$ and the number of rows $m=200$. The asterisks indicate the expected lower bound $n-m / 2$. (b) The success probability of the attack. Here, we set the threshold for the rank in the property check to be the same as $g$.

Suggested parameter regime. Based on the above analysis, it is important to choose a good parameter regime to invalidate the Linearity Attack. Suppose the expected security parameter is $\lambda$, meaning that the expected time complexity of a classical prover is $\Omega\left(2^{\lambda}\right)$. Then, generally we require $n-m / 2 \geq \lambda$ for $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ to be sufficiently large, and the number of redundant rows $m-m_{1} \geq n-r$ for $\mathbf{H}$ to be full-rank, where $m_{1}$ is the number of rows in $\mathbf{H}_{\mathbf{s}}$. Specifically, for the stabilizer construction, given $n$ and $g$, we randomly choose the parameter $r \geq g$. Then, we require that the number of rows in $\mathbf{H}_{\mathbf{s}}$ and $\mathbf{H}$ satisfies

$$
\begin{equation*}
m_{1} \leq n-2 \lambda+r \quad m_{1}+n-r \leq m \leq 2(n-\lambda) \tag{5.3}
\end{equation*}
$$

respectively. In addition, since $m$ is the number of gates in the IQP circuit, we will require sufficiently large $n$ and $m=\Omega(n)$ to invalidate classical simulation.

Numerical simulation. In Fig. 2 (a), we plot the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ for $g=1,3,5$ and $m=200$. For each number of columns $n$, we sample 100 instances from $\mathcal{H}_{n, m, g}$ with the stabilizer construction (Meta-Algorithm 1). Then, a random $\mathbf{d}$ is sampled and we calculate the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$. The asterisks are the expected lower bound $n-m / 2$, as shown in Theorem 5.5. The numerical experiment demonstrates good agreement with the theoretical prediction. In Fig. 2 (b), we present the numerical results for the success probability of the attack. Although to invalidate the attack, the maximum number of property checks should be $2^{50}$ or larger, we set it to be $2^{15}$ for a proof of principle in the numerical experiment. For each number of columns $n$, we sample 100 random instances from $\mathcal{H}_{n, m, g}$, where $m=200$. Then, the Linearity Attack is applied to each instance and the success probability is defined as the fraction of successfully attacked instances, which is the instance that the attacker can classically generate samples to spoof the test. As one can see, the success probability decreases to zero as $n$ exceeds $m / 2+15=115$, as expected.

Challenge. In addition, we have posted a challenge problem as well as the source code for generation and verification on GitHub ${ }^{1}$, to motivate further study. The challenge problem

[^1]is given by the $\mathbf{H}$ matrix of a random instance from $\mathcal{H}_{n, m, g}$ with $n=300$ and $m=360$; the $g$ parameter is hidden because in practice, the prover can only guess a value. One needs to generate samples with the correct correlation function in the direction of the hidden secret to win the challenge.

### 5.3 A fix of the Shepherd-Bremner construction

Finally, we would like to remark why the attack in Ref. [30] can break the Shepherd-Bremner construction and how we can fix it by adding column redundancy. Let $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}=\{(\mathbf{H}, \mathbf{s})\}$ be a family of pairs of an IQP matrix $\mathbf{H} \in \mathbb{F}_{2}^{m \times n}$ and a secret $\mathbf{s}$ so that $\mathbf{H}_{\mathbf{s}}$ generates a QRC of length $q$ (up to row permutations) and $\mathbf{H}$ is of full column rank. What the construction recipe of Ref. [24] does is to randomly sample instances from $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$, where $n=(q+3) / 2$ and $m \geq q$, leaving a loophole for the recent classical attack [30]. To see why the parameter regime is as above, we first note that the length of QRC is $q$, implying that the number of rows in $\mathbf{H}_{s}$ is $q$ and hence $m \geq q$. Moreover, the dimension of a length- $q$ QRC is $(q+1) / 2$, which implies that the rank of $\mathbf{H}_{\mathbf{s}}$ is $(q+1) / 2$. But an all-ones column was added in the construction (see Eq. (2.4)), which is an codeword of QRC, leading to $n=(q+3) / 2$.

In the Shepherd-Bremner construction, the rank of Gram matrix $\mathbf{G}_{\mathbf{s}}$ associated with the real secret $\mathbf{s}$ is 1 according to Corollary 3.3. Therefore, the probability of choosing a good $\mathbf{d}$ is $1 / 2$ (as also shown in Theorem 3.1 of Ref. [30]). However, since the number of columns and the number of rows in $\mathbf{H}$ is $n=(q+3) / 2$ and $m \geq q$, respectively, the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is generally small. As a result, the prover can efficiently explore the entire $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, and if no vector passes the property check, the prover can simply regenerate $\mathbf{d}$ and repeat the secret extraction procedure. The numerical results in Ref. [30] indicated that the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is indeed constant when applied to the Shepherd-Bremner construction, which suggests that an efficient classical prover can pass the test and hence break the original construction. Specifically, for the challenge instance posted in Ref. [24], $m$ is taken to be $2 q$. Then, according to Theorem 5.5 , the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is expected to be constant, making it susceptible to the attack.

To address this issue, the original Shepherd-Bremner construction can be enhanced by introducing additional column redundancy to extend the number of columns $n$, which can achieve random sampling from families $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$ with any $n \geq(q+1) / 2$ (Appendix E). This hides the dimension information of the hidden QRC. Combined with other obfuscation techniques in the Shepherd-Bremner construction, this achieves random sampling from $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$ with any possible parameters.

Below, we propose a parameter regime that can invalidate the attack in Ref. [30]. Given the length $q$ of the QRC, we have $r=(q+1) / 2$ and $m_{1}=q$ [29]. So, the first formula in Eq. (5.3) gives $n \geq(q-1) / 2+2 \lambda$ and the second formula gives the range of the number of redundant rows $n-(q+1) / 2 \leq m_{2} \leq 2 n-2 \lambda-q$. In this way, the size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ will be larger than $2^{\lambda}$ in general, offering a viable solution to fortify the Shepherd-Bremner construction against the attack. Note that the column redundancy technique was used in Ref. [28] to scramble a small random IQP circuit into a large one, to maintain the value of the correlation function, although its connection to the classical security was not explored. Moreover, a multi-secret version was explored in Ref. [41], which was shown to be more vulnerable to the classical attack instead.

We perform numerical experiment to support our previous analysis. When $m=2 q, n$ can be as large as $r+q$ and the expected kernel dimension of $\mathbf{G}_{\mathbf{d}}$ is $r$. In Fig. 3 (a), we plot the kernel dimensions under the setting $n=r+q$ and $m=2 q$, with $q=103,127,151$ and 167. For each


Figure 3: (a) The dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ for $q=103,127,151,167$. Here, the number of rows and columns are $m=2 q$ and $n=r+q$, where $r=(q+1) / 2$ is the dimension of QRC. (b) The success probability of the attack. The asterisks denote the points $(q+15,0)$.
parameter set, 100 instances are sampled from $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$, and then a random $\mathbf{d}$ is sampled for each instance and we evaluate the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$. We also plot the expected lower bound $n-m / 2$ for a comparison. In Fig. 3 (b), we plot the success probability versus the number of columns (qubits) $n$. Here, $m$ is set to be $2 q$ and $n$ is increased from $r=(q+1) / 2$ to $r+q$. For each value of $n, 100$ random instances from $\mathcal{H}_{n, m, q}^{\mathrm{QRC}}$ are sampled, and the success probability is the fraction of successful attacks among them. We set the security parameter to be 15 for a proof of principle, meaning that the maximum number of QRC checks is set to be $2^{15}$. The success probabilities drop down to zero when $n>q+15$, as expected. Our analysis and numerical results demonstrate that Claim 3.1 in Ref. [30], which originally states that the QRC-based construction can be broken efficiently by the KM attack, turns out to be false under appropriate choices of parameters.

## 6 Discussion

In this work, we give the stabilizer scheme for the IQP-based protocols for verifiable quantum advantage, which focuses on the case $\theta=\pi / 8$ in the IQP circuits. With the connection between IQP circuits, stabilizer formalism and coding theory, we study the properties of correlation functions and IQP circuits. Based on these properties, we give an efficient procedure to sample generator matrices of random codes satisfying certain conditions, which lies at the core of our stabilizer scheme. Then, one needs to hide and obfuscate this generator matrix into a larger matrix. We propose a new obfuscation method called column redundancy, which uses the redundant generator matrix to hide the information of the dimension of the hidden code.

To explore the classical security of our protocol, we consider a family of attacks based on extracting secrets. We conjecture that such attacks cannot be efficient classically for random instances generated by our stabilizer scheme. To support this conjecture, we extend the recent attack algorithm on the QRC-based construction to the general case for $\theta=\pi / 8$, which we call the Linearity Attack. Our analysis shows that this attack fails to find the secret in polynomial time by choosing instances from a good parameter regime. Notably, our column redundancy technique also fixes the loophole in the original Shepherd-Bremner construction. Our work
paves the way for cryptographic verification of quantum computation advantage in the NISQ era.

There are several open problems for future research. The most important one is to rigorously prove the security of the IQP-based verification protocols. In Conjecture 5.1, we state that classical attacks based on secret extraction is on average hard. It would be favorable to prove the random self-reducibility of the problem, so that the hardness conjecture can be relaxed to the worst-case scenario. For example, recently a worst-to-average-case reduction was found for computing the probabilities of IQP circuits and it would be interesting to see if the techniques of Ref. [42] could be leveraged to gain insight into the validity of Conjecture 5.1. Before one can rigorously prove the hardness of classical attacks, one might gain intuition by considering other possible classical attacks. In terms of implementing the protocol in practice, generating instances according to a given architecture and noise analysis are also important open problems. We believe that the mathematical structure of the stabilizer scheme provides a promising avenue for the use of certain cryptographic techniques to improve the security of IQP-based protocols, and to construct instances that can be readily implemented with current technology.
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## A Derivation of the overlap of two stabilizer states

Here, we would like to prove Proposition 2.1, which was discussed in Ref. [37]. Recall that given two stabilizer states $|\psi\rangle$ and $|\phi\rangle$, we have:

1. $\langle\psi \mid \phi\rangle=0$ if their stabilizer groups contain the same Pauli operator of the opposite sign. That is, if there exists a Pauli operator $P$, such that $P \in \operatorname{Stab}(|\psi\rangle)$ and $-P \in \operatorname{Stab}(|\phi\rangle)$, then $\langle\psi \mid \phi\rangle=0$.
2. Suppose the condition of the first case does not hold. Let $g$ be the minimum number of different generators (i.e., the number of $i$ s.t. $P_{i} \neq Q_{i}$ ). Then, $|\langle\psi \mid \phi\rangle|=2^{-g / 2}$.

Proof of Proposition 2.1. First, suppose $\operatorname{Stab}(|\psi\rangle)=\left\langle P_{1}, \cdots, P_{n}\right\rangle$ and $\operatorname{Stab}(|\phi\rangle)=\left\langle Q_{1}, \cdots, Q_{n}\right\rangle$. Then, we can write the states as,

$$
\begin{align*}
& |\psi\rangle\langle\psi|=\left(\frac{I+P_{1}}{2}\right) \cdots\left(\frac{I+P_{n}}{2}\right)  \tag{A.1}\\
& |\phi\rangle\langle\phi|=\left(\frac{I+Q_{1}}{2}\right) \cdots\left(\frac{I+Q_{n}}{2}\right) . \tag{A.2}
\end{align*}
$$

The square of the overlap is then given by,

$$
\begin{equation*}
|\langle\psi \mid \phi\rangle|^{2}=\operatorname{Tr}(|\psi\rangle\langle\psi||\phi\rangle\langle\phi|)=\operatorname{Tr}\left(\frac{I+P_{1}}{2} \cdots \frac{I+P_{n}}{2} \frac{I+Q_{1}}{2} \cdots \frac{I+Q_{n}}{2}\right) . \tag{A.3}
\end{equation*}
$$

1. Suppose $Q_{1}=-P_{n}$. Then, we have,

$$
\begin{equation*}
\frac{I+P_{n}}{2} \frac{I-P_{n}}{2}=0 . \tag{A.4}
\end{equation*}
$$

Thus, $\langle\psi \mid \phi\rangle=0$ in this case.
2. Suppose that $P_{i}=Q_{i}$ for $i>g$ and that the group $\left\langle P_{1}, \cdots, P_{g}\right\rangle$ is not equal to $\left\langle Q_{1}, \cdots, Q_{g}\right\rangle$. By commutation, we can group the same generators, which gives,

$$
\begin{equation*}
\frac{I+P_{i}}{2} \frac{I+Q_{i}}{2}=\frac{I+P_{i}}{2} \frac{I+P_{i}}{2}=\frac{I+P_{i}}{2}, \tag{A.5}
\end{equation*}
$$

for $i>g$. This will eliminate the terms related to $Q_{g+1}, \cdots, Q_{n}$. Then,

$$
\begin{align*}
|\langle\psi \mid \phi\rangle|^{2} & =\operatorname{Tr}\left(\frac{I+P_{1}}{2} \cdots \frac{I+P_{n}}{2} \frac{I+Q_{1}}{2} \cdots \frac{I+Q_{g}}{2}\right)  \tag{A.6}\\
& =\frac{1}{2^{g}}\langle\psi|\left(I+Q_{1}\right) \cdots\left(I+Q_{g}\right)|\psi\rangle . \tag{A.7}
\end{align*}
$$

For every term $Q_{i} Q_{j} \cdots Q_{k} \neq I$ in the expansion, there exists a Pauli operator $P \in \operatorname{Stab}(|\psi\rangle)$ that anticommutes with it; otherwise, the term will be in the stabilizer group of $|\psi\rangle$. For such an operator $Q$, we have $\langle\psi| Q|\psi\rangle=0$. Indeed, notice that

$$
\begin{equation*}
\langle\psi| Q|\psi\rangle=\langle\psi| Q P|\psi\rangle=-\langle\psi| P Q|\psi\rangle=-\langle\psi| Q|\psi\rangle, \tag{A.8}
\end{equation*}
$$

which implies $\langle\psi| Q|\psi\rangle=0$. Finally, we have,

$$
\begin{equation*}
|\langle\psi \mid \phi\rangle|^{2}=\frac{1}{2^{g}}\langle\psi| I|\psi\rangle=\frac{1}{2^{g}}, \tag{A.9}
\end{equation*}
$$

and $|\langle\psi \mid \phi\rangle|=2^{-g / 2}$.

## B Proofs for coding theory

We first prove the following proposition.
Proposition B.1. The all-ones vector is a codeword of $\mathcal{C}$ if and only if its dual code $\mathcal{C}^{\perp}$ is an even code.
Proof. Suppose $\mathbf{1} \in \mathcal{C}$. Then for every $\mathbf{c} \in \mathcal{C}^{\perp}$, we have $\mathbf{c} \cdot \mathbf{1}=0$, which means that $|\mathbf{c}|$ is even and hence $\mathcal{C}^{\perp}$ is an even code. Conversely, suppose $\mathcal{C}^{\perp}$ is an even code. Then, all codewords will be orthogonal to the all-ones vector, and thus it is in $\mathcal{C}$.

To prove that a weakly self-dual even code is either a doubly-even code or an unbiased even code, we will need the following lemma.

Lemma B.2. Given two vectors $\mathbf{c}_{1}, \mathbf{c}_{2} \in \mathbb{F}_{2}^{m}$ with even parity and $\mathbf{c}_{1} \cdot \mathbf{c}_{2}=0$, let $\mathbf{c}_{3}=\mathbf{c}_{1}+\mathbf{c}_{2}$. Then, $\left|\mathbf{c}_{3}\right|=0(\bmod 4)$ if $\left|\mathbf{c}_{1}\right|=\left|\mathbf{c}_{2}\right|(\bmod 4)$ and $\left|\mathbf{c}_{3}\right|=2(\bmod 4)$ if $\left|\mathbf{c}_{1}\right| \neq\left|\mathbf{c}_{2}\right|(\bmod 4)$.

Proof. Let $\left|\mathbf{c}_{1}\right|=a+4 k_{1}$ and $\left|\mathbf{c}_{2}\right|=b+4 k_{2}$, where $0 \leq a, b<4$. Let the size of joint support of $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ be $k_{12}$. Then, $\mathbf{c}_{1} \cdot \mathbf{c}_{2}=k_{12}=0(\bmod 2)$, which means that $k_{12}$ is an even number. So,

$$
\begin{equation*}
\left|\mathbf{c}_{3}\right|=a+b-2 k_{12}+4\left(k_{1}+k_{2}\right)=a+b \quad(\bmod 4) . \tag{B.1}
\end{equation*}
$$

- If $\left|\mathbf{c}_{1}\right|=\left|\mathbf{c}_{2}\right|(\bmod 4)$, we have $a=b=0$ or 2. In either case, $\left|\mathbf{c}_{3}\right|=0(\bmod 4)$.
- If $\left|\mathbf{c}_{1}\right| \neq\left|\mathbf{c}_{2}\right|(\bmod 4)$, we have $a=0$ and $b=2$ or $a=2$ and $b=0$. In either case, $\left|\mathbf{c}_{3}\right|=2$ $(\bmod 4)$.

One can adapt the proof of this lemma to show that a doubly-even code is a weakly self-dual code. To see this, suppose $\mathcal{C}$ is a doubly-even code, and $\mathbf{c}_{1}, \mathbf{c}_{2} \in \mathcal{C}$. Then, we have $\left|\mathbf{c}_{1}\right|=4 k_{1}$ and $\left|\mathbf{c}_{2}\right|=4 k_{2}$. Suppose $\mathbf{c}_{3}=\mathbf{c}_{1}+\mathbf{c}_{2}$, which gives $\left|\mathbf{c}_{3}\right|=4\left(k_{1}+k_{2}\right)-2 k_{12}$. Since $\mathbf{c}_{3}$ is also a codeword of a doubly-even code, we have $\left|\mathbf{c}_{3}\right|=0(\bmod 4)$, which implies that $k_{12}$ is even and thus $\mathbf{c}_{1} \cdot \mathbf{c}_{2}=0$.

Now, we are ready to prove Lemma 2.4.

Proof. Let $\mathcal{D}$ be a weakly self-dual even code spanned by $\left\{\mathbf{c}_{1}, \cdots, \mathbf{c}_{d}\right\}$. Then, $\mathbf{c}_{i}$ 's are all evenparity and orthogonal to each other. Any codeword of $\mathcal{D}$ can be written as $\mathbf{c}=a_{1} \mathbf{c}_{1}+\cdots+a_{d} \mathbf{c}_{d}$. According to Lemma B.2, in the linear combination of $\mathbf{c}$, if there is an odd number of $\mathbf{c}_{i}$ 's with weight 2 modulo 4 , then $\mathbf{c}$ will have weight $2 \bmod 4$, and otherwise, $\mathbf{c}$ will have weight $0 \bmod$ 4. Therefore, if all $\mathbf{c}_{i}$ 's have weight 0 modulo 4 , then $\mathcal{D}$ is doubly-even. If there exist $\mathbf{c}_{i}$ 's with weight 2 modulo 4 , then $\mathcal{D}$ is an unbiased even code.

Given a generator matrix $\mathbf{H}$, the rank of its Gram matrix $\mathbf{G}=\mathbf{H}^{T} \mathbf{H}$ is an invariant under a basis change. That is, $\operatorname{rank}\left(\mathbf{Q}^{T} \mathbf{G Q}\right)=\operatorname{rank}(\mathbf{G})$ for $\mathbf{Q}$ invertible. It may be tentative to consider this as a direct consequence of Sylvester's law of inertia, but this is not the case since we are working in $\mathbb{F}_{2}$. Nevertheless, this can be proven as follows. First, the column space of $\mathbf{G Q}$ is a subspace of $\mathbf{G}$, which implies $\operatorname{rank}(\mathbf{G Q}) \leq \operatorname{rank}(\mathbf{G})$. On the other hand, the column space of $\mathbf{G}$ is a subspace of $\mathbf{G Q}$, because $\mathbf{G Q Q}^{-1}=\mathbf{G}$, which implies $\operatorname{rank}(\mathbf{G}) \leq \operatorname{rank}(\mathbf{G Q})$. Therefore, we have $\operatorname{rank}(\mathbf{G})=\operatorname{rank}(\mathbf{G Q})$. Applying this reasoning again gives $\operatorname{rank}(\mathbf{G})=\operatorname{rank}(\mathbf{G Q})=$ $\operatorname{rank}\left(\mathbf{Q}^{T} \mathbf{G G}\right)$.

The rank of the Gram matrix measures how close a $\operatorname{code} \mathcal{C}$ is to being a self-dual code. In particular, $\operatorname{rank}(\mathbf{G})=\operatorname{dim}(\mathcal{C})-\operatorname{dim}(\mathcal{D})$, where $\mathcal{D}:=\mathcal{C} \cap \mathcal{C}^{\perp}$, which is the Proposition 2.5 in the main text.

Proof of Proposition 2.5. Suppose $\mathbf{H} \in \mathbb{F}_{2}^{m \times n}$ and let $g=\operatorname{rank}(\mathbf{G})$, where $\mathbf{G}=\mathbf{H}^{T} \mathbf{H}$. Let $r=$ $\operatorname{dim}(\mathcal{C})$ and $d=\operatorname{dim}(\mathcal{D})$, where $d \leq r \leq n$. We first prove for the case $r=n$. In this case, every codeword in $\mathbf{c} \in \mathcal{C}$ can be expressed as $\mathbf{c}=\mathbf{H a}$ for a unique $\mathbf{a} \in \mathbb{F}_{2}^{n}$ and the correspondence is one-to-one. Then, we claim that $\mathbf{H a} \in \mathcal{D}$ is equivalent to $\mathbf{a} \in \operatorname{ker}(\mathbf{G})$ and thus $d$ is equal to the dimension of $\operatorname{ker}(\mathbf{G})$, which is $d=r-g$. Indeed, if $\mathbf{H a} \in \mathcal{D}$, we have $\mathbf{G a}=\mathbf{H}^{T} \mathbf{H a}=\mathbf{0}$, which means that $\mathbf{a} \in \operatorname{ker}(\mathbf{G})$. Conversely, if $\mathbf{a} \in \operatorname{ker}(\mathbf{G})$, we have $\mathbf{H}^{T} \mathbf{H a}=\mathbf{0}$, which means that $\mathbf{H a} \in \mathcal{C}^{\perp}$. Since Ha $\in \mathcal{C}$, this implies $\mathbf{H a} \in \mathcal{D}$.

Now, we consider the case $r<n$. In this case, there always exists an invertible matrix $\mathbf{Q}$ such that $\mathbf{H Q}=\left(\mathbf{H}^{\prime}, \mathbf{0}_{m \times(n-r)}\right)$ and $\mathbf{H}^{\prime} \in \mathbb{F}_{2}^{m \times r}$ is a generator matrix of $\mathcal{C}$ that is of full column rank. Moreover,

$$
\begin{equation*}
\operatorname{rank}(\mathbf{G})=\operatorname{rank}\left(\mathbf{Q}^{T} \mathbf{G} \mathbf{Q}\right)=\operatorname{rank}\left(\mathbf{H}^{\prime T} \mathbf{H}^{\prime}\right) . \tag{B.2}
\end{equation*}
$$

Then, applying the previous reasoning to $\mathbf{H}^{\prime}$ yields that $d=r-\operatorname{rank}\left(\mathbf{H}^{\prime T} \mathbf{H}^{\prime}\right)=r-g$.

## C IQP circuits and stabilizer formalism

## C. 1 IQP stabilizer tableau

Theorem 3.1 can be proven in the following way. First, we start with the standard tableau of $\left|0^{n}\right\rangle$, which is

$$
\left(\begin{array}{ccccccc}
0 & \ldots & 0 & 1 & \ldots & 0 & 0  \tag{C.1}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 0 & \ldots & 1 & 0
\end{array}\right),
$$

corresponding to the stabilizer generators $\left\{Z_{1}, \cdots, Z_{n}\right\}$. Then, we apply the local terms in $e^{i \pi H / 4}$ one by one, and keep track of the change of the stabilizer tableau. We have the following lemma which gives the form of $Z_{j}$ conjugated by $e^{i \pi H / 4}$.

Lemma C. 1 (Evolution of $\left.Z_{j}\right)$. Let $\mathbf{H}=\left(\mathbf{c}_{1}, \mathbf{c}_{2}, \cdots, \mathbf{c}_{n}\right)$ be a binary matrix. Then, translating $\mathbf{H}$ into the IQP Hamiltonian $H$ and after the conjugation of $e^{i \pi H / 4}$, we have,

$$
\begin{equation*}
e^{i \pi H / 4} Z_{j} e^{-i \pi H / 4}=i^{\left|\boldsymbol{c}_{j}\right|} \prod_{k=1}^{n} X_{k}^{\boldsymbol{c}_{j} \cdot \boldsymbol{c}_{k}} Z_{j} \tag{C.2}
\end{equation*}
$$

where $\left|\mathbf{c}_{j}\right|$ is the Hamming weight of $\mathbf{c}_{j}$.
For example, let

$$
\mathbf{H}=\left(\begin{array}{llll}
1 & 1 & 0 & 0  \tag{С.3}\\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1
\end{array}\right)
$$

Then, after the conjugation of $e^{i \pi H / 4}$, we have

$$
\begin{equation*}
Z_{1} \rightarrow(-1)\left(X_{1} X_{2}\right)\left(X_{1} X_{4}\right) Z_{1}=-Z_{1} X_{2} X_{4} \tag{C.4}
\end{equation*}
$$

Proof. First, note that $e^{i \pi H / 4}=\prod_{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H})} e^{i \pi \mathcal{X}_{\mathbf{p}} / 4}$, where $\mathcal{X}_{\mathbf{p}}:=X^{p_{1}} \otimes \cdots \otimes X^{p_{n}}$. For each row $\mathbf{p}^{T}$, if $p_{j}=1$, then

$$
\begin{equation*}
e^{i \pi \mathcal{X}_{\mathbf{p}} / 4} Z_{j} e^{-i \pi \mathcal{X}_{\mathbf{p}} / 4}=e^{i \pi \mathcal{X}_{\mathbf{p}} / 2} Z_{j}=i \mathcal{X}_{\mathbf{p}} Z_{j} \tag{C.5}
\end{equation*}
$$

and if $p_{j}=0, Z_{j}$ will remain unchanged. We suppose $p_{j}=1$ for later illustration. Then, we apply the operator corresponding to another row $\mathbf{p}^{\prime T}$, which gives,

$$
\begin{equation*}
i e^{i \pi \mathcal{X}_{\mathbf{p}^{\prime}} / 4} \mathcal{X}_{\mathbf{p}} Z_{j} e^{-i \pi \mathcal{X}_{\mathbf{p}^{\prime}} / 4}=i \mathcal{X}_{\mathbf{p}} e^{i \pi \mathcal{X}_{\mathbf{p}^{\prime}} / 4} Z_{j} e^{-i \pi \mathcal{X}_{\mathbf{p}^{\prime}} / 4} \tag{C.6}
\end{equation*}
$$

If $p_{j}^{\prime}=1$, we have that the post-evolution stabilizer is given by $i^{2} \mathcal{X}_{\mathbf{p}} \mathcal{X}_{\mathbf{p}^{\prime}} Z_{j}$. In general, let $\mathbf{H}_{j}$ be the submatrix of $\mathbf{H}$ that consists of all rows whose $j$-th entry is 1 . Then, after the conjugation of $e^{i \pi H / 4}$, we have

$$
\begin{equation*}
e^{i \pi H / 4} Z_{j} e^{-i \pi H / 4}=i^{\left|\mathbf{c}_{j}\right|} \prod_{\mathbf{p}^{T} \in \operatorname{row}\left(\mathbf{H}_{j}\right)} \mathcal{X}_{\mathbf{p}} Z_{j} . \tag{C.7}
\end{equation*}
$$

For the Pauli $X^{\prime}$ 's in the above, whether there is the $X_{k}$ component depends on the number of 1 's in both the $j$-th and $k$-th column of $\mathbf{H}$. Indeed, the exponent of $X_{k}$ is equal to $\mathbf{c}_{j} \cdot \mathbf{c}_{k}$. This completes the proof.

Next, we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Since $Z_{j}$ is the $j$-th stabilizer generator fo $\left|0^{n}\right\rangle$, Lemma C. 1 actually gives the $j$-th stabilizer generator of $|\psi\rangle=e^{i \pi H / 4}\left|0^{n}\right\rangle$. We can also write it in the following form,

$$
\begin{equation*}
(-1)^{r_{j}} \prod_{k=1}^{n} i^{\boldsymbol{c}_{j} \cdot \mathfrak{c}_{j}} X_{k}^{\mathbf{c}_{j} \cdot c_{k}} Z_{j} \tag{C.8}
\end{equation*}
$$

where $2 r_{j}+\mathbf{c}_{j} \cdot \mathbf{c}_{j}=\left|\mathbf{c}_{j}\right|(\bmod 4)$ (note that the inner product is taken over $\mathbb{F}_{2}$ ). Therefore, if one uses $00,01,10,11$ to represent $\left|\mathbf{c}_{j}\right|=0,1,2,3(\bmod 4)$, then $r_{j}$ is equal to the first bit. Finally, from this form of stabilizer generators, we can write down the stabilizer tableau of $|\psi\rangle$ as

$$
\left(\begin{array}{ccccccc}
\mathbf{c}_{1} \cdot \mathbf{c}_{1} & \ldots & \mathbf{c}_{1} \cdot \mathbf{c}_{n} & 1 & \ldots & 0 & r_{1}  \tag{C.9}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{c}_{n} \cdot \mathbf{c}_{1} & \ldots & \mathbf{c}_{n} \cdot \mathbf{c}_{n} & 0 & \ldots & 1 & r_{n}
\end{array}\right) .
$$

## C. 2 Correlation function

Here, we prove Theorem 3.2 which connects the correlation function $\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle$, the code $\mathcal{C}_{\mathbf{s}}$ generated by $\mathbf{H}_{\mathbf{s}}$ and the rank of the Gram matrix $\mathbf{G}=\mathbf{H}_{\mathrm{s}}^{T} \mathbf{H}_{\mathbf{s}}$.

Proof of Theorem 3.2. First, $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$ implies that $\mathcal{C}_{\mathbf{s}}^{\perp}$ is an even code and so is $\mathcal{D}_{\mathbf{s}}$. When $\theta=\pi / 8$, we have

$$
\begin{align*}
\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle & =\left\langle 0^{n}\right| e^{i 2 \theta H_{\mathbf{s}}}\left|0^{n}\right\rangle  \tag{C.10}\\
& =\left\langle 0^{n}\right| \prod_{\mathbf{p}^{T} \in \operatorname{row}\left(\mathbf{H}_{\mathbf{s}}\right)} e^{i 2 \theta \mathcal{X}_{\mathbf{p}}}\left|0^{n}\right\rangle  \tag{C.11}\\
& =\left\langle 0^{n}\right| \prod_{\mathbf{p}^{T} \in \operatorname{row}\left(\mathbf{H}_{\mathbf{s}}\right)} \frac{1}{\sqrt{2}}\left(I+i \mathcal{X}_{\mathbf{p}}\right)\left|0^{n}\right\rangle  \tag{C.12}\\
& =\frac{1}{\sqrt{2^{m}}} \sum_{\mathbf{a} \in\{0,1\}^{m}} i^{|\mathbf{a}|}\left\langle 0^{n}\right| \mathcal{X}_{\mathbf{a}^{T} \mathbf{H}_{\mathbf{s}}}\left|0^{n}\right\rangle  \tag{C.13}\\
& =\frac{1}{\sqrt{2^{m}}} \sum_{\mathbf{a}: \mathbf{a}^{T} \mathbf{H}_{\mathbf{s}}=\mathbf{0}} i^{|\mathbf{a}|}  \tag{С.14}\\
& =\frac{1}{\sqrt{2^{m}}} \sum_{\mathbf{a} \in \mathcal{C}_{\mathbf{s}}^{+}} i^{|\mathbf{a}|}, \tag{C.15}
\end{align*}
$$

where $m$ is the number of rows in $\mathbf{H}_{\mathbf{s}}$. Since $\mathcal{C}_{\mathbf{s}}^{\perp}$ is an even code, we can write,

$$
\begin{equation*}
\left\langle\mathcal{Z}_{\mathbf{s}}\right\rangle=\frac{1}{\sqrt{2^{m}}}\left(\sum_{\substack{\mathbf{a} \in \mathcal{C}_{\mathbf{s}}^{\perp} \\|\mathbf{a}|=0 \bmod 4}} 1-\sum_{\substack{\mathbf{a} \in \mathcal{C}_{\mathbf{s}}^{\perp} \\|\mathbf{a}|=2 \bmod 4}} 1\right) . \tag{C.16}
\end{equation*}
$$

Let $d=\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right), r=\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}\right)$ and $g=r-d$.
One can always find an invertible matrix $\mathbf{Q}$, such that in $\mathbf{H}_{\mathbf{s}} \mathbf{Q}$, the first $g$ columns are in $\mathcal{C}_{\mathbf{s}} \backslash \mathcal{D}_{\mathbf{s}}$, the $g$-th to the $r$-th columns form a basis of $\mathcal{D}_{\mathbf{s}}$ and the remaining columns are all-zeros. This transformation will not change the value of the correlation function according to Eq. (C.16), because it preserves the code $\mathcal{C}_{\mathbf{s}}$ and hence the dual code $\mathcal{C}_{\mathbf{s}}^{\perp}$. Under this transformation, the stabilizer tableau related to $\mathbf{H}_{\mathbf{s}} \mathbf{Q}$ is given by $\left(\mathbf{G}^{\prime}, \mathbf{I}_{n}, \mathbf{r}^{\prime}\right)$. Here, only the top-left $g \times g$ submatrix of $\mathbf{G}^{\prime}$ can be nonzero, and all other entries are zero. According to Proposition 2.5, the rank of $\mathbf{G}$ is also $g$, which means that the $g \times g$ submatrix is full rank.

As for the phase column $\mathbf{r}^{\prime}$, if the basis of $\mathcal{D}_{\mathbf{s}}$ have weight 0 modulo 4 , then only the first $g$ entries of $\mathbf{r}^{\prime}$ can be nonzero, and all other entries are zero, according to Theorem 3.1. In this case, $\mathcal{D}_{\mathrm{s}}$ is a doubly-even code. For this set of generators represented by the transformed tableau, the number of non- $Z$ generators is $g$, corresponding to the first $g$ rows of $\left(\mathbf{G}^{\prime}, \mathbf{I}_{n}, \mathbf{r}^{\prime}\right)$. This is the minimum number over all possible choices, since the top-left submatrix of $\mathbf{G}^{\prime}$ is already full rank. Thus, the correlation function is nonzero and has a magnitude $2^{-g / 2}$, according to Proposition 2.1.

On the other hand, if in $\mathbf{H}_{\mathbf{s}} \mathbf{Q}$, some basis of $\mathcal{D}_{\mathbf{s}}$ have weight 2 modulo 4, then the corresponding entries in $\mathbf{r}^{\prime}$ are 1 , which gives $Z$-products with minus sign in the stabilizer group of $\left|\psi_{\mathbf{s}}\right\rangle:=e^{i \pi H_{\mathbf{s}} / 4}\left|0^{n}\right\rangle$. This means that $\left|\psi_{\mathbf{s}}\right\rangle$ has zero overlap with $\left|0^{n}\right\rangle$ and hence the correlation function is zero. In this case, it can be shown that $\mathcal{D}_{\mathrm{s}}$ is an unbiased even code using Lemma 2.4.

## C. 3 Stabilizer characterization applied to the Shepherd-Bremner construction

Here, we prove Corollary 3.3, which follows from Theorem 3.1 and the properties of QRC.
Proof. The rank of QRC is $(q+1) / 2$, which means that there are $n=(q+3) / 2$ columns in $\mathbf{H}_{\mathbf{s}}^{\mathrm{QRC}}$. To prove this corollary, it suffices to prove the following,

$$
\begin{equation*}
\left|\mathbf{c}_{j}\right|=3 \quad(\bmod 4) \quad \mathbf{c}_{j} \cdot \mathbf{c}_{k}=1 \quad(\bmod 2), \tag{С.17}
\end{equation*}
$$

according to Theorem 3.1.
First, the number of non-zero quadratic residues modulo $q$ is $(q-1) / 2$. Since $q+1$ is a multiple of 8 , we have $\left|\mathbf{c}_{j}\right|=(q-1) / 2=3(\bmod 4)$ for $j \neq 1$. For $j=1,\left|\mathbf{c}_{1}\right|=q=3(\bmod 4)$.

As for the second formula, the cases (a) $j=k$, (b) $j=1$ but $k \neq 1$ and (c) $j \neq 1$ but $k=1$ follow the proof of the first formula. So, we focus on proving it for $j \neq k \neq 1$. Define the extended QRC by appending an extra parity bit to the codeword of QRC, which equals the Hamming weight of the codeword modulo 2. From classical coding theory, the extended QRC is self-dual [29]. That is, every two codewords of the extended QRC is orthogonal to each other. For $\mathbf{c}_{j}$, the added parity bit is 1 , since these columns are odd-parity. Then, the fact that the extended codewords are orthogonal to each other implies that $\mathbf{c}_{j} \cdot \mathbf{c}_{k}=1(\bmod 2)$. This proves the form of the stabilizer tableau, which represents the generators $\left\{-Y_{1} X_{2} \cdots X_{n},-X_{1} Y_{2} \cdots X_{n}, \cdots,-X_{1} X_{2} \cdots Y_{n}\right\}$.

Multiplying the first generator to the remaining $n-1$ generators gives the same stabilizer group with a different set of generators $\left\langle-Y_{1} X_{2} \cdots X_{n}, Z_{1} Z_{2}, Z_{1} Z_{3} \cdots, Z_{1} Z_{n}\right\rangle$. In this representation, the $Z$-type stabilizer generators have a positive phase and the number of non- $Z$ generator is $g=1$. According to Proposition 2.1, the correlation function has a magnitude $1 / \sqrt{2}$ (a.k.a. 0.854 probability bias) with respect to the secret, regardless of the size parameter $q$.

## D Details in stabilizer construction

We first give the following parameter constraints of the stabilizer construction, which are necessary conditions for instances from the family $\mathcal{H}_{n, m, g}$.

Proposition D. 1 (Parameter constraints). Given $(\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, g}$, let $\mathcal{D}_{\mathbf{s}}=\mathcal{C}_{\mathbf{s}} \cap \mathcal{C}_{\mathbf{s}}^{\perp}$, where $\mathcal{C}_{\mathbf{s}}$ is the code generated by $\mathbf{H}_{\mathbf{s}}$ and $\mathcal{C}_{\mathbf{s}}^{\perp}$ is the dual code. Let $m_{1}$ be the number of rows in $\mathbf{H}_{\mathbf{s}}$ and $d=\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right)$, which means $\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}\right)=g+d$. Then, we have

- $g+d \leq n ;$
- $0<m_{1} \leq m ;$
- $n-g-d \leq m-m_{1}$;
- $g+2 d \leq m_{1}$;
- $m_{1}=g \bmod 2$.

Proof. The first constraint is from $\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right) \leq n$. The second one is trivial. The third is due to the fact that $\mathbf{H}$ is of full column rank, which means that the number of redundant rows should be $m-m_{1} \geq n-\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right)=n-g-d$. The fourth is because $\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}\right)+\operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}^{\perp}\right)=m_{1}$ and $\operatorname{dim}\left(\mathcal{D}_{\mathbf{s}}\right) \leq \operatorname{dim}\left(\mathcal{C}_{\mathbf{s}}^{\perp}\right)$. The fifth one is from Theorem D. 3 proved later.

As stated in the main text, given the parameters $m_{1}, n, d$ and $g$, the stabilizer construction is reduced to sampling a random $\mathbf{H}_{\mathbf{s}}$ and $\mathbf{s}$, so that $\mathbf{H}_{\mathbf{s}}=\left(\mathbf{F}, \mathbf{D}, \mathbf{0}_{m_{1} \times(n-r)}\right)$, and $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$, where $r=d+g$. Here, $\mathbf{D} \in \mathbb{F}_{2}^{m_{1} \times d}$ is a generator matrix of a random doubly-even code $\mathcal{D}_{\mathbf{s}}=\mathcal{C}_{\mathbf{s}} \cap \mathcal{C}_{\mathbf{s}}^{\perp}$, and $\mathbf{F} \in \mathbb{F}_{2}^{m_{1} \times g}$ span $\mathcal{C}_{\mathbf{s}} / \mathcal{D}_{\mathbf{s}}$ satisfying $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$ and $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=g$.

In more details, $\mathbf{D}$ and $\mathbf{F}$ shall satisfy the following conditions.
Proposition D. 2 (Conditions of $\mathbf{D}$ and $\mathbf{F}$ ). Given $(\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, g}$, let $\mathbf{H}_{\mathbf{s}}$ be the rows of $\mathbf{H}$ that are not orthogonal to $\mathbf{s}$. Then, there exists an invertible $\mathbf{Q}$, so that $\mathbf{H}_{\mathbf{s}} \mathbf{Q}=(\mathbf{F}, \mathbf{D}, \mathbf{0})$ and

- D consists of $d=r-g$ independent vectors with weight 0 modulo 4 , which are orthogonal to each other, with $r=\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right)$.
- $\mathbf{F}$ consists of $g$ independent columns from $\operatorname{ker}\left(\mathbf{D}^{T}\right)$ which lie outside the column space of $\mathbf{D}$.
- $\mathbf{F}^{T} \mathbf{F}$ is a random full-rank $g$-by- $g$ symmetric matrix.
- The all-ones vector $\mathbf{1}$ either explicitly appears as the first column of $\mathbf{D}$ or $\mathbf{F}$, or it can be written as the sum of the first two columns of $\mathbf{F}$.

Proof. The matrix $\mathbf{D}$ is taken as the generator matrix of the dual intersection $\mathcal{D}_{\mathbf{s}}$, which is a doubly-even code. The form of $\mathbf{D}$ follows from Proposition 2.4. The second condition is because $\mathcal{D}_{\mathbf{s}} \subset \mathcal{C}_{\mathbf{s}}^{\perp}$, which implies $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$. So, columns of $\mathbf{F}$ lie in $\operatorname{ker}\left(\mathbf{D}^{T}\right)$. The third condition is because $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=\operatorname{rank}\left(\mathbf{Q}^{T} \mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{Q}\right)=\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}\right)=g$. As for the last condition, if $\mathbf{1} \in \mathcal{C}_{\mathbf{s}}$, one can always perform basis change so that $\mathbf{1}$ explicitly appears in the columns of $\mathbf{H}_{s}$. More specifically, if $\mathbf{1} \in \mathcal{D}_{\mathbf{s}}$, the column operation $\mathbf{Q}$ can transform it as the first column of $\mathbf{D}$. If not, it can be made as the first column of $\mathbf{F}$. The second part of this condition can be achieved by adding the second column of $\mathbf{F}$ to the first.

Standard form. Although Ref. [39] gave the congruent standard form of any symmetric matrix over $\mathbb{F}_{2}$, for our purpose of ensuring the all-ones vector being a codeword, we consider a slightly different standard form. Such a standard form can be achieved by $\mathbf{H}_{\mathbf{s}}=(\mathbf{F}, \mathbf{D}, \mathbf{0})$ where $\mathbf{F}$ and $\mathbf{D}$ satisfy the conditions in Proposition D.2. Then, the construction algorithm only needs to sample $\mathbf{H}_{\mathbf{s}}$ so that $\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}}$ is in the standard form. Note that $\mathbf{H}_{\mathbf{s}}$ itself may not have a unique standard form under row permutations and column operations.

Theorem D.3. Let $(\mathbf{H}, \mathbf{s})$ be a random instance from $\mathcal{H}_{n, m, g}$ and let $\mathbf{H}_{\mathbf{s}}$ be the rows of $\mathbf{H}$ satisfying $\mathbf{H}_{\mathbf{s}} \mathbf{s}=\mathbf{1}$. Then, there exists an invertible matrix $\mathbf{Q}$, so that $\mathbf{H}_{\mathbf{s}} \mathbf{Q}$ is in the form of $(\mathbf{F}, \mathbf{D}, \mathbf{0})$ with $\mathbf{D}$ and $\mathbf{F}$ satisfying the conditions in Proposition D. 2 and

$$
\mathbf{Q}^{T} \mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{Q}=\left(\begin{array}{cccc}
\mathbf{I} & & &  \tag{D.1}\\
& \mathbf{J} & & \\
& & \ddots & \\
& & & \mathbf{J} \\
\\
& & & \\
\mathbf{0}_{(n-g) \times(n-g)}
\end{array}\right) \text { or }\left(\begin{array}{llll}
\mathbf{J} & & \\
& \ddots & \\
& & \mathbf{J} & \\
& & & \mathbf{0}_{(n-g) \times(n-g)}
\end{array}\right) \text {, }
$$

where $\mathbf{I}$ is either 1 or $\mathbf{I}_{2}$ and $\mathbf{J}:=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. In addition, $m_{1}=g \bmod 2$, where $m_{1}$ is the number of rows in $\mathbf{H}_{s}$.

Proof. First, according to Proposition D.2, $\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \sim_{c} \mathbf{F}^{T} \mathbf{F} \oplus \mathbf{D}^{T} \mathbf{D} \oplus \mathbf{0}$. For the $\mathbf{D}$ matrix, we have $\mathbf{D}^{T} \mathbf{D}=\mathbf{0}_{d \times d}$, which already matches standard form, where $d=\operatorname{rank}\left(\mathbf{H}_{\mathbf{s}}\right)-g$. So, we focus on $\mathbf{G}^{\prime}:=\mathbf{F}^{T} \mathbf{F}$. The matrix $\mathbf{F}$ satisfies $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$ and $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=g$, where $g$ is the number of columns in $\mathbf{F}$. We want to find an invertible matrix $\mathbf{Q}^{\prime}$, which leaves the $\mathbf{D}$ matrix unchanged and only changes the $\mathbf{F}$ matrix, so that $\mathbf{G}^{\prime}$ is equal to the top-left $g \times g$ submatrix in the standard form. We first discuss the congruent standard form of general full-rank symmetric matrix.

1. First, suppose that not all diagonal elements of $\mathbf{G}^{\prime}$ are zero. In this case, we can assume $\mathbf{G}_{11}^{\prime}=1$, because otherwise, we can always apply a permutation matrix to $\mathbf{F}$, so that the nonzero diagonal element of $\mathbf{G}^{\prime}$ is moved to the ( 1,1 )-location. Then, up to congruent transformations,

$$
\mathbf{G}^{\prime}=\left(\begin{array}{ll}
1 & \mathbf{g}^{T}  \tag{D.2}\\
\mathbf{g} & \mathbf{G}_{1}
\end{array}\right) .
$$

Let,

$$
\mathbf{Q}_{1}=\left(\begin{array}{cc}
1 & \mathbf{g}^{T}  \tag{D.3}\\
0 & \mathbf{I}
\end{array}\right) .
$$

We have,

$$
\mathbf{Q}_{1}^{T} \mathbf{G}^{\prime} \mathbf{Q}_{1}=\left(\begin{array}{cc}
1 & \mathbf{0}^{T}  \tag{D.4}\\
\mathbf{0} & \mathbf{g g}^{T}+\mathbf{G}_{1}
\end{array}\right) .
$$

2. If $\mathbf{G}_{j j}^{\prime}=0$ for $1 \leq j \leq g$, then without loss of generality, we can assume $\mathbf{G}_{12}^{\prime}=1$; otherwise, we can apply a permutation matrix to swap the the non-zero entry to the $(1,2)$ and $(2,1)$ positions. In this case, up to congruent transformations,

$$
\mathbf{G}^{\prime}=\left(\begin{array}{cc}
\mathbf{J} & \mathbf{G}_{2}  \tag{D.5}\\
\mathbf{G}_{2}^{T} & \mathbf{G}_{3}
\end{array}\right),
$$

where $\mathbf{J}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Let

$$
\mathbf{Q}_{1}=\left(\begin{array}{cc}
\mathbf{I}_{2} & \mathbf{J G}_{2}  \tag{D.6}\\
\mathbf{0} & \mathbf{I}_{g-2}
\end{array}\right) .
$$

Then,

$$
\mathbf{Q}_{1}^{T} \mathbf{G}^{\prime} \mathbf{Q}_{1}=\left(\begin{array}{cc}
\mathbf{J} & \mathbf{0}^{T}  \tag{D.7}\\
\mathbf{0} & \mathbf{G}_{2}^{T} \mathbf{J} \mathbf{G}_{2}+\mathbf{G}_{3}
\end{array}\right) .
$$

Therefore, we have $\mathbf{F}^{T} \mathbf{F} \sim_{\mathcal{c}}(\mathbf{I} \oplus) \mathbf{J} \oplus \cdots \oplus \mathbf{J}$.

- If $m_{1}$ is odd, then $\mathbf{1}$ cannot be in $\mathcal{D}_{\mathbf{s}}$. In this case, $\mathbf{1}$ is the first column of $\mathbf{F}$, according to Proposition D.2. Then, $\mathbf{G}_{11}^{\prime}=1$ and applying the transformation of Eq. (D.3) leads to a matrix in the form of Eq. (D.4). This implies that all other columns in the new $\mathbf{F}$ are orthogonal to $\mathbf{1}$ and hence have even parity. Therefore, we have $\mathbf{G}_{j j}^{\prime}=0$ for $j>1$ and $\mathbf{G}^{\prime} \sim_{c} 1 \oplus(\underset{i=1}{\underset{i}{(g-1) / 2}} \mathbf{J})$.
- If $m_{1}$ is even and $\mathbf{1} \notin \mathcal{D}_{\mathbf{s}}$, then $\mathbf{1}$ is also the first column of $\mathbf{F}$, according to Proposition D.2. Then, we can assume that $\mathbf{G}_{12}^{\prime}=1$, as what we did in proving the general congruent standard form. This implies that the second column of $\mathbf{F}$ must be odd-parity, and so $\mathbf{G}_{22}^{\prime}=1$. As as result, up to congruent transformations,

$$
\mathbf{G}^{\prime}=\left(\begin{array}{ll}
\mathbf{J}_{1} & \mathbf{G}_{2}  \tag{D.8}\\
\mathbf{G}_{2}^{T} & \mathbf{G}_{3}
\end{array}\right)
$$

where $\mathbf{J}_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$. Let

$$
\mathbf{Q}_{1}=\left(\begin{array}{cc}
\mathbf{I}_{2} & \mathbf{J}_{3} \mathbf{G}_{2}  \tag{D.9}\\
\mathbf{0} & \mathbf{I}_{g-2}
\end{array}\right)
$$

where $\mathbf{J}_{3}=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$. Then,

$$
\mathbf{Q}_{1}^{T} \mathbf{G}^{\prime} \mathbf{Q}_{1}=\left(\begin{array}{cc}
\mathbf{J}_{1} & \mathbf{0}^{T}  \tag{D.10}\\
\mathbf{0} & \mathbf{G}_{2}^{T} \mathbf{J}_{3} \mathbf{G}_{2}+\mathbf{G}_{3}
\end{array}\right)
$$

From the second row (column) of $\mathbf{Q}_{1}^{T} \mathbf{G}^{\prime} \mathbf{Q}_{1}$, one can see that only the second column of the new $\mathbf{F}$ is odd-parity and all other columns are even parity, which means that the diagonal elements of $\mathbf{G}_{2}^{T} \mathbf{J}_{3} \mathbf{G}_{2}+\mathbf{G}_{3}$ are zero. Then, Eq. (D.6) is repeatedly applied, so that $\mathbf{G}^{\prime}=\mathbf{J}_{1} \oplus \mathbf{J} \oplus \cdots \oplus \mathbf{J}$. Finally, let $\mathbf{Q}_{2}$ be an invertible matrix that adds the second column to the first. We have $\mathbf{Q}_{2}^{T} \mathbf{G}^{\prime} \mathbf{Q}_{2}=\mathbf{I}_{2} \oplus \mathbf{J} \oplus \cdots \oplus \mathbf{J}$.

- If $m_{1}$ is even and $\mathbf{1} \in \mathcal{D}_{\mathrm{s}}$, then $m_{1}$ must be a multiple of 4 and $\mathbf{1}$ is the first column of $\mathbf{D}$, according to Proposition D.2. In this case, $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$ implies that all columns of $\mathbf{F}$ will be even-parity, which means that the diagonal elements of $\mathbf{G}^{\prime}$ will be zero. Moreover, the diagonal elements will remain zero if the congruent transformation only acts nontrivially


Above, the all-ones vector appears as the first column of $\mathbf{D}$ or $\mathbf{F}$ except for the third case, where $\mathbf{1}=\mathbf{c}_{1}+\mathbf{c}_{2}$ can be obtained by adding up the first two columns of $\mathbf{F}$. Finally, in all of the above cases, $m_{1}=g \bmod 2$.

Next, we discuss the sampling of $\mathbf{D}$ and $\mathbf{F}$.

Sampling D. Here, the goal is to sample a $\mathbf{D}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{d}\right)$ with $d \leq m_{1} / 2$, where $m_{1}=$ $g$ mod 2. Columns in $\mathbf{D}$ are orthogonal to each other and have weight a multiple of 4, according to Proposition D.2. The algorithm is shown in Algorithm 1, which works as follows. First, $\mathbf{c}_{1}$ can be a random vector with weight 0 modulo $4 ; \mathbf{D}$ is initialized as $\mathbf{D}=\left(\boldsymbol{c}_{1}\right)$. Then, the second column $\mathbf{c}_{2}$ is sampled with the constraint that $\mathbf{c}_{1} \cdot \mathbf{c}_{2}=0$ and $\left|\mathbf{c}_{2}\right|=0 \bmod 4 ; \mathbf{D}$ is updated to be $\mathbf{D}=\left(\mathbf{c}_{1}, \mathbf{c}_{2}\right)$. Next, the third column $\mathbf{c}_{3}$ is sampled so that it is orthogonal the first two columns and $\left|\mathbf{c}_{3}\right|=0 \bmod 4$. This process is iterated until all $d$ columns are sampled, or until no vector satisfying the condition can be sampled, in which case a matrix with $d-1$ columns will be returned.

```
Parameters: \(m_{1}\) and \(d\)
Require: \(d \leq m_{1} / 2\)
    \(\mathbf{c}_{1} \leftarrow\) a random vector with weight 0 modulo 4
    \(\mathbf{D} \leftarrow\left(\mathbf{c}_{1}\right)\)
    for \(t=1, \cdots, d-1\) do
        \(\mathbf{c}_{t+1} \leftarrow\) a random vector from \(\operatorname{ker}\left(\mathbf{D}^{T}\right) /\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{t}\right\rangle\) with weight 0 modulo 4
        if \(\mathbf{c}_{t+1}\) does not exist then
            break
        end if
        \(\mathbf{D} \leftarrow\left(\mathbf{D}, \mathbf{c}_{t+1}\right)\)
    end for
    if \(\mathbf{1}\) lies in the column space of \(\mathbf{D}\) then
        Apply column operations so that \(\mathbf{1}\) is the first column of \(\mathbf{D}\)
    end if
    return D
```

Algorithm 1: Algorithm to sample a $\mathbf{D}=\left(\mathbf{c}_{1}, \mathbf{c}_{2}, \cdots, \mathbf{c}_{d}\right)$ so that $\mathbf{c}_{i} \cdot \mathbf{c}_{j}=0$ and $\left|\mathbf{c}_{i}\right|=0 \bmod 4$.

In the $t$-th iteration, the vector $\mathbf{c}_{t}$ is sampled from $\operatorname{ker}\left(\mathbf{D}^{T}\right) /\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}\right\rangle$ with $\mathbf{D}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}\right)$. That is, we want $\boldsymbol{c}_{t}$ to be orthogonal to the first $t-1$ columns and outside the linear subspace that they span. This can be achieved as follows. We first solve for a basis of $\operatorname{ker}\left(\mathbf{D}^{T}\right)$, and then the first $t-1$ of the basis vectors are set as $\left\{\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}\right\}$, with the remaining basis vectors changed accordingly. The vector $\mathbf{c}_{t}$ is sampled to be the random linear combination of the remaining basis vectors. In this way, the orthogonality and independence of $\mathbf{c}_{t}$ with respect to $\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}$ are guaranteed.

In addition, to ensure that $\left|\mathbf{c}_{t}\right|=0 \bmod 4$, we can first sample an even-parity vector from $\operatorname{ker}\left(\mathbf{D}^{T}\right) /\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}\right\rangle$. It is well-known that for a linear subspace over $\mathbb{F}_{2}$, either all vectors are even-parity or half the vectors are even-parity. Therefore, the sampling of even-parity vector can be efficiently done and we denote resulted vector as $\mathbf{a}_{1}$. The weight of $\mathbf{a}_{1}$ will be either 0 or 2 modulo 4. If $\left|\mathbf{a}_{1}\right|=0 \bmod 4$, then it is set to be $\mathbf{c}_{t}$. Otherwise, we sample a vector $\mathbf{a}_{2}$ from $\operatorname{ker}\left(\mathbf{D}^{T}\right) /\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}, \mathbf{a}_{1}\right\rangle$ that is orthogonal to $\mathbf{a}_{1}$; that is, $\mathbf{a}_{2}$ is a random vector from $\operatorname{ker}\left(\mathbf{D}^{T}\right)$ that is orthogonal to and outside $\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{t-1}, \mathbf{a}_{1}\right\rangle$. Then, if $\left|\mathbf{a}_{2}\right|=0 \bmod 4$, it is set to be $\mathbf{c}_{t}$ and if not, it follows from Lemma B. 2 that $\mathbf{a}_{1}+\mathbf{a}_{2}$ must have a weight that is a multiple of 4 , and thus we assign it as $\mathbf{c}_{t}$. With this approach, a $\mathbf{c}_{t}$ with weight a multiple of 4 can be guaranteed to be sampled except for the final iteration of two extremal cases.

We now turn to discuss the cases $d=m_{1} / 2$ and $d=\left(m_{1}-1\right) / 2$, where in the last iteration, the column $\mathbf{c}_{d}$ may not exist. In such a case, only a matrix $\mathbf{D}$ with $d-1$ columns will be returned. However, we would like to emphasize that it is the $g$ parameter that affects the value of the correlation function. For the subspace $\mathcal{D}_{\mathrm{s}}$, we only require it to be doubly-even, and its dimension does not matter. Therefore, we do not require the sampling algorithm succeed every time when applied to these two extremal cases.

When $d=m_{1} / 2$ with $m_{1}$ even, the resulting $\mathcal{D}_{\mathbf{s}}$ forms a doubly-even self-dual code, which implies $g=0$. In this scenario, $\mathbf{1}$ is included in $\mathcal{D}_{\mathbf{s}}$ because $\mathbf{1}$ will be orthogonal to all vectors in $\mathcal{D}_{\mathrm{s}}$ and itself. This implies that $m_{1}$ must be a multiple of 4 . An example of this case is the

```
Input: \(m_{1}, g\) and D
Require: \(g \leq m_{1}-2 d\) with \(d\) the number of columns in \(\mathbf{D} ; g=m_{1} \bmod 2\)
    \(\mathcal{D} \leftarrow\) column space of \(\mathbf{D}\)
    if \(m_{1}\) is odd then \(\quad \triangleright \mathbf{G}^{\prime}=\operatorname{diag}(1, \mathbf{J}, \cdots, \mathbf{J})\) and \(g\) is odd
        \(\mathbf{c}_{1} \leftarrow \mathbf{1}_{m_{1}}\)
        \(\mathbf{F} \leftarrow\left(\mathbf{c}_{1}\right)\)
    else if \(m_{1}\) is even and \(\mathbf{1}_{m_{1}} \notin \mathcal{D}\) then \(\quad \triangleright \mathbf{G}^{\prime}=\operatorname{diag}\left(\mathbf{I}_{2}, \mathbf{J}, \cdots, \mathbf{J}\right)\)
        \(\mathbf{c}_{2} \leftarrow\) a random odd-parity vector in \(\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}\)
        \(\mathbf{c}_{1} \leftarrow \mathbf{1}_{m_{1}}+\mathbf{c}_{2}\)
        \(\mathbf{F} \leftarrow\left(\mathbf{c}_{1}, \mathbf{c}_{2}\right)\)
    else \(\quad \triangleright \mathbf{G}^{\prime}=\operatorname{diag}(\mathbf{J}, \cdots, \mathbf{J})\)
        \(\mathbf{c}_{1} \leftarrow\) a random vector in \(\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}\)
        \(\mathbf{c}_{2} \leftarrow\) a random vector in \(\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}\) that satisfies \(\mathbf{c}_{1} \cdot \mathbf{c}_{2}=1\)
        \(\mathbf{F} \leftarrow\left(\mathbf{c}_{1}, \mathbf{c}_{2}\right)\)
    end if
    while number of columns in \(\mathbf{F}<g\) do
        \(\mathcal{C} \leftarrow \mathcal{D} \oplus\) column space of \(\mathbf{F}\)
        \(\mathbf{a} \leftarrow\) a random vector in \(\mathcal{C}^{\perp} / \mathcal{D}\)
        \(\mathbf{b} \leftarrow \mathbf{a}\) random vector in \(\mathcal{C}^{\perp} / \mathcal{D}\) that satisfies \(\mathbf{a} \cdot \mathbf{b}=1\)
        \(\mathbf{F} \leftarrow(\mathbf{F}, \mathbf{a}, \mathbf{b})\)
    end while
    return \(F\)
```

Algorithm 2: Algorithm to sample $\mathbf{F}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{g}\right)$ so that $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$ and $\operatorname{rank}\left(\mathbf{F}^{T} \mathbf{F}\right)=g$.
extended QRC [29]. On the other hand, when $d=\left(m_{1}-1\right) / 2$ with $m_{1}$ odd, we have $g=1$ along with $\mathcal{D}_{\mathbf{s}}=\mathcal{C}_{\mathbf{s}}^{\perp}$. In this situation, the $\mathbf{F}$ matrix must be $\mathbf{1}$. The QRC serves as an example of this particular case.

The reason why the last iteration of Algorithm 1 may break on these two cases is as follows. We only discuss $d=m_{1} / 2$, but the reasoning for $d=\left(m_{1}-1\right) / 2$ is similar. When $t=d-1$, $\mathbf{D}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{d-1}\right)$. If $\mathbf{1}$ is not in $\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{d-1}\right\rangle$, then the algorithm will assign it as $\mathbf{c}_{d}$, and this iteration ends normally. However, if $\mathbf{1} \in\left\langle\mathbf{c}_{1}, \cdots, \mathbf{c}_{d-1}\right\rangle$, the dimension of $\operatorname{ker}\left(\mathbf{D}^{T}\right)$ is $m_{1}-(d-1)=m_{1} / 2+1$. So, the subspace that $\mathbf{a}_{1}$ is sampled from has dimension $m_{1} / 2+1-t=$ 2. If this subspace has a nonzero vector with weight 0 modulo 4 , then this vector will be assigned as $\mathbf{c}_{d}$ and the iteration will also end normally. However, if all vectors in this subspace have weight 2 modulo 4 , except for the all-zeros vector, then $\mathbf{c}_{d}$ could not be found. In this case, the iteration breaks.

Sampling F. Next, we give the algorithm to sample $\mathbf{F}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{g}\right)$ (Algorithm 2). The algorithm takes $m_{1}, g$ and $\mathbf{D}$ as inputs, and outputs a matrix $\mathbf{F}$ so that $\mathbf{F}^{T} \mathbf{F}$ is a rank- $g$ symmetric matrix in the standard form as in Eq. (D.1), $\mathbf{D}^{T} \mathbf{F}=\mathbf{0}$, and $\mathbf{1}$ lies in the span of columns in $\mathbf{D}$ and $\mathbf{F}$. This implies that all columns of $\mathbf{F}$ should be sampled from $\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}_{\mathbf{s}}$, with the additional orthogonality constraints imposed by $\mathbf{F}^{T} \mathbf{F}$.

There are three cases for $\mathbf{F}^{T} \mathbf{F}$. First, if $m_{1}$ is odd, then $\mathbf{1}$ cannot lie in $\mathcal{D}_{\mathbf{s}}$. According to

Proposition D. 2 and Theorem D.3, $\mathbf{1}$ can be set as the first column of $\mathbf{F}$ and $\mathbf{F}^{T} \mathbf{F}=\operatorname{diag}(1, \mathbf{J}, \cdots, \mathbf{J})$. Second, if $m_{1}$ is even but $\mathbf{1}$ is not in $\mathcal{D}_{\mathbf{s}}$, then $\mathbf{F}^{T} \mathbf{F}=\operatorname{diag}\left(\mathbf{I}_{2}, \mathbf{J}, \cdots, \mathbf{J}\right)$, according to Theorem D.3. In this case, $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ are odd-parity vectors, and $\mathbf{c}_{1}+\mathbf{c}_{2}=\mathbf{1}$. Third, if $m_{1}$ is even and $\mathbf{1}$ lies in $\mathcal{D}_{\mathbf{s}}$, then $\mathbf{F}^{T} \mathbf{F}=\operatorname{diag}(\mathbf{J}, \cdots, \mathbf{J})$. In this case, $\mathbf{c}_{1}$ is a random vector from $\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}_{\mathbf{s}}$ and $\mathbf{c}_{2}$ is a random vector from $\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}_{\text {s }}$ satisfying $\mathbf{c}_{2} \cdot \mathbf{c}_{1}=1$. Note that $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ are automatically even-parity, since they are orthogonal to $\mathbf{1}$. Moreover, $\mathbf{c}_{2}$ must lie outside the space $\mathcal{D}_{\mathbf{s}} \oplus\left\langle\mathbf{c}_{1}\right\rangle$, due to the constraint $\mathbf{c}_{2} \cdot \mathbf{c}_{1}=1$.

After the initialization of $\mathbf{c}_{1}$ (and $\mathbf{c}_{2}$ ), the algorithm proceeds to sample other columns of $\mathbf{F}$, if $g>1$ (or $g>2$ ). We only illustrate the case when $m_{1}$ is odd below, but the sampling process for an even $m_{1}$ follows a similar pattern. For $m_{1} \operatorname{odd}, \mathbf{F}^{T} \mathbf{F}=\operatorname{diag}(1, \mathbf{J}, \cdots, \mathbf{J})$. We first initialize $\mathcal{C}_{\mathbf{s}} \leftarrow \mathcal{D}_{\mathbf{s}} \oplus\left\langle\mathbf{c}_{1}\right\rangle$, which is the subspace $\mathcal{C}$ in Algorithm 2. The block diagonal form of $\mathbf{F}^{T} \mathbf{F}$ implies that $\mathbf{c}_{2}$ and $\mathbf{c}_{3}$ are vectors from $\operatorname{ker}\left(\mathbf{D}^{T}\right) / \mathcal{D}_{\mathrm{s}}$ that are orthogonal to $\mathbf{c}_{1}=\mathbf{1}$, i.e., $\mathbf{c}_{2}, \mathbf{c}_{3} \in \mathcal{C}_{\mathrm{s}}^{\perp} / \mathcal{D}_{\mathrm{s}}$. For $\mathbf{c}_{2}$, it is sampled as a random vector from $\mathcal{C}_{\mathrm{s}}^{\perp} / \mathcal{D}_{\mathbf{s}}$, which is the vector a in Algorithm 2. For $\mathbf{c}_{3}$, it is sampled as a random vector from $\mathcal{C}_{\mathbf{s}}^{\perp} / \mathcal{D}_{\mathbf{s}}$ satisfying $\mathbf{c}_{2} \cdot \mathbf{c}_{3}=1$, which is the vector $\mathbf{b}$ in Algorithm 2. This finishes the sampling of columns corresponding to the first $\mathbf{J}$ block. Then, the subspace $\mathcal{C}_{\mathbf{s}}$ is updated to include $\boldsymbol{c}_{2}$ and $\mathbf{c}_{3}$ into its basis, with its dimension increased by 2 . This process is repeated for other columns, until all $g$ columns are sampled. Finally, $\mathbf{F}=\left(\mathbf{c}_{1}, \cdots, \mathbf{c}_{g}\right)$ and it can be verified that $\mathbf{F}^{T} \mathbf{F}$ is indeed equal to the standard form $\operatorname{diag}(1, \mathbf{J}, \cdots, \mathbf{J})$.

## E Column redundancy

Essentially, adding column redundancy is to replace a full rank generator matrix of a code with a "redundant" generator matrix. The procedure of adding column redundancy is as follows.

1. Given a full-rank $\mathbf{H}_{\mathbf{s}}$, (e.g., the last 4 columns in Eq. (2.4)) and the secret, we first append all-zeros columns to $\mathbf{H}_{\mathbf{s}}$ and extend $\mathbf{s}$ accordingly,

$$
\begin{equation*}
\mathbf{H}_{\mathbf{s}} \leftarrow\left(\mathbf{H}_{\mathbf{s}}, \mathbf{0}\right) \quad \mathbf{s} \leftarrow\binom{\mathbf{s}}{\mathbf{s}^{\prime}} . \tag{E.1}
\end{equation*}
$$

2. Apply random column operations $\mathbf{Q}$ to obtain $\mathbf{H}_{\mathbf{s}} \leftarrow \mathbf{H}_{\mathbf{s}} \mathbf{Q}$ and $\mathbf{s} \leftarrow \mathbf{Q}^{-1} \mathbf{s}$.

Here, in the first step $s^{\prime}$ is an arbitrary vector whose length is the same as the number of allzeros columns appended to $\mathbf{H}_{\mathbf{s}}$. Since the correlation function only depends on the linear code generated by $\mathbf{H}_{\mathbf{s}}[24,28]$ and adding column redundancy does not change the linear code, the correlation function with respect to the new secret is unchanged after the above two steps. We would like to remark that although there are $2^{n_{2}}$ choices for $\mathbf{s}^{\prime}$ of length $n_{2}$, once we fix a choice, the only constraint to the redundant rows is to be orthogonal to the specific new secret s. Moreover, since the final IQP matrix $\mathbf{H}$ is of full column rank, only the real secret $\mathbf{s}$ will correspond to the code generated by $\mathbf{H}_{\mathrm{s}}$. In the case of QRC-based construction, if one chooses a redundant generator matrix of QRC by adding column redundancy, then $n$ can be any integer larger than $(q+1) / 2$, the dimension of QRC .

## F Classical sampling and equivalent secrets

Here, we show that if a classical prover finds a wrong secret $\mathbf{s}^{\prime}$, and generate classical samples using the naive sampling algorithm, then the generated samples will have the wrong correlation
function on the real secret. We first prove the following proposition.
Proposition F.1. For a nonzero $\mathbf{s} \neq \mathbf{1}$, if we randomly sample a vector $\mathbf{d}$ of even parity, then

$$
\begin{equation*}
\operatorname{Pr}_{|\mathbf{d}| \text { even }}(\mathbf{s} \cdot \mathbf{d}=1)=\operatorname{Pr}_{|\mathbf{d}| \text { even }}(\mathbf{s} \cdot \mathbf{d}=0)=\frac{1}{2} . \tag{F.1}
\end{equation*}
$$

Proof. The set of even-parity vectors forms a linear subspace. It is well known that for a linear subspace and a vector $\mathbf{s}$, either half of vectors are orthogonal to $\mathbf{s}$, or all vectors are orthogonal to $\mathbf{s}$. Since $\mathbf{s} \neq 1$, we have the former case.

Given $\mathbf{H}=\binom{\mathbf{H}_{\mathbf{s}}}{\mathbf{R}_{\mathbf{s}}}$ and $\mathbf{s}$, we say another vector $\mathbf{s}^{\prime}$ is equivalent to $\mathbf{s}$ if $\mathbf{H s}=\mathbf{H} \mathbf{s}^{\prime}$; that is, they have the same inner-product relations with rows in $\mathbf{H}$. The following lemma shows that a random row orthogonal to $s^{\prime}$ will have probability $1 / 2$ to have inner product 1 with $\mathbf{s}$, even if $\mathrm{Hs}=\mathrm{Hs}^{\prime}$.

Lemma F.2. For $\mathbf{s}^{\prime} \neq \mathbf{s}$, if we uniformly randomly sample a vector $\mathbf{p}$ orthogonal to $\mathbf{s}^{\prime}$, then

$$
\begin{equation*}
\operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}^{\prime}=0}(\mathbf{p} \cdot \mathbf{s}=\mathbf{1})=\frac{1}{2} . \tag{F.2}
\end{equation*}
$$

Proof. Without loss of generality, assume $\mathbf{s}^{\prime}$ has ones in the first $k$ entries and zeros elsewhere. We can split $\mathbf{p}=\binom{\mathbf{p}_{1}}{\mathbf{p}_{2}}$ and $\mathbf{s}=\binom{\mathbf{s}_{1}}{\mathbf{s}_{2}}$, where $\mathbf{p}_{1}$ is a random even-parity string and $\mathbf{p}_{2}$ is uniformly random over $\mathbb{F}_{2}^{n-k}$. Then, $\mathbf{p} \cdot \mathbf{s}=\mathbf{p}_{1} \cdot \mathbf{s}_{1}+\mathbf{p}_{2} \cdot \mathbf{s}_{2}$.

1. If $\mathbf{s}_{2}=\mathbf{0}$ and $\mathbf{s}_{1} \neq \mathbf{1}$,

$$
\begin{equation*}
\operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}^{\prime}=0}(\mathbf{p} \cdot \mathbf{s}=\mathbf{1})=\operatorname{Pr}_{\mathbf{p}_{1} \text { even }}\left(\mathbf{p}_{1} \cdot \mathbf{s}_{1}=\mathbf{1}\right)=\frac{1}{2} \tag{F.3}
\end{equation*}
$$

according to Proposition F.1.
2. If $\mathbf{s}_{2} \neq \mathbf{0}$ and $\mathbf{s}_{1}=\mathbf{1}$,

$$
\begin{equation*}
\underset{\mathbf{p} \cdot \mathbf{s}^{\prime}=0}{\operatorname{Pr}}(\mathbf{p} \cdot \mathbf{s}=\mathbf{1})=\underset{\mathbf{p}_{2}}{\operatorname{Pr}}\left(\mathbf{p}_{2} \cdot \mathbf{s}_{2}=\mathbf{1}\right)=\frac{1}{2}, \tag{F.4}
\end{equation*}
$$

because $\mathbf{p}_{2}$ is uniformly random.
3. If $\mathbf{s}_{2} \neq \mathbf{0}$ and $\mathbf{s}_{1} \neq \mathbf{1}$,

$$
\begin{align*}
\underset{\mathbf{p}^{\prime} \cdot \mathbf{s}^{\prime}=0}{\operatorname{Pr}}(\mathbf{p} \cdot \mathbf{s}=\mathbf{1}) & =\underset{\mathbf{p}_{1}, \mathbf{p}_{2}}{\operatorname{Pr}}\left(\mathbf{p}_{1} \cdot \mathbf{s}_{1}=\mathbf{1}, \mathbf{p}_{2} \cdot \mathbf{s}_{2}=\mathbf{0}\right)+\operatorname{Pr}_{\mathbf{p}_{1}, \mathbf{p}_{2}}\left(\mathbf{p}_{1} \cdot \mathbf{s}_{1}=\mathbf{0}, \mathbf{p}_{2} \cdot \mathbf{s}_{2}=\mathbf{1}\right)  \tag{F.5}\\
& =\frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2} \cdot \frac{1}{2}=\frac{1}{2} \tag{F.6}
\end{align*}
$$

where we used the independence of $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$.

Now, we are ready to prove Lemma 5.3.

```
Parameter: number of linear equations l
    procedure ExtractSECRET(H)
        Uniformly randomly pick d \in 踉.
        for }j=1,2,\cdots,l\mathrm{ do }\quad\triangleright\mathrm{ construct the linear-system matrix M
            Uniformly randomly pick \mp@subsup{\mathbf{e}}{j}{}\in\mp@subsup{\mathbb{F}}{2}{n}.
            m}\mp@subsup{\mathbf{j}}{T}{T}\leftarrow\operatorname{ROWSum}(\mp@subsup{\mathbf{H}}{\mathbf{d},\mp@subsup{\mathbf{e}}{j}{}}{})
        end for
        M}\leftarrow(\mp@subsup{\mathbf{m}}{1}{},\cdots,\mp@subsup{\mathbf{m}}{l}{}\mp@subsup{)}{}{T}
        for each vector s}\mp@subsup{\mathbf{s}}{i}{}\in\operatorname{ker}(\mathbf{M})\mathrm{ do
            if s}\mp@subsup{s}{i}{}\mathrm{ passes the QRC check then }\triangleright\mathrm{ discussed in the main text
                return s
            end if
        end for
    end procedure
```

Meta-Algorithm 3: The ExtractSecret(H) subroutine in Ref. [30]. Here, given $\mathbf{H}$ and two vectors $\mathbf{d}$ and $\mathbf{e}_{t}$, we define $\mathbf{H}_{\mathbf{d}, \mathbf{e}_{j}}$ to be a submatrix from $\mathbf{H}$ by deleting rows orthogonal to either $\mathbf{d}$ or $\mathbf{e}_{j}$.

Proof. With similar derivations to Lemma F.2, one can show that

$$
\begin{equation*}
\operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}^{\prime}=0}(\mathbf{p} \cdot \mathbf{s}=\mathbf{0})=\operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}^{\prime}=1}(\mathbf{p} \cdot \mathbf{s}=\mathbf{0})=\operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}^{\prime}=1}(\mathbf{p} \cdot \mathbf{s}=\mathbf{1})=\frac{1}{2} . \tag{F.7}
\end{equation*}
$$

That means, if one samples a random $\mathbf{p}$ to be orthogonal to $\mathbf{s}^{\prime}$ with probability $\beta$, and not orthogonal to $\mathbf{s}^{\prime}$ with probability $1-\beta$, then

$$
\begin{equation*}
\underset{\mathbf{p}}{\operatorname{Pr}}(\mathbf{p} \cdot \mathbf{s}=0)=\beta \operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}=0}(\mathbf{p} \cdot \mathbf{s}=0)+(1-\beta) \operatorname{Pr}_{\mathbf{p} \cdot \mathbf{s}=1}(\mathbf{p} \cdot \mathbf{s}=0)=\frac{1}{2} . \tag{F.8}
\end{equation*}
$$

That is, $\mathbf{p}$ is uncorrelated with $\mathbf{s}$ and the correlation function is

$$
\begin{equation*}
\mathbb{E}\left[(-1)^{\mathbf{p} \cdot \mathbf{s}}\right]=\underset{\mathbf{p}}{\operatorname{Pr}}(\mathbf{p} \cdot \mathbf{s}=0)-\underset{\mathbf{p}}{\operatorname{Pr}}(\mathbf{p} \cdot \mathbf{s}=1)=0 . \tag{F.9}
\end{equation*}
$$

Therefore, if the secret extraction procedure returns a vector $\mathbf{s}^{\prime} \neq \mathbf{s}$ and the classical prover uses the naive classical sampling algorithm to generate samples, then the samples will produce zero correlation function on the real secret.

## G More on Linearity Attack

## G. 1 Secret extraction in Kahanamoku-Meyer's attack

Meta-Algorithm 3 presents the secret extraction procedure in Ref. [30]. The procedure will be repeated if no vectors pass the QRC check. Here, we prove the following proposition.
Proposition G.1. The matrix $\mathbf{M}$ obtained from Meta-Algorithm 3 consists of rows from the row space of $\mathbf{G}_{\mathrm{d}}=\mathbf{H}_{\mathrm{d}}^{T} \mathbf{H}_{\mathrm{d}}$.

From this proposition, it is clear that to minimize the size of $\operatorname{ker}(\mathbf{M})$, one can choose $\mathbf{M}=\mathbf{G}_{\mathbf{d}}$. In this way, the sampling of $\mathbf{e}_{j}$ 's can be removed.

Proof. Recall that the $j$-th row of $\mathbf{M}$ is obtained in the following way. First, we eliminate rows in $\mathbf{H}$ that are orthogonal to $\mathbf{d}$, which gives $\mathbf{H}_{\mathbf{d}}$. Then, we eliminate rows in $\mathbf{H}_{\mathbf{d}}$ that are orthogonal to $\mathbf{e}_{j}$, which gives $\mathbf{H}_{\mathbf{d}, \mathbf{e}_{j}}$. Finally, we sum up the rows in $\mathbf{H}_{\mathbf{d}, \mathbf{e}_{j}}$, which gives $\mathbf{m}_{j}^{T}$. Equivalently, we have

$$
\begin{equation*}
\mathbf{m}_{j}^{T}=\left(\mathbf{H}_{\mathbf{d}} \mathbf{e}\right)^{T} \mathbf{H}_{\mathbf{d}}=\mathbf{e}^{T} \mathbf{G}_{\mathbf{d}} \tag{G.1}
\end{equation*}
$$

To see this, first observe that $\mathbf{H}_{\mathbf{d}} \mathbf{e}$ has ones in the positions where the corresponding rows are not orthogonal to $\mathbf{e}_{j}$. Then, $\left(\mathbf{H}_{\mathbf{d}} \mathbf{e}\right)^{T} \mathbf{H}_{\mathbf{d}}$ selects and sums up the rows in $\mathbf{H}_{\mathbf{d}, \mathbf{e}_{j}}$.

According to Eq. (G.1), the rows of $\mathbf{M}$ are linear combinations of rows of $\mathbf{G}_{\mathbf{d}}$ and thus are in the row space of $\mathbf{G}_{\mathbf{d}}$.

For completeness, we also give the success probability that the real secret $\mathbf{s}$ lies in $\operatorname{ker}(\mathbf{M})$.
Proposition G. 2 (Theorem 3.1 in Ref. [30] restated). Given $(\mathbf{H}, \mathbf{s}) \in \mathcal{H}_{n, m, q}^{\mathrm{QRC}}$, randomly sample a vector $\mathbf{d} \in\{0,1\}^{n}$ and let $\mathbf{M}$ be the binary matrix obtained from Meta-Algorithm 3. If $\mathbf{G}_{\mathbf{s}} \mathbf{d}=0$, then we have $\mathbf{M s}=\mathbf{0}$, which happens with probability $1 / 2$ over all choices of $\mathbf{d}$.

Proof. First, note that for the $i$-th row of $\mathbf{M}$,

$$
\begin{equation*}
\mathbf{m}_{i} \cdot \mathbf{s}=\sum_{\substack{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H}) \\ \mathbf{p} \cdot \mathbf{d}=\mathbf{p} \cdot \mathbf{e}_{i}=1}} \mathbf{p} \cdot \mathbf{s}=\sum_{\mathbf{p} \in \operatorname{row}(\mathbf{H})}(\mathbf{p} \cdot \mathbf{s})(\mathbf{p} \cdot \mathbf{d})\left(\mathbf{p} \cdot \mathbf{e}_{i}\right) \tag{G.2}
\end{equation*}
$$

since each term equals 1 if and only if it has inner product 1 with $\mathbf{d}, \mathbf{e}$ and $\mathbf{s}$ simultaneously. The above transformation is to take the conditions in the summation up to the summand, and we can take the term $\mathbf{p} \cdot \mathbf{s}=1$ down to the summation. That is, we can write

$$
\begin{equation*}
\mathbf{m}_{i} \cdot \mathbf{s}=\sum_{\mathbf{p} \in \operatorname{row}\left(\mathbf{H}_{\mathbf{s}}\right)}(\mathbf{p} \cdot \mathbf{d})\left(\mathbf{p} \cdot \mathbf{e}_{i}\right), \tag{G.3}
\end{equation*}
$$

which can be seen to be a quantity only depending on $\mathbf{H}_{\mathbf{s}}$. Further observe that the above is the inner product between $\mathbf{H}_{\mathbf{s}} \mathbf{d}$ and $\mathbf{H}_{\mathbf{s}} \mathbf{e}_{i}$, i.e.,

$$
\begin{equation*}
\mathbf{m}_{i} \cdot \mathbf{s}=\left(\mathbf{H}_{\mathbf{s}} \mathbf{e}_{i}\right) \cdot\left(\mathbf{H}_{\mathbf{s}} \mathbf{d}\right)=\mathbf{e}_{i}^{T} \mathbf{G}_{\mathbf{s}} \mathbf{d} . \tag{G.4}
\end{equation*}
$$

Therefore, if $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{0}$, then $\mathbf{m}_{i} \cdot \mathbf{s}=0$ for every $i$, which means $\mathbf{M s}=\mathbf{0}$. That is, the verifier's secret lies in the kernel of $\mathbf{M}$ if $\mathbf{d}$ lies in the kernel of $\mathbf{G}_{\mathbf{s}}$. If $\mathbf{H}_{\mathbf{s}}$ generates a QRC, then $\operatorname{rank}\left(\mathbf{G}_{\mathbf{s}}\right)=1$. Then, the probability that $\mathbf{d}$ lies in the kernel of $\mathbf{G}_{\mathbf{s}}$ is $2^{n-1} / 2^{n}=1 / 2$.

## G. 2 Classical sampling

Here, we give two classical sampling algorithms that given an IQP circuit $C$ and a candidate set $S=\left\{\mathbf{s}_{1}, \cdots, \mathbf{s}_{t}\right\}$ with $t \leq n$ as input, output samples that have the correct correlation function on all candidate secrets in the set. We first consider a simple case here, where the Gram matrix $\mathbf{G}_{\mathbf{s}_{i}}=\mathbf{H}_{\mathbf{s}_{i}}^{T} \mathbf{H}_{\mathbf{s}_{i}}$ associated with each candidate secret $\mathbf{s}_{i}$ has the same rank. Then, if the samples are from a quantum computer, the probability bias relative to every candidate secret should be the

```
Parameter: number of samples T.
    procedure ClasSIcalSAmPLING(S, }\beta\mathrm{ )
        Solve Sy=1 for a specific solution \mp@subsup{\mathbf{y}}{}{\prime}.
        Find the basis {\mp@subsup{\mathbf{y}}{1}{},\cdots,\mp@subsup{\mathbf{y}}{k}{}}\mathrm{ of }\operatorname{ker}(\mathbf{S})}\quad\trianglerightk\mathrm{ is the dimension of }\operatorname{ker}(\mathbf{S})\mathrm{ .
        for }j=1,2,\cdots,T d
            Randomly sample ( }\mp@subsup{c}{1}{},\cdots,\mp@subsup{c}{k}{})\in\mp@subsup{\mathbb{F}}{}{k}
            With probability }\beta\mathrm{ , set }\mp@subsup{\mathbf{x}}{j}{}\leftarrow\mp@subsup{\sum}{i=1}{k}\mp@subsup{c}{i}{}\mp@subsup{\mathbf{y}}{i}{}\mathrm{ .
            With probability 1-\beta, set \mp@subsup{\mathbf{x}}{j}{}\leftarrow\mp@subsup{\mathbf{y}}{}{\prime}+\mp@subsup{\sum}{i=1}{k}\mp@subsup{c}{i}{}\mp@subsup{\mathbf{y}}{i}{}.
        end for
        return }\mp@subsup{\textrm{x}}{1}{},\cdots,\mp@subsup{\mathbf{x}}{T}{
    end procedure
```

Algorithm 3: The ClassicalSampling subroutine for the candidate set where all secrets are associated with the same bias.
same, denoted as $\beta$. Given this candidate set, a classical prover can use Algorithm 3 to mimic the quantum behavior. Here, the matrix $\mathbf{S}$ is defined to be a $t \times n$ matrix whose $i$-th row is $\mathbf{s}_{i}^{T}$. The output bit strings will have probability $\beta$ to be orthogonal to all vectors in the candidate set $S$, and probability $1-\beta$ to have inner product 1 with them. Therefore, the generated samples will have correct bias with every vector in the candidate set and hence the correct correlation function. The condition for Algorithm 3 to work is that the all-ones vector 1 needs to be in the column space of $\mathbf{S}$. Otherwise, the specific solution $\mathbf{y}^{\prime}$ cannot be found. A sufficient condition is that the candidate vectors are linearly independent. Then, the matrix $\mathbf{S}$ will have full row rank, and the all-ones vector $\mathbf{1}$ will be in the column space of $\mathbf{S}$.

Next, we do not require the associated biases $\beta_{1}, \cdots, \beta_{t}$ to be the same. We present a similar sampling algorithm to Algorithm 3 to output samples that mimic what a quantum computer will output. For the sake of illustration, we assume that the associated biases are all different, denoted as $\left\{\beta_{1}, \beta_{2}, \cdots, \beta_{t}\right\}$, but the following discussion can be easily generalized to the case where some $\beta_{i}$ 's are the same. As before, the attacker does not have extra information to judge which one is the correct secret, even though the correct secret is in the candidate set. So he would have to generate samples that have bias $\beta_{1}$ with $\mathbf{s}_{1}, \beta_{2}$ with $\mathbf{s}_{2}$, and so on. Below, the algorithm for generating such samples is shown in Algorithm 4. Again, we transform the set $S$ into a $t \times n$ matrix $\mathbf{S}$.

The correctness of the sampling algorithm can be easily seen via a sanity check. But one problem is whether the linear system $\mathbf{S y}=\mathbf{b}_{j}$ has solutions or not. If nonzero solutions can be found for every linear systems, then $\mathbf{b}_{j}$ 's are all in the column space of $\mathbf{S}$, which implies that the rank of $\mathbf{S}$ is $t$. Since there are $t$ rows in $\mathbf{S}$, a necessary and sufficient condition for the sampling algorithm to work is that $\left\{\mathbf{s}_{1}, \cdots, \mathbf{s}_{t}\right\}$ are linearly independent. This condition can be relaxed if some of the $\beta_{j}{ }^{\prime}$ s are the same.

## G. 3 The probability of choosing a good d

Here, we prove Proposition 5.4.
Proof. First, $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{d}$ and $\mathbf{H}_{\mathbf{s}} \mathbf{d}$ is a vector, where the positions of ones gives the indices of

```
Input: a binary matrix \(\mathbf{S} \in \mathbb{F}^{t \times n}\); biases \(\beta_{1}>\beta_{2}>\cdots>\beta_{t}\).
Parameter: number of samples \(T\).
Output: \(\mathbf{x}_{1}, \cdots, \mathbf{x}_{T} \in \mathbb{F}^{n}\).
    Find the basis of \(\operatorname{ker}(\mathbf{S})\), denoted as \(\left\{\mathbf{y}_{1}, \cdots, \mathbf{y}_{k}\right\}\).
    for \(j=1,2, \cdots, t\) do
    Define \(\mathbf{b}_{j}\) to be a binary vector whose last \(j\) entries are all zero.
    Solve a specific solution \(\mathbf{y}_{j}^{\prime}\) for \(\mathbf{S y}=\mathbf{b}_{j}\).
    end for
    for \(i=1,2, \cdots, T\) do
    Randomly sample \(\left(c_{1}, \cdots, c_{k}\right) \in \mathbb{F}^{k}\).
    With probability \(\beta_{t}\), set \(\mathbf{x}_{i} \leftarrow \sum_{i=1}^{k} c_{i} \mathbf{y}_{i}\).
    With probability \(\beta_{t-1}-\beta_{t}\), set \(\mathbf{x}_{i} \leftarrow \mathbf{y}_{t}^{\prime}+\sum_{i=1}^{k} c_{i} \mathbf{y}_{i}\).
    With probability \(\beta_{t-2}-\beta_{t-1}\), set \(\mathbf{x}_{i} \leftarrow \mathbf{y}_{t-1}^{\prime}+\sum_{i=1}^{k} c_{i} \mathbf{y}_{i}\).
    !
    With probability \(\beta_{1}-\beta_{2}\), set \(\mathbf{x}_{i} \leftarrow \mathbf{y}_{2}^{\prime}+\sum_{i=1}^{k} c_{i} \mathbf{y}_{i}\).
    With probability \(1-\beta_{1}\), set \(\mathbf{x}_{i} \leftarrow \mathbf{y}_{1}^{\prime}+\sum_{i=1}^{k} c_{i} \mathbf{y}_{i}\).
    end for
    return \(\mathrm{x}_{1}, \cdots, \mathbf{x}_{T}\)
```

Algorithm 4: The ClassicalSAmpling subroutine for the candidate set where all vectors are associated with different biases.
the rows in $\mathbf{H}_{\mathbf{s}}$ that have inner product 1 with $\mathbf{d}$. Therefore, the ones of $\mathbf{H}_{\mathbf{s}} \mathbf{d}$ correspond to the rows in $\mathbf{H}$ that have inner product 1 with both $\mathbf{s}$ and $\mathbf{d}$. Moreover, if the vector $\mathbf{H}_{\mathbf{s}} \mathbf{d}$ is multiplied to $\mathbf{H}_{\mathrm{s}}^{T}$ on the right, then those rows are summed up, i.e.,

$$
\begin{equation*}
\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{H}_{\mathbf{s}}^{T} \mathbf{H}_{\mathbf{s}} \mathbf{d}=\sum_{\substack{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H}) \\ \mathbf{p} \cdot \mathbf{d}=\mathbf{p} \cdot \mathbf{s}=1}} \mathbf{p} . \tag{G.5}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\mathbf{G}_{\mathbf{d}} \mathbf{s}=\mathbf{H}_{\mathbf{d}}^{T} \mathbf{H}_{\mathbf{d}} \mathbf{s}=\sum_{\substack{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H}) \\ \mathbf{p} \cdot \mathbf{d}=\mathbf{p} \cdot \mathbf{s}=1}} \mathbf{p} . \tag{G.6}
\end{equation*}
$$

Thus, $\mathbf{G}_{\mathbf{s}} \mathbf{d}=\mathbf{G}_{\mathbf{d}} \mathbf{s}$. If we want $\boldsymbol{s}$ to lie in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$, then $\mathbf{d}$ needs to lie in $\operatorname{ker}\left(\mathbf{G}_{\mathbf{s}}\right)$, which happens with probability

$$
\begin{equation*}
\frac{2^{n-g}}{2^{n}}=2^{-g}, \tag{G.7}
\end{equation*}
$$

for a random $\mathbf{d}$.

## G. 4 Size of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$

Here, we prove Theorem 5.5.

Proof. First, observe that the rows in $\mathbf{G}_{\mathbf{d}}$ are formed by linear combination of rows in $\mathbf{H}_{\mathbf{d}}$, which means the rows space of $\mathbf{G}_{\mathbf{d}}$ is no larger than that of $\mathbf{H}_{\mathbf{d}}$, and $\operatorname{rank}\left(\mathbf{G}_{\mathbf{d}}\right) \leq \operatorname{rank}\left(\mathbf{H}_{\mathbf{d}}\right)$. So, the dimension of $\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)$ is

$$
\begin{equation*}
n-\operatorname{rank}\left(\mathbf{G}_{\mathbf{d}}\right) \geq n-\operatorname{rank}\left(\mathbf{H}_{\mathbf{d}}\right) \tag{G.8}
\end{equation*}
$$

In expectation, the number of rows $r\left(\mathbf{H}_{\mathbf{d}}\right)$ in $\mathbf{H}_{\mathbf{d}}$ is

$$
\begin{equation*}
\mathbb{E}_{\mathbf{d}}\left[r\left(\mathbf{H}_{\mathbf{d}}\right)\right]=\mathbb{E}_{\mathbf{d}}\left[\sum_{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H})} \mathbf{p} \cdot \mathbf{d}\right]=\sum_{\mathbf{p}^{T} \in \operatorname{row}(\mathbf{H})} \mathbb{E}_{\mathbf{d}}[\mathbf{p} \cdot \mathbf{d}]=\frac{m}{2}, \tag{G.9}
\end{equation*}
$$

since $\mathbb{E}_{\mathbf{d}}[\mathbf{p} \cdot \mathbf{d}]=1 / 2$ for every row $\mathbf{p}^{T}$. Since $\operatorname{rank}\left(\mathbf{H}_{\mathbf{d}}\right) \leq r\left(\mathbf{H}_{\mathbf{d}}\right)$, we have $\operatorname{dim}\left(\operatorname{ker}\left(\mathbf{G}_{\mathbf{d}}\right)\right) \geq$ $n-m / 2$ in expectation.
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