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a b s t r a c t 

The brain functions as an accurate circuit that regulates information to be sequentially propagated and processed 

in a hierarchical manner. However, it is still unknown how the brain is hierarchically organized and how in- 

formation is dynamically propagated during high-level cognition. In this study, we developed a new scheme for 

quantifying the information transmission velocity (ITV) by combining electroencephalogram (EEG) and diffusion 

tensor imaging (DTI), and then mapped the cortical ITV network (ITVN) to explore the information transmission 

mechanism of the human brain. The application in MRI-EEG data of P300 revealed bottom-up and top-down 

ITVN interactions subserving P300 generation, which was comprised of four hierarchical modules. Among these 

four modules, information exchange between visual- and attention-activated regions occurred at a high velocity, 

related cognitive processes could thus be efficiently accomplished due to the heavy myelination of these re- 

gions. Moreover, inter-individual variability in P300 was probed to be attributed to the difference in information 

transmission efficiency of the brain, which may provide new insight into the cognitive degenerations in clinical 

neurodegenerative disorders, such as Alzheimer’s disease, from the transmission velocity perspective. Together, 

these findings confirm the capacity of ITV to effectively determine the efficiency of information propagation in 

the brain. 
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. Introduction 

The human brain consists of approximately 10 11 neurons

 Shekhar et al., 2016 ). The information is transmitted across neu-

ons essentially realized by the transmembrane ion flow, which

enerates directional currents with a finite speed and ultimately forms

iological electrical activities. Generally, cognitive processes involve

he activation of large neuron populations in different regions and

he orderly propagation of electrophysiological signals between these
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egions ( Panzeri et al., 2015 ). Whereas, clinical neurodegenerative

isorders, such as Alzheimer’s disease, will induce ionic imbalance,

eading to dysregulated postsynaptic signal transduction and the

hange of neuronal information propagation ( Canter et al., 2016 ).

herefore, the electrical potential can reflect the balanced information

ransmission along the axons of white matter (WM) tracts between

ifferent regions ( Sousa et al., 2017 ). However, due to the diverse

iological characteristics of WM tracts and the impaired neural circuits

aused by disease, the corresponding information transmission is of
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Table 1 

Talairach coordinates for peak voxels of activation clusters. 

Anatomy Abbreviation Talairach Coordinates 

x y z 

left middle front gyrus lMFG − 36 54 15 

right middle front gyrus rMFG 36 54 18 

left inferior frontal gyrus lIFG − 54 9 5 

right inferior frontal gyrus rIFG 50 15 4 

left precentral sulcus lPrCS − 27 − 12 66 

right precentral sulcus rPrCS 42 6 45 

left insula lInsula − 41 1 0 

right insula rInsula 48 15 − 5 
left superior temporal gyrus lSTG − 57 − 33 22 

right superior temporal gyrus rSTG 63 − 34 18 

left inferior occipital gyrus lIOG − 45 − 72 − 15 

right inferior occipital gyrus rIOG 39 − 77 − 12 
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ifferent efficiency across the brain areas and between healthy persons

nd patients, as well. Physiologically, information transmission velocity

ITV), which measures the speed of impulses traveling along the nerves,

an index how fast information is transmitted between two sites.

xploring how the information propagates efficiently within the brain

etwork has great significance, which can not only provide a new

ool for understanding the underlying neural mechanism of human

ognition, but also provide a new insight to probe the progressive

ysfunction of neurodegenerative disorders. 

Given that information is fleetly transmitted across the brain (usu-

lly in tens of milliseconds), non-invasive neuroimaging techniques such

s the electroencephalogram (EEG) that can measure rapidly changing

lectrical activities on a millisecond scale are necessary. For example,

eed and colleagues defined the ITV of the human visual nerve path-

ay by dividing the maximal head length by the latency of P1 event-

elated potential (ERP) generated in the occipital cortex ( Reed and

ensen, 1992 ). This ITV was further found to be correlated with indi-

idual intelligence ( Reed et al., 2004 ). However, their study ignored

he intrinsic pathway for information propagation by simply measuring

he nasion-to-inion distance as the length of retino-geniculate pathway.

o obtain a more precise estimation of the transmission path, Horowitz

nd colleagues creatively defined the mean tract length of the inter-

emispheric visual and tactile fibers as the path length ( Horowitz et al.,

015 ), and the ITV was defined as the mean length of the transcallosal

isual/tactile fibers divided by the difference in the latency of the N1 be-

ween contralateral and ipsilateral electrodes. Compared to early stud-

es, Horowitz and colleagues innovatively applied diffusion tensor imag-

ng (DTI) to estimate the propagation pathway, but the temporal factor,

hat is, the latency of the ERP component, was extracted from the scalp

EG. In this way, the “sending ” and “receiving ” sites for information

ropagation were positioned on the scalp and were not physiologically

onnected by the visual or tactile fibers, which will result in inaccu-

ate estimation of ITV. Fortunately, EEG source reconstruction, which

an project the scalp EEG signals to the source space ( Bore et al., 2021 ;

assan and Wendling, 2018 ), provides a higher temporal-spatial res-

lution to capture the dynamic electrical response patterns genuinely

t two fiber path sites. As such, for two brain areas with direct struc-

ural fiber connectivity, the activation delay can be estimated from the

ource-space-projected ERP at the fiber path sites. This strategy guaran-

ees the consistency of the spatial fiber tract determined with DTI and

he temporal characteristics of information flow determined from ERP. 

The human brain is an intricate network with tightly correlated

tructural and functional connectivity architectures ( Zhang et al., 2018 ;

hu et al., 2021 ). Most recent studies focused on the total amount of

nformation transmission to measure the linkage strength. However,

rom the physiological perspective, the speed of information propaga-

ion within a network is more related to the physiological basis of neural

ctivations. Moreover, increasing microscale evidence has demonstrated

hat the brain deploys populations of neurons in a temporally coordi-

ated manner ( Berkes et al., 2011 ; Morcos and Harvey, 2016 ). Namely,

rain functions are often characterized by the integration of segregated

arge-scale subnetworks, which are facilitated by hierarchical network

rganizations ( Demirta ş et al., 2019 ). However, little is known about

he hierarchical network structures involved in higher-level cognitive

rocesses. Hence, with task-activated brain regions as nodes, the con-

truction of the cortical ITV network (ITVN) provides a golden chance

or elucidating the hierarchical and dynamical functional integration in

he human brain straightforwardly. 

P300, a positive ERP evoked approximately 300 ms after target

timulus onset ( Polich, 2007 ), can reflect extensive human cognition

uch as attention ( Linden, 2005 ), and has been regarded as one of the

iomarkers for multiple neurocognitive diseases, such as schizophrenia

 Polich, 2007 ). As reported, balanced and efficient information trans-

ission in the brain serves as a prerequisite of P300 and guarantees the

easonable configuration of resources ( Li et al., 2020b ). Consequently,

300 can be regarded as an outstanding “window ” to explore the trans-
2 
ission mechanism of the human brain. Of note, previous studies have

roven the importance of coupled bottom-up and top-down flows in reg-

lating attention during the P300 task ( Li et al., 2016 ), whereas their

oles in hierarchically configurating related attentional resources re-

ain unveiled. Concurrently, P300 presents a large variability across

ndividuals ( Dinstein et al., 2015 ; Li et al., 2020a ), however, the under-

ying information transmission mechanism remains still unclear. Herein,

y investigating the cortical ITVN, we will learn more about the inter-

ndividual variability of P300. 

Hence, in the present study, combining fiber tractography from the

TI and EEG source reconstruction, a new measure ITV was developed

o determine the conduction velocity of cognitive information between

wo physiologically connected brain regions. After defining the regions

f interest (ROIs) for the P300 task, we tracked the fiber path between

ach pair of ROIs, and EEG source analysis was performed to project

calp EEG into the source activities. Subsequently, the source-space-

rojected EEG activities at the starting and ending fiber positions were

xtracted to estimate the difference in P300 latency between the two

ber path ends. Based on the fiber path length and transmission inter-

al, the corresponding ITV would be then estimated. Finally, ITVN was

onstructed to model the information transmission mechanism underly-

ng the P300 response. 

. Results 

.1. Study design and overview 

Before constructing the ITVN of P300, based on our previous func-

ional MRI study ( Li et al., 2020a ), 12 task-activated ROIs were defined.

n detail, after finishing the preprocessing of task fMRI images, gener-

lized linear models (GLM) were applied to quantify and localize task-

ctivated regions, and related local peaks were accordingly assessed to

urther extract the task-activated ROIs. Herein, according to the local

eaks which showed > 0 t -contrast in the group analysis, 12 P300-related

OIs were then defined, along with their Talairach coordinates being

isted in Table 1 . 

Herein, we intended to combine multimodal DTI and EEG data to

etermine the information transmission efficiency of the human brain

 Fig. 1 ). Specifically, based on the predefined ROIs that were spatially

ormalized into the standard Montreal Neurological Institute (MNI)

pace, we estimated the ITV between pairwise ROIs by using the DTI

nd EEG data to measure the fiber path length ( ΔPL , Fig. 1a ) and latency

ifferences ( ΔLD , Fig. 1b ). As reported, a longer fiber path may corre-

pond to a relatively higher transmission speed ( Salami et al., 2003 ),

nd latency has been regarded as an electrophysiological measure of in-

ormation processing speed ( Kapanci et al., 2019 ). Namely, these two

ariables not only form the basis of ITV but also serve as another way to

stimate transmission efficiency. Hence, besides the ITVN constructed

y the ITV, for comparison, the structural network (SN) and temporal



L. Jiang, F. Li, Z. Chen et al. NeuroImage 270 (2023) 119997 

Fig. 1. Pipeline for ITVN construction by combining multimodal information from EEG and DTI. (a) Fiber tractography. Individual fiber path between each pair of 

ROIs was tracked to obtain the path length ( ΔPL ). (b) EEG processing. EEG source reconstruction was performed to project scalp EEG into the source activities, and 

the source-space P300 latency was extracted for each ROI. Then, latency difference ( ΔLD ) was calculated for each pair of ROIs. (c) Network construction. Based on 

the ΔPL and ΔLD , information transmission velocity (ITV) was calculated, then the structural network (SN), temporal network (TN), and information transmission 

network (ITVN) were accordingly constructed by the ΔPL , ΔLD , and ITV, respectively. (d) Network analysis. Hemisphere degree centrality ( HDC ) was calculated for 

the SN, TN, and ITVN, respectively. Finally, network properties (such as ii AC and oi AC ) were calculated to probe the dynamical diversity of the network and its 

relationship with P300. 

Fig. 2. Grand-averaged P300 waveform across all participants in the source space. Colored lines denote estimated grand-average ERP in different ROIs. 
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etwork (TN) were also constructed by the ΔPL and ΔLD to measure the

nformation transmission mechanism of the human brain ( Fig. 1c ). Fi-

ally, statistical analysis was applied to probe the relationship between

ransmission network and P300 amplitudes ( Fig. 1d ), an index that can

eflect attention resource allocation ( Li et al., 2018 ). 

.2. Dynamic hierarchical patterns based on the temporal sequence 

We first obtained the source-space-projected P300 waveform for

ach ROI. Fig. 2 shows the grand-averaged P300 waveform for each

OI in the source space. As expected, there was P300 activity in all

OIs within a time interval of [250 500] ms after target onset. Gener-

lly, the temporal organization of the network is a general characteristic
 S

3 
f human cognition that exists on a wide range of spatiotemporal scales

 Vidaurre et al., 2017 ; Yi et al., 2021 ). We thus assumed that there are

pecific temporal patterns of subnetwork configurations underlying the

300 task, and these transitions of subnetworks are dynamically oper-

ted and organized in a hierarchical manner. To reveal the hierarchi-

al architectures during the P300 process, we combined both temporal

nformation and spatial distribution to subdivide the hierarchical mod-

les. Thus, for each participant, the P300 latency was extracted from

ach ROI. P300 peaked on average ( ± STD) at 370.29 ± 84.18 ms. As

een in Fig. 3a , when the infrequent target stimulus occurred, the infor-

ation transmission underlying P300 was initiated in the bilateral IOG.

ubsequently, the MFG, insula, and PrCS were actively involved in the

ropagation circuit, while the corresponding responses in the IFG and

TG were elicited relatively late. 
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Fig. 3. Dynamic hierarchical network patterns of P300 information transmission. (a) P300 peak latency in source space of 12 ROIs. (b) Temporal network (TN). (c) 

Information transmission network (ITVN). In (b) and (c), gray spheres indicate the degree centrality ( DC ) of each ROI, with sphere size indicating the importance of 

this node. Colored lines denote between-ROI flows, arrows indicate the direction of flow, and line thickness represents estimated transmission velocity, that is, the 

thicker the line, the higher the velocity. The colors of lines indicate to which hierarchical structure the corresponding edges belong. Specifically, IOG of the left and 

right hemispheres was defined as the first hierarchy, which quickly transmits cognitive information to MFG, Insula, STG, and PrCS of the left and right hemispheres, 

forming the second hierarchical organization. Thereafter, information flows were unified and integrated into IFG and then propagated to STG, which formed the 

third and fourth hierarchies, respectively. 
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As derived from the P300 latency, the TN can be divided into four hi-

rarchical subnetworks with dynamic sequences in Fig. 3b . Meanwhile,

ccording to the definition of ITV, the ITVN ( Fig. 3c ) had an identical

tructure of four hierarchical modules as the TN, where the main differ-

nce was the distinct transmission velocity between the two networks.

s seen in Fig. 3b and Fig. 3c , the source regions, that is, the bilateral

OGs were defined as the first hierarchy of the TN and ITVN, which

uickly transmitted information to the MFG, Insula, STG, and PrCS of

he left and right hemispheres, forming the second hierarchical orga-

ization. Thereafter, the corresponding information was further inte-

rated into the IFG and then propagated to the STG, which formed the

hird and fourth hierarchy, respectively. Although both ITVN and TN

xhibited the same hierarchical structures, the two networks showed

ifferent propagation velocities in those four sequential modules. For

xample, information flowed from the left IFG to the right IFG and from

he right Insula to the right STG were relatively fast in the TN, whereas

he corresponding ITV in the ITVN was slower. The detailed dynamic in-

ormation propagation of the four sequential modules is visually shown

n the Supplemental Movies. 

.3. Comparisons between transmission networks 

Based on the inter-ROI PL, the SN of P300 was constructed and exhib-

ted in Fig. 4a . It appeared that fiber tracts connecting contralateral ROIs

xhibit longer path lengths than those of the ipsilateral ROIs. Thereafter,
4 
he dynamic hierarchical networks of the TN and ITVN are integrated

nd presented in Fig. 4b and Fig. 4c to explore the overall transmission

echanism. Specifically, three networks presented distinct spatial pat-

erns of information transmission, such as connectivity between the left

rCS and right MFG, between the right IOG and right IFG, and between

he right IFG and right insula. Afterward, network lateralization was in-

estigated for the three networks in Fig. 4 , which is quantified by the

emisphere degree centrality ( HDC ). Results showed that the left hemi-

phere HDC of the ITVN was significantly larger than that of the right

emisphere ( t = 2.43, p < 0.05), whereas no significant difference was

ncovered in the SN and TN ( Fig. 5 ). 

.4. Relationship between transmission networks and P300 amplitude 

We further explored the relationships between transmission velocity

etworks (i.e., network properties) and P300 metrics (i.e., P300 am-

litudes), which are shown in Fig. 6 . Considering the directivity of in-

ormation transmission, the SN was excluded in the following analysis,

nd the assortativity coefficient ( AC ) was calculated for TN and ITVN,

espectively. In fact, as for the physiological signals, it is inevitable to

ntroduce outliers characterized by the large obvious bias from other

ormal signals ( Blankertz et al., 2010 ; Reinhart et al., 2011 ), and the

utliers will distort or undermine the potential relationship. Thus, it

s necessary to find a strategy, e.g., Malahanobis distance ( De Maess-

halck et al., 2000 ), to reliably and clearly define the outliers. Herein,
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Fig. 4. Information transmission network of P300. (a) Structural network (SN). (b) Temporal network (TN). (c) Information transmission network (ITVN). In each 

subfigure, gray spheres indicate the degree centrality ( DC ) of each ROI, with sphere size indicating the importance of the node. Colored lines indicate between-ROI 

flows, arrows indicate the direction of flow, and line thickness represents estimated transmission velocity, that is, the thicker the line, the higher the velocity. In b 

and c, arrows indicate the direction of information flow. The colors of lines indicate to which hierarchical structure the corresponding edges belong. 
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ollowing the protocols adopted to define the distorted samples by us-

ng Malahanobis distance ( Blankertz et al., 2010 ), two outliers with the

0% largest Malahanobis distance to the data center were then excluded

rom the following analysis. As displayed in Fig. 6 , the P300 ampli-

ude was significantly and positively correlated with the oi AC ( r = 0.62,

 = 0.01) and ii AC ( r = 0.69, p = 0.00) of the ITVN ( Fig. 6b ), while no

ignificant correlation between network properties and P300 amplitude

oi AC: r = − 0.04, p = 0.88; ii AC: r = 0.09, p = 0.72) was verified in the

N ( Fig. 6a ). Then, the underlying distinctions in network properties

etween the low and high P300 amplitude groups (LA and HA group,

espectively) were investigated. This analysis showed that the HA group

ad significantly larger oi AC and ii AC of the ITVN than the LA group
 P  

5 
 Fig. 7b ; oi AC: t = - 2.43, p < 0.05; ii AC: t = - 1.89, p < 0.05), while no

ignificant difference was seen in the TN ( Fig. 7a ). 

.5. P300 amplitude prediction by the ITVN properties 

Considering that the ITVN properties were highly related to the P300

mplitude ( Fig. 6b ), the network properties (oi AC and ii AC ) may serve

s credible features to predict individual P300 amplitude in the vi-

ual oddball task. Hence, in this study, a multivariable linear regres-

ion model was established to predict individual P300 amplitudes. And

ig. 8 thereby illustrates the relationship between actual and predicted

300 amplitude, where the Y - and X -axes indicate the actual and pre-



L. Jiang, F. Li, Z. Chen et al. NeuroImage 270 (2023) 119997 

Fig. 5. Hemisphere degree centrality ( HDC ) of left and right hemispheres in SN, 

TN, and ITVN. Black solid circles show mean values of left or right HDC for all 

participants. Error bars indicate standard errors. ∗ represents p < 0.05. 
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icted P300 amplitude of these participants, respectively. The corre-

ponding Pearson’s correlation coefficient was r = 0.63 ( p = 0.00), along

ith RMSE = 1.93 and nRMSE = 0.36, indicating a good prediction

ower. 

. Discussion 

The neural mechanisms underlying high-level human cognition in

erms of structural and functional networks have been widely investi-

ated ( Hu et al., 2021 ; Lu et al., 2020 ). However, due to the lack of

n effective method, the information transmission mechanism based on

he hierarchical configurations has not been explored yet. In the present

tudy, focusing on the tough challenges of information transmission ef-

ciency estimation in the human brain in vivo, spatial-temporal infor-

ation derived from the structural dMRI and scalp EEG was, therefore,

used, and a transmission velocity estimation approach, ITV, was ac-

ordingly proposed. Based on this, a novel cortical ITVN construction

orkflow was further developed. The application to a real MRI-EEG

ataset (P300) was performed to demonstrate the feasibility and robust-

ess of ITV for cortical ITVN construction and to explore how cogni-

ive information dynamically and hierarchically interacts across brain

reas during the P300 generation. Finally, the underlying relationship

etween the ITVN and P300 component was assessed to probe the inter-

ndividual P300 variability from the information transmission efficiency

erspective. 

As exhibited in Fig. 2 , the cortical time series after reconstruction

etains the intrinsic P300 information evoked by task stimulation and

an be adopted for the following analysis. Subsequently, based on the

orkflow of network construction, three types of information transmis-

ion networks, SN, TN, and ITVN, were constructed and exhibited in

igs. 3 and 4 . As illustrated, the timely and effective delivery of infor-

ation is crucial to the proper functioning of the nervous system and

lays a critical role in accomplishing the required task. The previous

tudy found that when the signal was propagated from one brain site to

nother, although the signals traveled various fiber paths that have dif-

erent lengths, their conduction times were quite similar ( Pelletier and

are, 2002 ). This suggested that longer fiber tracts in Fig. 4a may cor-

espond to a faster ITV. In essence, the brain consists of numerous func-

ional units. When a signal is transmitted to different brain sites, the

nformation may arrive at the end site at different times, which forms

recise sequential control similar to that in the circuit system. For in-

tance, taking the fiber tract length in the SN as the reference ( Fig. 4a ),

e can see that fibers projected from one site (e.g., the left MFG) to

ther sites are of different lengths, and the TN in Fig. 4b also displays
6 
rregular transmission time with dynamic directions. This variation in

oth the fiber tract and propagation delay further infers that the accu-

ate estimation of ITV requires the combination of both variates, and

he structural path can provide furnishing constraints or prior approxi-

ations ( Pillai and Jirsa, 2017 ). 

As shown in Fig. 4c , when both distance and time delay were taken

nto account, the ITVN exhibited a distinct network pattern from the SN

nd TN. For instance, SN had very fast velocity estimation between the

eft PrCS and right MFG, as well as between the right IOG and right IFG

ue to the long fiber path between them, while TN estimated very slow

elocity on account of its long transmission time delay; however, ITV

onsidered both the distance and time factors for transmission velocity

alculation and reached a medium velocity estimation. It is the different

etrics used to measure transmission velocity that led to the different

etwork patterns shown in Fig. 4 . 

As reported in related electrophysiological studies, information

ransmitted across neurons is essentially realized by ion flow toward

 specific direction. Myelinated axons can modulate conduction veloc-

ty through their interaction with the myelin sheath, while unmyeli-

ated axons rely more on diameter adjustment and axon depolariza-

ion ( Chéreau et al., 2017 ; Cohen et al., 2020 ). Besides, experience-

ependent activity modifies the length of myelin internodes along ax-

ns, which allows for variations in conduction velocities that provide a

egree of plasticity according to environmental needs ( Etxeberria et al.,

016 ). Due to the limitations of current neuroimaging techniques, non-

nvasive measurement of the ITV along the brain fiber tract is extraordi-

arily difficult, further resulting in the lack of the gold criteria to evalu-

te which approach can estimate the ITV most accurately. In the follow-

ng sections, we further discussed the superiority of ITVN in evaluating

he brain’s information transmission efficiency from a general physio-

ogical basis. 

.1. Faster ITV involving IOG and MFG 

The transmission velocity measured with the three different ap-

roaches ( Fig. 4 ) consistently exhibited higher velocity between the IOG

nd MFG in both hemispheres, between bilateral MFG, and between the

eft MFG and right insula, compared with the information propagation

cross other brain areas. In essence, in our daily lives, the efficient and

ccurate delivery of visual information is beneficial and necessary for

uick judgment and appropriate response to the surrounding environ-

ent. Additionally, attention plays a crucial role in the cognitive pro-

essing of P300. The MFG is a processing center related to high atten-

ional load, and the activity in the MFG has a crucial role in maintaining

he integrity of attention networks ( Gogulski et al., 2017 ). Hence, these

ognitive activities may regulate myelin internode length along axons

o alter action potential conduction velocity ( Etxeberria et al., 2016 ).

oreover, human visual cortices and cortical areas next to the MFG

ave been identified to be heavily myelinated ( Abdollahi et al., 2014 ;

lasser and Van Essen, 2011 ), which therefore allows for rapid infor-

ation propagation between these brain regions. 

.2. Left hemisphere dominance of the ITVN 

Apart from these similar strong linkages, there exist distinct spatial

atterns among the three networks, resulting in different emphasis on

he brain hemisphere. As shown in Fig. 3 , almost all interhemispheric

nformation transmission was initiated from the left hemisphere to the

ight one, suggesting that information processing was more prominent

n the left hemisphere. Besides, HDC was assessed in Fig. 5 to quantify

he hemispheric emphasis of information propagation. The result shows

hat the left hemisphere of the ITVN exhibited a significantly larger HDC

han that of the right one, whereas no significant difference was discov-

red in SN and TN. As reported previously, along with brain expansion

hrough evolution, the consumption of intra- and interhemispheric com-

unication gradually becomes too burdensome, leading to increased



L. Jiang, F. Li, Z. Chen et al. NeuroImage 270 (2023) 119997 

Fig. 6. Relationships between network properties and P300 amplitude. (a) Correlations between TN properties and P300 amplitude. (b) Correlations between ITVN 

properties and P300 amplitude. In each subfigure, light blue-filled circles denote participants, gray-filled circles denote excluded participants, the pink-solid line is 

the fitted curve between two variables, and the pink shadow denotes a 95% confidence interval. 

Fig. 7. Differences in network properties be- 

tween HA and LA groups. (a) Violin plot of 

network property distribution of TN. (b) Vi- 

olin plot of network property distribution of 

the ITVN. Black-solid circles show mean val- 

ues of network properties for participants with 

relatively low and high P300 amplitudes. Error 

bars indicate standard errors. ∗ represents p < 

0.05. HA-high amplitude group, LA-low ampli- 

tude group. 

7 
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Fig. 8. The relationship between predicted ( X -axis) and actual ( Y -axis) P300 

amplitude. The light blue-filled circles denote the subjects. 
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unctional modularity within or across hemispheres, and further result-

ng in functional and anatomical lateralization ( Ringo et al., 2015 ). The

eft and right hemispheres, therefore, separately specialize in certain

ognitive functions. Concerning the present study, all recruited partici-

ants were right-handed, their left hemisphere is believed to be reliably

nd consistently superior to the right one in multiple brain functions,

uch as global topological perception ( Wang et al., 2007 ), skilled move-

ent, and analytical time sequence processing ( Schluter et al., 2001 ). In

his regard, ITVN captured the intrinsic nature of left-hemisphere domi-

ant information propagation underlying P300 in the right-handed par-

icipants, whereas the SN and TN failed. 

.3. Hierarchical organization patterns of P300 information transmission 

Previous research has shown that visual attention tasks such

s oddball detection involve feature-dependent bottom-up and goal-

irected top-down attention, which collaborate to accomplish the task

 Corbetta and Shulman, 2002 ). In our work, the time-varying hierarchi-

al modules in Fig. 3 may further account for the importance of bottom-

p and top-down attention and the resource shift rule between them.

pecifically investigating Fig. 3a and 3b , target-specific processing in-

olving discrimination of task-relevant features (e.g., shape) begins from

he visual cortex ( Stevens et al., 2000 ), the bilateral IOG thereby served

s source regions and formed the first hierarchical structure. 

As for the second module, a strong bottom-up information flow

as quickly propagated to the left MFG to allocate attention resources

 Chang et al., 2014 ), which was then merged into the left insula for the

aintenance of the target template in working memory ( Jiang et al.,

000 ). Based on the top-down template of the attentional control set-

ing (the target signal) in the current task, our brain would subsequently

atch the related stimulus. Then, information flows stemming from the

eft MFG and insula were exerted to the left PrCS for goal-directed re-

ponse selection ( Shulman and L., 2003 ). When the current stimulus

emplate was consistent with the top-down signal template, the partic-

pant’s attention could be automatically captured, and the target stim-

lus could be identified. Interestingly, it was not until the activation of

he right MFG that cognitive information began to interact between bi-

ateral hemispheres. In this regard, the response of the right MFG was

ot only derived from the information flow from the right IOG, but was

lso affected by that from the left MFG, insula, and PrCS. Thereafter, en-

anced information interaction between two hemispheres appeared as

he right insula, and PrCS were sequentially activated by contralateral
8 
nd ipsilateral information flows to match the current stimulus and the

op-down signal template. 

Generally, the right IFG was presumably important for rapid adap-

ation in response to currently relevant and salient stimuli (i.e., target

timuli) ( Hampshire et al., 2010 ) based on the top-down signal template.

ence, in the third module, the right IFG may serve as a crucial integral

ub to assemble related brain resources, resulting in the most extensive

eeding of information flows into it. Moreover, the IFG was found to

ave extensive fiber connections with other brain regions ( Kamali et al.,

014 ), further manifesting the abundant information flows across the

FG in Fig. 3 . For the last module, the IFG exerted top-down control over

ensory regions including the STG to coordinate focal elaborate process-

ng of target stimuli ( Chadick and Gazzaley, 2011 ) and to inhibit other

emory representations when attempting to retrieve a target represen-

ation ( Aron et al., 2004 ). Overall, the revealed hierarchical patterns

f ITVN in the P300 task effectively depicted the temporal sequence of

ognitive information propagation and further clarified the transmission

echanism of top-down and bottom-up visual attention. 

.4. Relationship between ITVN and P300 variability 

Theoretically, when networks are established by diverse vari-

bles with various properties, they also display considerable archi-

ecture and dynamical diversity, which can be evaluated by the AC

 Newman, 2003a ). Interestingly, the ITVN presented a significant pos-

tive correlation between P300 amplitude and oi AC , as well as ii AC

 Fig. 6b ), whereas no significant correlation was verified in the TN

 Fig. 6a ). Generally, P300 denotes the intensity of cognitive processing

nd is related to the proportion of attention resources devoted to the task

t hand ( Dallmer-Zerbe et al., 2020 ). As AC is usually related to more ef-

cient information processing ( Boccaletti et al., 2006 ; Newman, 2003b ),

 larger AC consistently illustrates an increase in task-related informa-

ion transmission, which thereby indexes an increase in brain response

o task stimuli, such as a higher P300 amplitude. Moreover, after di-

iding participants into HA and LA groups, we identified larger oi AC

nd ii AC in the HA group than that in the LA group ( Fig. 7b , p < 0.05),

hereas that of the TN did not exhibit this difference ( Fig. 7a ). As such,

he ITVN was better apt at capturing the intrinsic cognitive activities

f the brain, and during the P300 tasks, the superior ITVN efficiency of

he HA group contributed to the reasonable allocation of task-related

esources, especially attention ones. This facilitated task performance,

uch as higher P300 amplitudes. 

The relationship between ITVN properties and P300 amplitude, as

ell as the properties differences between HA and LA groups, raised a

roblem of whether individual behavioral variability results from the

ifference of inter-regional ITV. Hence, multivariable linear regression

nalysis was applied to predict individual P300 amplitudes. As provided

n Fig. 8 , the light blue-filled circles distributed along the pink dashed

iagonal line (the ideal prediction) validate the ability of the present

odel in detecting the inter-individual variability in P300 amplitudes.

urrent results suggest that individual variability in P300 may be at-

ributed to the difference in the brain’s information transmission effi-

iency. And further, the ITVN analysis will also explain the huge varia-

ions in brain-computer interface (BCI) performances and help develop

redible biomarkers to predict the potential for personalized control of

CIs, as well. 

In essence, considering our proposed ITV can effectively measure the

nformation transmission efficiency and the dynamic information trans-

ission hierarchy modules in the human brain, in the future, this will

e also applied in related clinical research to learn how the transmission

fficiency in brain circuits attenuates, as well as how the ITV networks

elated to clinical diseases are progressively dysfunctional. Considering

he different experimental environments, conditions of stimulation, sub-

ect states, and levels of arousal across different works, no consensus to

ate has been achieved on the source of P300, localizing the matched

ources of the current experiment may be an optimal choice for us to
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ccomplish the ITV analysis. In the meantime, by projecting the scalp

EG components into the source space, choosing reliable methods will

reatly affect the findings; if the misattribution of time courses to related

ortical sources is introduced, the hierarchical patterns and information

ransmission network of P300 would be heavily influenced, which will

ead to the misunderstanding of the dynamic hierarchical processes of

300. In the future, more attempts at localizing the P300 sources, e.g.,

eveloping new source localization methods by adopting a deep learn-

ng strategy, will be achieved to validate the reliability of the proposed

TV, and besides the P300 task, the developed approach will be further

pplied to other cognition tasks including working memory, decision

aking and emotions to probe the related velocity network patterns. 

. Conclusion 

In this study, we proposed a pairwise connectivity measurement

ermed ITV to map the dynamic hierarchical interaction within the

rain, which was further applied to the real P300 MRI-EEG dataset

f healthy humans. As reported, clinical neurodegenerative disorders,

uch as epilepsy and Alzheimer’s disease, involve alteration in neuronal

unction and aberrant circuit activity, further leading to reduced circuit

ransmission efficiency ( Dulla et al., 2016 ). Understanding how this at-

enuation of transmission efficiency in brain circuits and networks re-

ated to progressive dysfunction may yield insights into the neuropatho-

ogical mechanism of these diseases. In this regard, our developed ap-

roach could evaluate information transmission efficiency, and the cap-

ure of the dynamic information transmission hierarchy modules in the

uman brain. Such abundant and multifaceted information may provide

s with new theoretical interpretations for brain disease, and mine the

pecific biomarker for multiple cognitive degenerations from the trans-

ission velocity perspective. 

. Materials and methods 

.1. Participants 

Twenty-five healthy postgraduates (4 females, aged 25.64 ± 1.65

ears) were recruited to participate in our present experiment, under

he approval of the Institutional Research Ethics Board of the Univer-

ity of Electronic Science and Technology of China. And the reference

umber of the ethical approval was 106142021030909. As requested,

ll of them provided written informed consent before the experiment.

one of them had any family or personal history of psychiatric or neu-

ological disorders. 

.2. Experimental protocol 

A classical visual oddball experiment including 3 runs of P300 tasks

as conducted in our study. Each run contained 35 target stimuli

downward-oriented triangle with a thin cross at its center) and 175

tandard stimuli (upward-oriented triangle with a thin cross at its cen-

er) delivered in a pseudorandom order. As for each trial, a bold cross

ppeared and lasted 250 ms to alert participants to pay attention to the

omputer screen, then, a thin cross appeared. Five hundred millisec-

nds later, a target or standard stimulus was exhibited for 500 ms, dur-

ng which participants were required to press the “4 ″ key once noticing

he presence of the target stimulus. Afterwards, a black screen lasting

50 ms was exhibited to offer a short rest. 

.3. MRI-EEG acquisition 

All images were acquired on a 3.0 T MRI scanner (GE DISCOV-

RY MR750, USA) using an eight-channel, standard, whole-head coil.

TI was collected by a single-shot spin-echo planar imaging sequence

echo time = 63.6 ms, repetition time = 8500 ms, flip angle = 90°,

eld of view = 256 mm × 256 mm, matrix = 128 × 128, voxel
9 
ize = 2.0 mm × 2.0 mm × 2.0 mm, 77 slices covering the whole

rain). Eight unweighted ( b = 0 s/mm 

2 ) and 68 diffusion-weighted

 b = 1000s/mm 

2 ) image volumes were recorded. The visual stimuli were

resented using E-prime 2.0 software (Psychology Software Tools, Inc.,

harpsburg, PA, USA) and projected onto a screen viewed by the partic-

pants via a mirror attached to the head coil. Using Curry 7 (Neuroscan,

harlotte, NC, USA), EEG signals were recorded with 64 Ag/AgCl chan-

els (the 10–20 system). Electrooculogram and electrocardiogram were

onitored by two additional channels. Channels AFz and FCz are set

or ground and reference, respectively. The impedance per electrode

as kept consistently below 5 k Ω, and the online sampling rate was

000 Hz. 

.4. Estimating information transmission velocity 

We applied a new pairwise connectivity measurement termed ITV

o define the dynamic interaction within the ITVN of P300. This was

efined by the path length of the DTI fiber tracts and the propagation

nterval derived from cortical EEG at two concerned ROIs. Specifically,

he average length of fiber tracts connecting pairwise ROIs was calcu-

ated and then defined as the path length ΔPL ij , which was regarded as

he physical distance of related information transmission. The latency

ifference ΔLD ij of cortical EEG signals between pairwise ROIs was then

alculated to determine the transmission sequence and how long infor-

ation propagation takes. ΔLD ij was calculated by subtracting the la-

ency of i th ROI from that of j th ROI, where j th ROI was supposed to

ave the longer latency. Finally, for the i th and j th ROIs, the ITV from

he i th to j th ROI is defined as 

𝑇 𝑉 𝑖𝑗 = 

Δ𝑃 𝐿 𝑖𝑗 

Δ𝐿𝐷 𝑖𝑗 

(1)

here i and j denote the i th and j th ROI, and i ≠ j . ΔPL ij and ΔLD ij denote

he path length and the latency difference between activation in roi i and

oi j , respectively. Physiologically, the ITV represents the directed dis-

ance of information flow through the fiber tract in unit time from i th to

 th ROI, and a larger ITV corresponds to faster information transmission

cross pairwise ROIs. The detailed definition and calculation regarding

PL and ΔLD are depicted below. 

DTI fiber tractography. The FMRIB Software Library toolbox [23] was

dopted for DTI preprocessing. First, nonbrain tissue was removed by

he Brain Extraction Tool. The eddy current-induced distortions and

ead motion were corrected by the FMRIB Diffusion Toolbox, while the

orrected parameters were applied to rotate the gradients. The fractional

nisotropy (FA) images were generated by fitting a tensor model at each

oxel of the diffusion data, and the diffusion tensors were estimated ac-

ording to the corrected gradients. Then, the whole-brain fibers were

racked using a continuous tracking algorithm embedded in the Diffu-

ionKit ( Xie et al., 2016 ). Thereinto, path tracing proceeded until either

he angle > 45° or FA < 0.1. Thereafter, fiber tracts linking each pair

f ROIs were extracted by logical AND concatenation of the two ROIs.

ibers with obvious false paths were discarded. As such, the path length

PL) between roi i and roi j was computed by averaging the lengths of

ll fibers connecting roi i and roi j , which is a basic measure that char-

cterizes the physical distance of information transmission and can be

xpressed as ΔPL ij , where i ≠ j . 

EEG data analysis. EEG signals were first preprocessed by Curry 7

o remove the ballistocardiogram and gradient artifacts following pre-

ious procedures ( Li et al., 2020a ), which was then referenced by the

eference Electrode Standardization Technique (REST) ( Yao, 2001 ) and

andpass filtered ([1, 6] Hz) ( Li et al., 2015 ). Then, 1024 Hz downsam-

ling, [ − 200, 800] ms data segmentation (0 ms denotes the appearance

f target stimulus), [ − 200, 0] ms baseline correction, and artifact trial

emoval ( ± 75 𝜇V as the threshold) were adopted. For each participant,

he remaining target trials were averaged to achieve an ERP signal. 

In contrast to dipole source localization, distributed source imaging

oes not emphasize the number of sources, instead, a large number of
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quivalent dipoles are defined and spatially distributed over the cor-

ical layer ( Michel and He, 2019 ), along with the strengths of these

ipoles being estimated accordingly. In essence, multiple distributed

ource imaging methods, e.g., standardized low-resolution electromag-

etic tomography (sLORETA) ( Pascual-Marqui, 2002 ) and minimum

orm estimation (MNE)( He et al., 2011 ), are developed and widely

sed ( Bocquillon et al., 2011 ). Among these methods, previous stud-

es consistently validate that sLORETA achieves the lowest localization

rrors and the lowest amount of blurring ( Grech et al., 2008 ; Pascual-

arqui, 2002 ). Further, sLORETA has also been identified as an efficient

ool for functional mapping, as it is consistent with physiology and ca-

able of correct localization, which greatly contributes to its wide ap-

lications in recent studies ( Imperatori et al., 2014 ; Keeser et al., 2011 ).

Concerning our present study, as reported previously, the P300

ources are spatially distributed on the cortical layer ( Li et al., 2020a ,

009 ), and these sources closely interact with each other, forming the

enerator network of P300. Some approaches, such as MNE, have been

roven to be challenged if underlying sources are correlated with each

ther ( Michel and He, 2019 ). Therefore, in our present study, when ac-

omplishing the cortical source localization, sLORETA was accordingly

sed to acquire the distributed cortical activities of P300. Moreover, to

uarantee the reliability of the source localization, no arbitrary factors

ad been introduced and related parameters were calculated relying on

he scalp EEG adaptively, that is, the weights of these sources were cal-

ulated and attributed by the sLORETA without arbitrary manipulation,

s well. Herein, based on the EEG epochs averaged across target trials,

or each participant, the cortical P300 sources were obtained, and the

orresponding reconstructed cortical signals of the P300 were accord-

ngly acquired. Then, the reconstructed time series of each ROI in the

ource space was extracted as 𝑿 𝑖 = [ 𝒙 1 , 𝒙 2 , ..., 𝒙 𝑛 ] , where X i represents

he time series set of i th ROI, and x k (1 ≤ k ≤ n) is the time series of

 th voxel in the ROI. The n series were averaged to obtain an averaged

RP for roi i , based on which, P300 latency L i was calculated as the time

oint corresponding to the largest positive peak within the time interval

f [250 ms, 500 ms] after task onsets ( Polich, 2007 ). We assumed that

he information flow is from roi i to roi j if the latency from stimuli on-

et to roi i is shorter than to roi j . Then, the latency difference ( LD ) (i.e.,

ransmission time) between the i th and j th ROIs with direct fiber tract

onnection can be calculated as ΔLD ij = L j - L i , where L j > L i , and i ≠ j . 

.5. Information transmission networks 

A network established by graph theory usually comprises a set of

dges and nodes. In this work, we set task-related ROIs as nodes, and

he weighted edges were ITV between two paired nodes. Therefore, for N

OIs in each participant, corresponding ITVN ∈ R 

N ×N can be calculated

s 

 𝑇 𝑉 𝑁 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝐼 𝑇 𝑉 11 𝐼 𝑇 𝑉 12 ⋯ 𝐼 𝑇 𝑉 1 𝑁 

𝐼 𝑇 𝑉 21 𝐼 𝑇 𝑉 22 ⋯ 𝐼 𝑇 𝑉 2 𝑁 

⋮ ⋮ ⋯ ⋮ 
𝐼 𝑇 𝑉 𝑁1 𝐼 𝑇 𝑉 𝑁2 ⋯ 𝐼 𝑇 𝑉 𝑁𝑁 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(2)

here ITV ij is the ITV between roi i and roi j . 

Additionally, for comparison, the fiber path length and latency were

lso considered to construct the transmission network. Hereon, the re-

iprocal of the LD between pairwise ROIs was defined as 𝑟𝐿𝐷 = 1∕ 𝐿𝐷,

orming the weighted edges of the temporal network TN ∈ R 

N ×N as 

 𝑁 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑟𝐿𝐷 11 𝑟𝐿𝐷 12 ⋯ 𝑟𝐿𝐷 1 𝑁 

𝑟𝐿𝐷 21 𝑟𝐿𝐷 22 ⋯ 𝑟𝐿𝐷 2 𝑁 

⋮ ⋮ ⋯ ⋮ 
𝑟𝐿𝐷 𝑁1 𝑟𝐿𝐷 𝑁2 ⋯ 𝑟𝐿𝐷 𝑁𝑁 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(3)

here rLD ij is the reciprocal of the latency difference between roi i and

oi j . 
10 
Likewise, a structural network SN ∈ R 

N ×N was constructed based on

he PL as 

𝑁 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑃 𝐿 11 𝑃 𝐿 12 ⋯ 𝑃 𝐿 1 𝑁 

𝑃 𝐿 21 𝑃 𝐿 22 ⋯ 𝑃 𝐿 2 𝑁 

⋮ ⋮ ⋯ ⋮ 
𝑃 𝐿 𝑁1 𝑃 𝐿 𝑁2 ⋯ 𝑃 𝐿 𝑁𝑁 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(4)

here PL ij is the path length between roi i and roi j . 

.6. Network properties 

Thereafter, the degree centrality ( DC ), hemispheric degree cen-

rality ( HDC ), and assortativity coefficient ( AC ) of the weighted

atrices were calculated by the brain connectivity toolbox

 http://www.nitrc.org/projects/bct/ ) ( Rubinov and Sporns, 2010 ).

heoretically, for a given node, the corresponding DC is defined as the

um of all afferent and afferent edges. The larger the DC , the more

mportant the node, which is computed as 

𝐶 𝑖 = 

𝑁 ∑
𝑗=1 

𝑤 𝑖𝑗 (5)

here N indicates the number of all linked nodes, and w ij denotes the

onnectivity strength between node i and node j . 

Based on DC, HDC denoting the connectivity of the unilateral hemi-

phere can be computed as 

𝐷 𝐶 = 

𝑀 ∑
𝑖 =1 

𝐷 𝐶 𝑖 = 

𝑀 ∑
𝑖 =1 

𝑁 ∑
𝑗=1 

𝑤 𝑖𝑗 (6)

here M is the number of nodes in the left or right hemisphere. 

AC measures the dynamical diversity when networks are estab-

ished by diverse variables ( Newman, 2003a ). Specifically, positive AC

ndicates that this network has a relatively resilient center of mutu-

lly interconnected high-degree hubs, while a network with a nega-

ive AC has distributed and consequently vulnerable high-degree hubs

 Newman, 2002 ). AC is formulated as 

𝐶 = 

𝑙 −1 
∑

( 𝑖,𝑗)∈𝐿 𝐾 

𝑎 
𝑖 
𝐾 

𝑏 
𝑗 
− 

[
𝑙 −1 

∑
( 𝑖,𝑗)∈𝐿 

1 
2 

(
𝐾 

𝑎 
𝑖 
+ 𝐾 

𝑏 
𝑗 

)]2 

𝑙 −1 
∑

( 𝑖,𝑗)∈𝐿 
1 
2 [ ( 𝐾 

𝑎 
𝑖 
) 2 + ( 𝐾 

𝑏 
𝑗 
) 2 ] − 

[
𝑙 −1 

∑
( 𝑖,𝑗)∈𝐿 

1 
2 

(
𝐾 

𝑎 
𝑖 
+ 𝐾 

𝑏 
𝑗 

)]2 (7)

here L and l denote the set of all links in the network and the num-

er of links. When a is in, b is in, AC estimates the tendency of original

odes with in-degree to link to target nodes with in-degree (ii AC ); while

hen a is out, b is in, AC quantifies that of the out-degree to link to tar-

et nodes with in-degree (oi AC ). 𝐾 

𝑖𝑛 
𝑖 

= 

∑
𝑗∈𝑁 

𝑤 𝑖𝑗 and 𝐾 

𝑜𝑢𝑡 
𝑖 

= 

∑
𝑗∈𝑁 

𝑤 𝑗𝑖 

enote the in-degree and out-degree of the nodes at both ends of the

dge. 

.7. Relationship between transmission networks and P300 amplitude 

Given the critical role of P300 in human cognition and its huge vari-

bility across individuals, correlations between P300 amplitudes and

etwork properties were first probed by Pearson’s correlation analysis.

s depicted in Fig. 6 , two outliers with the 20% largest Malahanobis

istance to the data center were excluded from the following analysis.

hen, the remaining participants were ranked from smallest to largest

ased on their P300 amplitudes. Thereinto, the top twelve participants

ere allocated to the low amplitude (LA) group, while the bottom eleven

articipants were allocated to the high amplitude (HA) group. And the

nderlying differences in network properties between the two groups

ere evaluated accordingly by the independent-sample t -test. 

.8. Prediction of P300 amplitude based on multiple linear regression 

odel 

To further validate the relationships between information transmis-

ion efficiency and inter-individual P300 variability, a multivariable lin-

ar regression model based on two ITVN attributes (i.e., the oi AC and

http://www.nitrc.org/projects/bct/
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i AC ) was established as follows, to predict individual P300 amplitudes.

𝑀 = 𝛽0 + 𝛽1 ∗ 𝑜𝑖𝐴𝐶 + 𝛽2 ∗ 𝑖𝑖𝐴𝐶 + 𝜀 (8)

here 𝜀 and AM are the error term and the P300 amplitude, respectively.

0…2 are the regression coefficients. Herein, the corresponding predic-

ion performance was evaluated by the leave-one-out cross-validation

LOOCV) strategy ( Si et al., 2020 ). Concretely, within each LOOCV it-

ration, all participants would be divided into two independent groups,

.e., the training and testing groups; and the prediction model will be

rained depending upon the training set, which is then applied to the

esting set, to quantify the prediction performance. Assuming we have

nrolled P participants in this study, within each LOOCV iteration, fol-

owing the LOOCV procedure, P -1 participants will be divided into the

raining set, and their P300 amplitudes are used to independently train

he multivariable linear regression model. The remaining 1 participant

s then regarded as the testing set, and his/her P300 amplitude is further

nput into the trained model, to accomplish this prediction iteration of

300 amplitude. Thereafter, the next LOOCV iteration will initiate until

ll participants have been served as the testing set for one time. Even-

ually, the LOOCV validation is finished, and the corresponding P300

mplitude per participant is predicted accordingly. 

In the meantime, to further quantify the capacity of the prediction

rocess, following our previous study ( Jiang et al., 2022 ), the root mean

quare error ( RMSE ) and normalized RMSE ( nRMSE ) were also calcu-

ated, to describe the corresponding prediction error. 

𝑀𝑆𝐸 = 

√ √ √ √ 

1 
𝑃 

𝑃 ∑
𝑡 =1 

( 𝑋 𝑡 − 𝑌 𝑡 ) 2 (9)

𝑅𝑀 𝑆𝐸 = 𝑅𝑀 𝑆𝐸∕ �̄� (10)

here Y denotes the predicted P300 amplitude per participant, X de-

otes the actual P300 amplitude per participant, P denotes the total

umber of enrolled participants, and �̄� denotes the mean of the actual

300 amplitudes across participants. 
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