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A B S T R A C T

Hybrid offshore renewable energy platforms have been proposed to optimise power production and reduce
the levelised cost of energy by integrating or co-locating several renewable technologies. One example is a
hybrid wave-wind energy system that combines offshore wind turbines with wave energy converters (WECs)
on a single floating foundation. The design of such systems involves multiple parameters and performance
measures, making it a complex, multi-modal, and expensive optimisation problem. This paper proposes a novel,
robust and effective multi-objective swarm optimisation method (DMOGWA) to provide a design solution
that best compromises between maximising WEC power output and minimising the effect on wind turbine
nacelle acceleration. The proposed method uses a chaotic adaptive search strategy with a dynamic archive of
non-dominated solutions based on diversity to speed up the convergence rate and enhance the Pareto front
quality. Furthermore, a modified exploitation technique (Discretisation Strategy) is proposed to handle the
large damping and spring coefficient of the Power Take-off (PTO) search space. To evaluate the efficiency of
the proposed method, we compare the DMOGWA with four well-known multi-objective swarm intelligence
methods (MOPSO, MALO, MODA, and MOGWA) and four popular evolutionary multi-objective algorithms
(NSGA-II, MOEA/D, SPEA-II, and PESA-II) based on four potential deployment sites on the South Coast of
Australia. The optimisation results demonstrate the dominance of the DMOGWA compared with the other eight
methods in terms of convergence speed and quality of solutions proposed. Furthermore, adjusting the hybrid
wave-wind model’s parameters (WEC design and PTO parameters) using the proposed method (DMOGWA)
leads to a considerably improved power output (average proximate boost of 138.5%) and a notable decline in
wind turbine nacelle acceleration (41%) throughout the entire operational spectrum compared with the other
methods. This improvement could lead to millions of dollars in additional income per year over the lifespan
of hybrid offshore renewable energy platforms.
1. Introduction

The growing concerns over climate change and the depletion of
fossil fuels have led to an increased focus on the development of renew-
able energy resources [1,2]. Offshore renewable energy refers to the
energy that can be extracted from ocean waves, tides and currents [3],
as well as offshore winds [4]. Hybrid renewable energy platforms [5],
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combining various energy sources, have been increasingly studied as
they show promise in improving power output efficiency and reducing
the levelised cost of energy [6,7]. Among these systems, a hybrid wave-
wind power platform that integrates offshore wind turbines and one
or more wave energy converters (WECs) is a promising solution for
harnessing the vast energy available in the ocean. [8]. In line with
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global initiatives, the Net Zero Emission 2050 Plan, as a part of the
Paris Agreement, has become a pivotal area of research and action [9].
This ambitious plan aims to achieve net-zero greenhouse gas emissions
by 2050 [10], necessitating a profound shift in energy production and
consumption patterns [11,12]. In Australia, the pursuit of this target is
particularly significant due to the country’s high per capita emissions
and its vast potential for renewable energy [13]. The Australian gov-
ernment has initiated several strategies, such as incentivising renewable
energy development, phasing out coal-fired power plants, and invest-
ing in green technologies [14]. These efforts are complemented by
research into advanced renewable energy systems [15], like the hybrid
wave-wind platforms, which are expected to play a significant role in
Australia’s energy transformation.

The integration of wave energy converters (WECs) and floating
offshore wind turbines (FOWTs) has gained significant attention as a
promising approach to harnessing renewable energy from both wind
and waves [16]. This hybrid system offers several advantages, includ-
ing increased energy production, reduced costs, and improved grid
stability. However, the design and optimisation of such hybrid sys-
tems pose unique challenges due to the complex interactions between
the WECs, FOWTs, and the surrounding environment. Several stud-
ies have investigated the potential benefits and challenges of hybrid
WEC-FOWT systems. For instance, [17] presented a comprehensive
review of the state-of-the-art hybrid WEC-FOWT systems, highlighting
the key electrical design considerations, control strategies, and per-
formance assessment methods. The authors emphasised the need for
further research on the hydrodynamic interactions between the WECs
and FOWTs, as well as the development of advanced control algo-
rithms to optimise the overall system performance. Further, in [18],
the authors proposed a novel hybrid WEC-FOWT system concept that
utilises a floating platform to support both the WECs and FOWTs.
The study employed numerical simulations to investigate the hydro-
dynamic performance of the hybrid system under various wave and
wind conditions. The results demonstrated that the hybrid system can
effectively capture energy from both waves and wind, with the WECs
contributing significantly to the overall power generation. Another
study [19] focuses on the optimisation of a hybrid WEC-FOWT system
using a multi-objective algorithm. The optimisation improved the hy-
drodynamic performance of the hybrid system. The results indicated
that the optimal design parameters of the system are highly dependent
on the specific site conditions as the energy capture efficiency and
the stability of the hybrid system improved by adjusting the position
of the floating platform to head waves and beam waves. A recent
study [20] on the WECs within a hybrid system combined with a float-
ing offshore wind platform found that larger WECs capture more wave
energy and reduce the maximum horizontal force and pitch moment
on the platform, indicating potential synergies between wave and wind
energy utilisation on floating platforms [21]. Kluger et al. [22] further
explored the benefits of incorporating wave power into offshore wind
farms.

To optimise the total power output of the hybrid platform, sev-
eral heterogeneous parameters from wind turbines and WECs must be
adjusted, making the problem complex, multi-modal, and computa-
tionally expensive. In recent years, several optimisation and AI-based
techniques [23] have been applied to solve such complex optimisation
problems, including particle swarm optimisation (PSO) [24], multi-
objective evolutionary algorithms (MOEAs) [25], and swarm-based
optimisation method, such as grey wolf optimiser (GWO) [26]. Despite
these advances, there is still a need for more robust and effective
optimisation algorithms that can efficiently handle the multi-objective
nature of the problem while providing high-quality solutions. Several
initial research studies examined the production of electrical power
from offshore wind turbines and wave energy converters situated to-
gether along the California coastline. The study concluded that the
integration of wind and wave farms results in decreased variability of
2

power output, which translates to fewer instances of zero power output
and lower overall costs of system integration, as compared to relying
on either wind or wave energy alone.

Following some of these pioneering works, several studies have
further investigated different hybrid wave-wind energy system config-
urations and their benefits, including the integration of energy storage
systems [27] and the development of control strategies for optimal
power take-off (PTO) [28,29]. To address this issue, multi-objective
optimisation techniques have been employed [30,31]. PTO systems,
consisting of wave energy converters (WECs) and wind turbines (WTs),
are designed to capture wave and wind energy simultaneously, thus
offering the potential for significant advantages in terms of energy pro-
duction, cost reduction, and system reliability compared to standalone
systems [32]. The system, which converts the mechanical energy from
WECs and WTs into electrical power, is a crucial element in such
hybrid systems, as its performance directly influences the overall ef-
ficiency and output of the system [33]. Consequently, researchers have
increasingly focused on the parameters and strategies for optimising
the PTO system in hybrid wave-wind energy systems, including the
control strategy, damping, and energy storage [34]. Several studies
have explored different control strategies to optimise the PTO system,
focusing on maximising energy capture while reducing mechanical
stresses on WECs and WTs [28]. Reactive control, which adjusts the
PTO damping in response to wave excitation forces, has been shown to
significantly enhance energy capture [35].

Optimising control parameters of WECs is a crucial aspect of hybrid
wave-wind energy systems, as it enables efficient energy conversion
from the combined wave and wind resources into usable electrical
power. Various optimisation techniques have been employed to solve
such complex problems in renewable energy systems, including single-
objective and multi-objective methods [36]. Some of the most widely
used single-objective optimisation techniques. However, these tech-
niques cannot efficiently handle the multi-objective nature of the hy-
brid wave-wind energy system optimisation problem, which requires
the consideration of multiple conflicting objectives that need multi-
objective methods [37]. Most of these methods aim to generate a
Pareto-optimal solution set, considering the trade-offs among the ob-
jectives. Among them, NSGA-II is one of the most popular MOEAs and
has been widely used in renewable energy system optimisation [24].
Another well-known multi-objective optimisation technique is MOPSO,
which is an extension of the PSO algorithm and has been applied in
various renewable energy applications, such as microgrid optimisation
and optimal sizing of hybrid energy systems [38]. MOEP is an evolu-
tionary programming-based multi-objective algorithm that has been ap-
plied in various optimisation problems, including the optimal operation
of hydropower systems [39]. Lastly, MOGWO is a recently proposed
multi-objective optimisation algorithm based on GWO, which has been
utilised in the optimisation of hybrid renewable energy systems, among
other applications [31].

In response to the growing interest in hybrid wave-wave energy
systems, recent studies have provided significant insights into the com-
plexities of these systems. A recent study [40] offered an in-depth
analysis of integrated floating wind-wave power generation platforms,
emphasising the importance of fully coupled models in operational sea
conditions. Building upon that, another study [41] presents a com-
prehensive numerical investigation of hydrodynamic responses for a
semi-submersible wind turbine combined with various layouts of wave
energy converters. This research provided critical data on optimising
configurations for maximum efficiency. Furthermore, the research on
size optimisation of wave energy converters in a floating wind-wave
combined power generation platform [42] highlights the significance of
dimensional considerations in such hybrid systems. Collectively, these
studies illustrate the complex dynamics and optimisation challenges in-
herent in hybrid wave-wave systems. Acknowledging these insights, our
research aims to build upon these foundational works by introducing

a multi-objective optimisation approach. This approach is designed to
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address the multifaceted nature of hybrid systems, where multiple con-
flicting objectives must be considered, thereby enhancing the overall
efficiency and effectiveness of these renewable energy systems.

Despite the extensive research on hybrid wave-wind energy systems
and the use of various optimisation techniques, there are still gaps in
achieving robust and effective optimisation solutions for these systems.
Most existing optimisation methods suffer from limitations, such as
slow convergence speed, premature convergence, or the inability to
maintain diversity in the Pareto-optimal solutions [43]. Moreover,
The hydrodynamic interactions between the WECs and FOWTs can
significantly affect the overall system performance. However, these
interactions are often simplified or neglected in existing studies. A
detailed analysis of the hydrodynamic interactions is crucial for un-
derstanding the system’s behaviour and optimising its performance.
Therefore, there is a need for a novel and more effective optimisation
method that can address these limitations and provide high-quality
solutions for the hybrid wave-wind energy system optimisation prob-
lem. In order to achieve the goal of maximising the absorbed power of
ocean waves and wind in a hybrid model while simultaneously keeping
the acceleration of wind turbines at low levels, this paper presents
a solution in the form of a fast and efficient multi-objective swarm
optimisation method called DMOGWA.

The proposed method aims to identify optimal solutions that strike
the best possible balance between all objectives, taking into account
various design parameters from both wind turbines and wave energy
converters (WECs). The efficiency of the proposed method is evaluated
by comparing the results with eight other well-known multi-objective
optimisation algorithms, such as multi-objective particle swarm opti-
misation (MOPSO), Non-dominated Sorting Genetic Algorithm II [24]
(NSGA-II), Pareto Envelope-based Selection Algorithm II [44] (PESA-
II), Strength Pareto Evolutionary Algorithm II [45] (SPEA-II), Multi-
objective Ant Lion Optimiser [46] (MALO), Multi-Objective Dragonfly
Algorithm [47] (MODA), Multi-Objective Evolutionary Algorithm based
on Decomposition [48] (MOEA/D), Multi-Objective Particle Swarm Op-
timisation [49] (MOPSO) and Multi-objective Grey Wolf Optimiser [31]
(MOGWA) based on four Australian sea sites, Sydney, Port Lincoln,
Gippsland, and Cliff Head. The major contributions of this study are
as follows.

• A fast and effective hybrid wave-wind energy system optimisation
framework is proposed. The study introduces a novel optimisa-
tion framework for hybrid wave-wind energy systems that com-
bines a multi-objective swarm intelligence-based method with
a chaotic adaptive search strategy. This integration allows for
efficient and effective system optimisation, enabling the selection
of non-dominated solutions based on diversity through a dynamic
archive.

• To confront the limitations of MOGWO’s static archive size, we
propose an adaptive mechanism that adjusts to the changing cir-
cumstances and dynamically modifies the archive’s size through-
out the optimisation steps. Our approach harnesses specific di-
versity measures, particularly the crowding distance concept, to
govern the adaptive nature of the archive’s dimensions.

• A simple exploitation enhancement technique is introduced. The
research presents a discretisation search space format to enhance
the optimisation process’s exploitation phase. This technique aids
in achieving a more refined and accurate optimisation of the
hybrid wave-wind energy system.

• Furthermore, the study conducts a comprehensive comparative
analysis by evaluating the performance of the proposed hybrid
wave-wind energy system optimisation framework against nine
well-known multi-objective optimisation methods. This rigorous
evaluation allows for identifying the strengths and weaknesses of
different approaches and provides insights into the superiority of
3

the proposed framework.
Fig. 1. Hybrid wave-wind system concept.

• Finally, optimisation of hybrid wave-wind systems for four po-
tential deployment sites along the South Coast of Australia. These
sites exhibit varying wave characteristics, and the study addresses
the site-specific optimisation requirements, ensuring that the pro-
posed framework is adaptable to different sea conditions.

In this paper, we first present the system description and modelling
of the hybrid wave-wind system, including equations of motion, deploy-
ment site, and performance measures (Section 2). We then describe the
optimisation setup (Section 3). Following this, we introduce eight vari-
ous multi-objective optimisation algorithms and the technical details
of the proposed chaotic multi-objective optimisation method in Sec-
tion 4. Subsequently, we present the numerical results and discussion
(Section 5) to compare the efficiency and effectiveness of the proposed
method. Finally, we conclude our findings and highlight the advantages
of our proposed method.

2. System description and modelling

2.1. Hybrid wave-wind system

The hybrid wave-wind system consists of a braceless semi-
submersible platform [50,51] and three torus-shaped WECs attached
to the platform’s side columns as shown in Fig. 1.

The CSC platform developed by Luan [51] is composed of a central
column that is connected to the wind turbine tower, three side columns,
and three pontoons with rectangular cross-sections. This platform was
designed to support a 5-MW NREL reference wind turbine [52], and its
dimensions are specified in Table 1 and Fig. 2. The detailed design of
the platform can be found in [51].

Wave energy is extracted from the relative heave motion between
the WECs and the platform. It is assumed that the WEC power take-off
mechanism acts as a spring-damper system and converts mechanical
to electrical power with 100% efficiency. The WEC heave motion is
constrained by the physical dimensions of the side columns. The WEC
outer diameter and draught are design variables in this study. The inner
radius of the WEC is taken as 4.25 m. The platform is assumed to be in

200 m water depth.
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Fig. 2. Side and top views of the CSC floating platform.
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Table 1
Dimensions of the CSC platform.
Parameter Value

Central column diameter 6.5 m
Side column diameter 6.5 m
Side column height 44 m
Pontoon height 6 m
Pontoon width 9 m
Distance to side columns 41 m
Operating draft 30 m
Displacement 10,255 t
Steel weight (hull) 1804 t
Equivalent thickness 0.03 m

2.2. Equations of motion

Assuming rigid-body modes and planar motion of the floating plat-
form and three WECs, the wind-wave system has six independent
degrees of freedom: two translational modes (surge and heave) and one
rotational mode (pitch) for the platform and one translational mode
corresponding to the motion of each WEC relative to the platform.
A very detailed derivation of the equations of motion for a similar
problem can be found in [53]. However, due to the increased number
of WECs, the authors took a different approach, in particular, the
equations of motion are derived for each body (platform and three
WECs) separately, and coupled through the power take-off system and
hydrodynamics. In this case, the dynamics of the system are described
as:

𝐪 =
[

𝐪𝑓𝑜𝑤𝑡 𝐪𝑤𝑒𝑐,1 𝐪𝑤𝑒𝑐,2 𝐪𝑤𝑒𝑐,3 ]T (1)

where 𝐪𝑓𝑜𝑤𝑡 = [𝑞𝑓𝑜𝑤𝑡
1 𝑞𝑓𝑜𝑤𝑡

3 𝑞𝑓𝑜𝑤𝑡
5 ]T is the FOWT’s displacement in

the surge, heave and pitch with respect to its centre of gravity, 𝐪𝑤𝑒𝑐,𝑖 =
[𝑞𝑤𝑒𝑐,𝑖

1 𝑞𝑤𝑒𝑐,𝑖
3 ]T is the displacement of the 𝑖th WEC in heave and surge

with respect to its centre of gravity. The motion of the 𝑖th WEC relative
to the floating platform can be written as:

𝑞𝑤𝑒𝑐,𝑖
𝑟𝑒𝑙 ≈ 𝑞𝑤𝑒𝑐,𝑖

3 − 𝑞𝑓𝑜𝑤𝑡
3 + 𝑞𝑓𝑜𝑤𝑡

5 𝑥𝑤𝑒𝑐,𝑖, (2)

where 𝑥𝑤𝑒𝑐,𝑖 is the 𝑥 coordinate of the WEC’s centre of gravity.
As a result, the motion of a hybrid system can be described by the

following differential equation in the time domain:

𝐌�̈�(𝑡) = 𝐅exc(𝑡) +𝐅rad(𝑡) +𝐅hs(𝑡) +𝐅vd(𝑡) +𝐅moor(𝑡) +𝐅pto(𝑡) +𝐅WT(𝑡), (3)

where 𝐌 = diag
(

𝑚𝑓𝑜𝑤𝑡, 𝑚𝑓𝑜𝑤𝑡, 𝐼𝑓𝑜𝑤𝑡, 𝑚𝑤𝑒𝑐𝐈6
)

is the mass matrix of
the combined system (platform, tower, RNA, WECs), 𝐅exc is the wave
excitation force, 𝐅rad is the wave radiation force, 𝐅hs is the hydrostatic
force, 𝐅vd is the viscous drag force, 𝐅moor is the forces from mooring
4

lines, 𝐅pto is the power take-off force, and 𝐅WT is the force exerted on
the platform from the wind turbine aerodynamic loads. As the main
focus is given to the hydrodynamic interaction between the WECs and
platform, which are less affected by aerodynamic loads, this model
uses a simplified representation of the wind turbine loads based on
the steady-state thrust curve, which is represented as a function of
the wind velocity, neglecting dynamic effects from the tower, nacelle,
rotor, blade pitch angle controller, and drivetrain.

All forces except 𝐅WT(𝑡) in Eq. (3) have a zero mean value, so the
ybrid system response 𝐪(𝑡) can be described in terms of a mean value
̄ and a random zero-mean component �̃�:

(𝑡) = �̄� + �̃�(𝑡), (4)

here �̃�(𝑡) can be expressed using a complex amplitude assuming a sum
f harmonic responses of the system �̃�(𝑡) = Re

{

∑𝑁
𝑗=1 �̂�𝑗 𝑒

i𝜔𝑗 𝑡+𝜙𝑗
}

,
corresponds to the number of frequencies. As a result, the system

esponse and the forces in Eq. (3) can be written in the frequency
omain as:

• radiation force:

�̂�rad(𝜔) = −
(

−𝜔2𝐀rad(𝜔) + i𝜔𝐁rad(𝜔)
)

�̂�(𝜔), (5)

where 𝐀rad is the radiation-added mass matrix, and 𝐁rad is the hy-
drodynamic damping matrix, both matrices include off-diagonal
hydrodynamic coupling terms between the platform and WECs,
and between WECs;

• the linearised hydrostatic force:

𝐅hs(𝑡) = −𝐊hs𝐪(𝑡), (6)

or

�̂�hs(𝜔) = −𝐊hs�̂�(𝜔), (7)

where 𝐊hs is the linear hydrostatic stiffness matrix;
• the nonlinear viscous drag force

𝐅vd(𝑡) = −𝐁vd�̇�(𝑡)⊙ |�̇�(𝑡)| (8)

is replaced by an equivalent linear damping term 𝐁eq by means
of statistical linearisation:

�̂�vd(𝜔) = −i𝜔𝐁eq�̂�(𝜔), (9)

the approximate viscous drag coefficients for the CSC platform are
taken from [51];

• the mooring line loads are linearised as:

𝐅moor = −𝐊moor(�̄�)𝐪, (10)

where the mooring stiffness matrix 𝐊moor(�̄�) is calculated at the
̄
mean displaced position 𝐪;
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𝐊𝑝𝑡𝑜 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

3𝐾∞
𝑝𝑡𝑜 0 3𝐾∞

𝑝𝑡𝑜𝐿𝑧 −𝐾∞
𝑝𝑡𝑜 0 −𝐾∞

𝑝𝑡𝑜 0 −𝐾∞
𝑝𝑡𝑜 0

0 3𝐾𝑝𝑡𝑜 0 0 −𝐾𝑝𝑡𝑜 0 −𝐾𝑝𝑡𝑜 0 −𝐾𝑝𝑡𝑜
3𝐾∞

𝑝𝑡𝑜𝐿𝑧 0
∑

𝑖 𝐾𝑝𝑡𝑜(𝑥𝑤𝑒𝑐,𝑖)2 + 3𝐾∞
𝑝𝑡𝑜𝐿

2
𝑧) −𝐾∞

𝑝𝑡𝑜𝐿𝑧 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,1 −𝐾∞
𝑝𝑡𝑜𝐿𝑧 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,2 −𝐾∞

𝑝𝑡𝑜𝐿𝑧 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,3

−𝐾∞
𝑝𝑡𝑜 0 −𝐾∞

𝑝𝑡𝑜𝐿𝑧 𝐾∞
𝑝𝑡𝑜 0 0 0 0 0

0 −𝐾𝑝𝑡𝑜 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,1 0 𝐾𝑝𝑡𝑜 0 0 0 0
−𝐾∞

𝑝𝑡𝑜 0 −𝐾∞
𝑝𝑡𝑜𝐿𝑧 0 0 𝐾∞

𝑝𝑡𝑜 0 0 0
0 −𝐾𝑝𝑡𝑜 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,2 0 0 0 𝐾𝑝𝑡𝑜 0 0

−𝐾∞
𝑝𝑡𝑜 0 −𝐾∞

𝑝𝑡𝑜𝐿𝑧 0 0 0 0 𝐾∞
𝑝𝑡𝑜 0

0 −𝐾𝑝𝑡𝑜 𝐾𝑝𝑡𝑜𝑥𝑤𝑒𝑐,3 0 0 0 0 0 𝐾𝑝𝑡𝑜

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (12)

Box I.
𝐁𝑝𝑡𝑜 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 0 0 0 0 0 0
0 3𝐵𝑝𝑡𝑜 0 0 −𝐵𝑝𝑡𝑜 0 −𝐵𝑝𝑡𝑜 0 −𝐵𝑝𝑡𝑜
0 0

∑

𝑖 𝐵𝑝𝑡𝑜(𝑥𝑤𝑒𝑐,𝑖)2 0 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,1 0 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,2 0 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,3

0 0 0 0 0 0 0 0 0
0 −𝐵𝑝𝑡𝑜 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,1 0 𝐵𝑝𝑡𝑜 0 0 0 0
0 0 0 0 0 0 0 0 0
0 −𝐵𝑝𝑡𝑜 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,2 0 0 0 𝐵𝑝𝑡𝑜 0 0
0 0 0 0 0 0 0 0 0
0 −𝐵𝑝𝑡𝑜 𝐵𝑝𝑡𝑜𝑥𝑤𝑒𝑐,3 0 0 0 0 0 𝐵𝑝𝑡𝑜

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(13)

Box II.
t
t

W
i
t

• the PTO forces are:

𝐅pto(𝑡) = −𝐊pto𝐪(𝑡) − 𝐁pto�̇�(𝑡), (11)

where 𝐊pto and 𝐁pto are the stiffness and damping matrices (see
Box I).
setting 𝐾∞

𝑝𝑡𝑜 to a large number, the stiffness from the PTO acts as
a rigid connection, and the system (platform with three WECs)
moves as one body in the surge (see Box II).

• the nonlinear wind turbine loads:

𝐅WT =
[

1 0 𝐿𝑡 𝟎1×6
]T 𝑇𝑡, (14)

where 𝐿𝑡 is the vertical distance between the platform’s centre of
gravity and the hub, and the thrust force 𝑇𝑡 is expressed as:

𝑇𝑡 =
1
2
𝐶𝑇 (𝜆, 𝛽)𝜌𝑎𝐴𝑡𝑈

2
𝑟 , (15)

where 𝐶𝑇 denotes the aerodynamic thrust coefficient for the mean
wind speed that depends on the tip-speed ratio 𝜆 and the blade
pitch angle 𝛽, 𝜌𝑎 is the air density, 𝐴𝑡 = 𝜋𝑅2 is the swept area
of the wind turbine perpendicular to the flow, 𝑅 is the radius of
the wind turbine, and 𝑈𝑟 is the relative velocity between the wind
speed and wind turbine in the horizontal direction defined as

𝑈𝑟 = �̄�𝑤 + �̃�𝑤 − �̇�𝑓𝑜𝑤𝑡
1 − �̇�𝑓𝑜𝑤𝑡

5 𝐿𝑡, (16)

�̄�𝑤 is the mean wind speed, �̃�𝑤 denotes the zero-mean wind
speed fluctuation, 𝐿𝑡 is the distance to the nacelle from the SWL.
Representing the thrust force using Taylor linearisation as:

𝑇𝑡 ≈ �̄�𝑡 +
𝜕𝑇𝑡
𝜕𝑈𝑟

(

𝑈𝑟 − �̄�𝑤
)

, (17)

where
𝜕𝑇𝑡
𝜕𝑈𝑟

= 1
2
𝜕𝐶𝑇 (𝜆, 𝛽)

𝜕𝑈𝑟
𝜌𝑎𝐴𝑡�̄�

2
𝑤 + 𝐶𝑇

(

�̄�, 𝛽
)

𝜌𝑎𝐴𝑡�̄�𝑤, (18)

the frequency domain equivalent of the thrust force takes the
form:

�̂� (𝜔) = −i𝜔𝐁 (�̄� )�̂�(𝜔), (19)
5

WT WT 𝑤
where the wind turbine damping matrix is:

𝐁WT(�̄�𝑤) =
𝜕𝑇𝑡
𝜕𝑈𝑟

⎡

⎢

⎢

⎢

⎢

⎣

1 0 𝐿𝑡
0 0 0 𝟎3×6
𝐿𝑡 0 𝐿2

𝑡
𝟎6×3 𝟎6×6

⎤

⎥

⎥

⎥

⎥

⎦

. (20)

The value of
𝜕𝑇𝑡
𝜕𝑈𝑟

is calculated based on the thrust and power
coefficients of the 5MW-NREL reference wind turbine [52] obtained
using a blade element momentum model, where 𝛽 and �̄� are chosen
o maximise the wind turbine power production (Region 2) or to keep
he wind turbine rotational speed constant (Region 3).

As a result, Eq. (3) can be written in frequency domain as:
[

−𝜔2(𝐌 + 𝐀rad) + i𝜔(𝐁rad + 𝐁eq + 𝐁pto + 𝐁WT) +𝐊hs +𝐊moor +𝐊pto
]

�̂�

= �̂�exc + 𝐓�̂�𝑤, (21)

where

𝐓 =
𝜕𝑇𝑡
𝜕𝑈𝑟

[

1 0 𝐿𝑡 𝟎1×6
]T . (22)

In Eq. (21), 𝐀rad(𝜔), 𝐁rad(𝜔), 𝐊hs and �̂�exc(𝜔) are calculated using
AMIT [54] (an example geometry and mesh are shown in Fig. 3), 𝐁eq

s estimated using the statistical linearisation technique [55], 𝐁WT and
he corresponding 𝜕𝑇𝑡

𝜕𝑈𝑟
are calculated based on the wind turbine 𝐶𝑇 (𝜆, 𝛽)

matrix obtained from AeroDyn [56], and 𝐊moor is taken from [51]. The
model is built using MATLAB.

Irregular waves are generated using the JONSWAP spectrum [57]
with a peak enhancement factor of 3.3, and the wind spectrum is
generated using the Kaimal model [58] with a turbulence level of 𝐼𝑢 ≈
0.12 at 15 m/s (IEC class C), representative of offshore locations [59].
To take into account the wind speed fluctuations over the swept area
of the wind turbine, the aerodynamic admittance function 𝜒2 [60–62]
is used to modify the wind spectrum:

𝜒2(𝜔) =

⎡

⎢

⎢

⎢

1

1 +
(

𝜔
√

𝐴 ∕(𝜋�̄� )
)4∕3

⎤

⎥

⎥

⎥

2

. (23)
⎣
𝑡 𝑤

⎦
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Fig. 3. WAMIT mesh (only submerged part): grey panels correspond to the CSC
semi-submersible platform, and red panels correspond to torus-type WECs.

2.3. Site locations and environmental data

The hybrid wave-wind system is optimised for four potential de-
ployment sites on the South Coast of Australia. Fig. 4 shows their
approximate locations. The characteristics of four sites and statistical
environmental data for the period between 2014 and 2020 are shown in
Sections 2.3.1–2.3.4 based on data from the Australian Marine Energy
Atlas. To restrict the number of representative environmental condi-
tions investigated, the k-means clustering method has been applied to
select 10 representative sea states and their most probable mean wind
speed values at the hub height. Note that the probability of occurrence
of each environmental condition has been recalculated to maintain
the total wave power flux at the deployment site. It is important to
mention that from the design perspective, the hybrid system will have
to conform to IEC 61400-3-2 (FOWT) [63] and IEC 62600-2 (WEC) [64]
standards.

2.3.1. New south Wales/Sydney
In Sydney, the prevailing wave direction predominantly originates

from the southeast. This phenomenon can be attributed to the prevalent
wind patterns and oceanographic circumstances that prevail in the
given area. However, it is important to note that the state of the waves
can experience fluctuations over the course of the year, which can
result in the occurrence of waves originating from other directions, such
as northeast or east, particularly during specific seasons or weather-
related occurrences. The mean annual wind velocity at Sydney’s coastal
location is approximately 18–28 kilometres per hour. The detailed
observations for the Sydney Sea site can be seen in Table 2.

2.3.2. Victoria/Gippsland
In the Gippsland region of Victoria, Australia, the prevalent direc-

tion of waves is typically from the southern to southwestern sectors.
This occurrence can be attributed to the predominant wind patterns as
well as the influence of oceanic currents within the vicinity. Neverthe-
less, it is noteworthy that the wave direction in Gippsland is susceptible
to variation contingent upon local circumstances, coastal features, and
atmospheric conditions. Table 3 describe the technical details of wave
and wind information at the Gippsland Sea site. During specific me-
teorological incidents or seasonal fluctuations, waves originating from
alternative compass directions, such as southeast or east, may also
manifest. It is essential to acknowledge that the wave direction can
undergo alterations over the year and even within shorter temporal
intervals.
6

2.3.3. South Australia/Port Lincoln
In the region of Port Lincoln in South Australia, the prevailing

direction of waves is typically from the southwest to the south. This
occurrence is influenced by the prevailing winds and oceanographic
conditions in the vicinity. The Southern Ocean, situated to the south
of Port Lincoln, generates waves that propagate towards the coastline,
leading to a predominant wave direction from the southwest to the
south. Table 4 shows the characteristics of wave and wind at the Port
Lincoln site. However, it is noted that the direction of waves can vary
based on local weather patterns, seasonal modifications, and coastal
characteristics. During specific weather events or under particular cir-
cumstances, waves from other directions, such as the west or southeast,
may also be observed in Port Lincoln.

2.3.4. Western Australia/Cliff Head
In the Cliff Head region of Western Australia, the dominant wave

orientation typically originates from the west to the southwest. This
phenomenon is influenced by the prevailing atmospheric winds and
oceanic conditions within the vicinity. Due to its exposure to the Indian
Ocean, the area experiences the propagation of waves generated by
westerly and southwesterly winds, consequently leading to a prevalent
wave direction from the west to the southwest. Table 5 represents the
details of Cliff Head’s wave and wind.

2.4. Performance measures

The performance of the hybrid wave-wind system is analysed using
two criteria: average annual power production of three WECs, and the
effect of the WECs on the floating platform and wind turbine expressed
in terms of the wind turbine nacelle acceleration.

The average power generated by three WECs in one environmental
condition defined by (𝐻𝑠, 𝑇𝑝, 𝑈𝑤) is evaluated as [65]:

𝑃𝑊𝐸𝐶 = 𝐵𝑝𝑡𝑜
∑

𝑖
𝜎2
�̇�𝑤𝑒𝑐,𝑖
𝑟𝑒𝑙

, (24)

where 𝐵𝑝𝑡𝑜 is the WEC PTO damping coefficient, and 𝜎�̇�𝑊𝐸𝐶,𝑖
3

denotes
the standard deviation of the relative velocity between the 𝑖th WEC
and the platform. The annual average power production of three WECs
for a particular deployment site with a known probability of occurrence
𝑂(𝐻𝑠, 𝑇𝑝, 𝑈𝑤) of each environmental condition is estimated as:

𝑃𝑊𝐸𝐶
𝑠𝑖𝑡𝑒 =

∑

10
𝑂(𝐻𝑠, 𝑇𝑝, 𝑈𝑤) ⋅ 𝑃𝑊𝐸𝐶 (𝐻𝑠, 𝑇𝑝, 𝑈𝑤). (25)

The wind turbine performance is characterised by the horizontal
omponent of the wind turbine nacelle acceleration [66]:

̈𝑛𝑎𝑐1 = 𝑞𝑓𝑜𝑤𝑡
1 + 𝑞𝑓𝑜𝑤𝑡

5 𝐿𝑡. (26)

s nacelle acceleration fluctuates around zero, it is more representative
o calculate its standard deviation 𝜎𝑞𝑛𝑎𝑐1

for each environmental con-
ition of interest. Then, the annual average standard deviation of the
acelle acceleration is calculated as:

̄𝑞𝑛𝑎𝑐1,𝑠𝑖𝑡𝑒
=
∑

10
𝑂(𝐻𝑠, 𝑇𝑝, 𝑈𝑤) ⋅ �̄�𝑞𝑛𝑎𝑐1

(𝐻𝑠, 𝑇𝑝, 𝑈𝑤). (27)

Key performance measures of the hybrid wind-wave system speci-
ied in Eqs. (25) and (27) are penalised (refer to Section 3.2) when the

EC motion exceeds the physical limits of the platform dimensions.
ue to the fact that each WEC travels along the platform’s side column,

he column’s height (𝐿𝑓𝑜𝑤𝑡
𝑠𝑐 ) can be used as a constraint to prevent

nrealistic motion of WECs. Therefore, the constraint is formulated as:

𝑓𝑜𝑤𝑡
𝑠𝑐 −𝐻𝑤𝑒𝑐 − 3𝜎𝑞𝑤𝑒𝑐,𝑖

𝑟𝑒𝑙
> 0, (28)

here 𝐿𝑓𝑜𝑤𝑡
𝑠𝑐 is the height of the CSC semi-submersible platform’s side

olumn, 𝐻𝑤𝑒𝑐 is the WEC draught, and 3𝜎𝑞𝑤𝑒𝑐,𝑖
𝑟𝑒𝑙

corresponds to 99.7% of
he WEC relative displacement in a particular sea state.
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Fig. 4. Geographical location and characteristics of four sea sites, Sydney, Gippsland, Port Lincoln, and Cliff Head.
Table 2
Characteristics and details of Sydney Sea site.

Location 34.0◦ S 152.3◦ E

Distance to shore 117 km

Water depth > 100 m

Mean wave power 19.7 kW/m

Mean wind power 1.07 kW/m2
Table 3
Characteristics and details of Gippsland Sea site.

Location 38.9◦ S 146.9◦ E

Distance to shore 16 km

Water depth 25 m

Mean wave power 4.5 kW/m

Mean wind power 0.67 kW/m2
Table 4
Characteristics and details of Port Lincoln Sea site.

Location 34.9◦ S 135.5◦ E

Distance to shore 10 km

Water depth 70 m

Mean wave power 51.7 kW/m

Mean wind power 0.68 kW/m2
7
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Table 5
Characteristics and details of Cliff Head Sea site.

Location 29.5◦ S 114.8◦ E

Distance to shore 46 km

Water depth 50 m

Mean wave power 36.6 kW/m

Mean wind power 0.52 kW/m2
Fig. 5. (a) JONSWAP wave spectrum for 𝐻𝑠 = 1.6 s, 𝑇𝑝 = 5.7 m, and 𝛾 = 3.3; (b) Kaimal wind spectrum [67] with the turbulence length scale of 170 m and turbulence intensity
of 0.12 for offshore locations.
2.5. Workflow

This section demonstrates the step-by-step procedure to evaluate the
power production of WECs and the wind turbine nacelle acceleration
for a given environmental condition 𝐻𝑠, 𝑇𝑝 and 𝑈𝑤 for WECs that have
an external radius of 𝑟𝑊𝐸𝐶 = 5 m, a draught of 𝐻𝑊𝐸𝐶 = 5 m, and PTO
parameters are set to 𝐾𝑝𝑡𝑜 = 105 N/m and 𝐵𝑝𝑡𝑜 = 105 N s/m.

Step 1. Calculate the hydrodynamic parameters of a four-body system
consisting of the floating platform and three WECs: 𝐀rad(𝜔), 𝐁rad(𝜔),
𝐊hs, and 𝐟exc(𝜔).

Step 2. Evaluate the mooring stiffness matrix for a range of platform’s
positions in surge, heave and pitch 𝐊moor(𝐪𝑓𝑜𝑤𝑡).

Step 3. Obtain the power and thrust coefficients of a 5-MW reference
wind turbine 𝐶𝑝(𝜆, 𝛽) and 𝐶𝑇 (𝜆, 𝛽).

Step 4. Set environmental conditions 𝐻𝑠, 𝑇𝑝 and 𝑈𝑤. In this test case,
the first condition from the Sydney site is used: 𝐻𝑠 = 1.6 m, 𝑇𝑝 = 5.7 m
and 𝑈𝑤 = 13 m∕s.

Step 5. Evaluate the wave (𝐻𝑠, 𝑇𝑝) → 𝑆𝜂(𝜔) and wind 𝑈𝑤 → 𝑆𝑢(𝜔)
spectra, as shown in Fig. 5.

Step 6. Calculate the power spectral density (PSD) of the wave and
wind excitation using 𝑆𝜂 and 𝐟exc:

𝐒𝐅(𝜔) = 𝑆𝜂(𝜔)𝐟𝑒𝑥𝑐 (𝜔)𝐟∗𝑒𝑥𝑐 (𝜔) + 𝑆𝑢(𝜔)𝜒2(𝜔)𝐓𝐓∗, (29)

where ()∗ denotes the conjugate transpose of a vector/matrix.

Step 7. Evaluate the hybrid system transfer function from Eq. (21):

𝐇(𝜔) =
[

−𝜔2(𝐌 + 𝐀rad) + i𝜔(𝐁rad + 𝐁eq + 𝐁pto + 𝐁WT)

+ 𝐊hs +𝐊moor +𝐊pto
]−1 , (30)

where 𝐁𝑒𝑞 = 𝟎9×9 in the first iteration.

Step 8. Calculate the PSD matrix of the system state vector 𝐪:

𝐒 (𝜔) = 𝐇(𝜔)𝐒 (𝜔)𝐇∗(𝜔). (31)
8

𝐪 𝐅
Step 9. Compute the covariance matrix of the displacement and veloc-
ity:

𝝈2
𝐪 = cov[𝐪,𝐪] = ∫

∞

0
𝐒𝐪(𝜔)𝑑𝜔, (32)

𝝈2
�̇� = cov[�̇�, �̇�] = ∫

∞

0
𝜔2𝐒�̇�(𝜔)𝑑𝜔. (33)

Step 10. Estimate the equivalent viscous damping matrix 𝐁𝑒𝑞 following
the procedure explained in [65].

Step 11. Evaluate the PSD of the relative WEC displacement 𝑞𝑤𝑒𝑐,𝑖
𝑟𝑒𝑙 and

of the wind turbine nacelle acceleration 𝑞𝑛𝑎𝑐1 using 𝐒𝐪(𝜔) and Eqs. (2)
and (26), respectively. For the case considered in this section, the
power spectral densities of the relative WEC displacement and velocity
are shown in Fig. 6. The corresponding values of the relative WEC
velocities are evaluated using Eq. (33) and equal to 𝜎2

�̇�𝑤𝑒𝑐,1
𝑟𝑒𝑙

= 0.0419,

𝜎2
�̇�𝑤𝑒𝑐,2
𝑟𝑒𝑙

= 𝜎2
�̇�𝑤𝑒𝑐,3
𝑟𝑒𝑙

= 0.0526, and the WEC power in this case would be
14.7 kW that is obtained using Eq. (24). The standard deviation of
the horizontal component of the wind turbine nacelle acceleration is
𝜎𝑞𝑛𝑎𝑐1

= 0.1316.

3. Optimisation setup

Two optimisation functions are introduced in this paper: maximi-
sation of WEC annual power production 𝑃𝑊𝐸𝐶

𝑠𝑖𝑡𝑒 , and minimisation
of the wind turbine nacelle acceleration �̄�𝑞𝑛𝑎𝑐1,𝑠𝑖𝑡𝑒

subject to the WEC
design (radius 𝑟𝑊𝐸𝐶 and draught 𝐻𝑊𝐸𝐶 ) and control parameters (PTO
stiffness 𝐾𝑝𝑡𝑜 and damping 𝐵𝑝𝑡𝑜). The design variables and their limits
are demonstrated in Table 6.

Minimise: 𝐹 (�⃗�) = [𝑓1(�⃗�), 𝑓2(�⃗�)],

⎧

⎪

⎨

⎪

⎩

𝑓1 = 1∕𝑃𝑊𝐸𝐶
𝑠𝑖𝑡𝑒

𝑓2 = �̄�𝑞𝑛𝑎𝑐1,𝑠𝑖𝑡𝑒
,

�⃗� = [𝑟𝑊𝐸𝐶 ,𝐻𝑊𝐸𝐶 , 𝐾1
𝑝𝑡𝑜,… , 𝐾𝑚

𝑝𝑡𝑜, 𝐵
1
𝑝𝑡𝑜,… , 𝐵𝑚

𝑝𝑡𝑜]
(34)
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Fig. 6. (a) PSD of the WEC relative displacement; (b) PSD of the WEC relative velocity; and (c) demonstration of how the standard deviation is calculated using the PSD values.
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Table 6
Design variables.

Parameter Unit Values

WEC outer radius (𝑟𝑊𝐸𝐶 ) m [5, 6, 7, 8, 9, 10]
WEC draught (𝐻𝑊𝐸𝐶 ) m [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]
PTO stiffness (𝐾𝑝𝑡𝑜) N/m [0. . .1010]
PTO damping (𝐵𝑝𝑡𝑜) N/(m/s) [0. . .1010]

Subject to ∶𝑔𝑖(�⃗�) ≥ 0, 𝑖 = 1, 2,… ,𝑀𝑛 (35)

ℎ𝑖(�⃗�) = 0, 𝑖 = 1, 2,… , 𝑃𝑛 (36)

𝐿𝑖 ≤ 𝑥𝑖 ≤ 𝑈𝑖, 𝑖 = 1, 2,… , 𝑁 (37)

here 𝑁 denotes the count of variables under consideration. Mean-
hile, 𝑔𝑖 and 𝑀𝑛 stand for the number and 𝑖th inequality constraints
nd ℎ𝑖 and 𝑃𝑛 represent the count and 𝑖th equality constraints. Lastly,
𝐿𝑖, 𝑈𝑖] refers to the boundaries of the 𝑖th variable.

.1. Pareto dominance

Pareto Dominance, a fundamental concept in the field of multiob-
ective optimisation, elucidates the intricate relationship among diverse
olutions in the objective space. By employing Pareto dominance as a
ivotal criterion, multiobjective optimisation techniques can furnish an
ssortment of solutions that embody the most advantageous compro-
ises between conflicting objectives. This enables decision-makers to
ake judicious selections grounded upon their individual preferences

nd priorities [68].
Suppose that there are two vectors such as: 𝑆1 =

(

𝑆11, 𝑆12,… , 𝑆1𝑘
)

nd 𝑆2 =
(

𝑆21, 𝑆22,… , 𝑆2𝑘
)

. Vector 𝑆1 dominates vector 𝑆2 (denote
s 𝑆1 ≻ 𝑆2) iff :

𝑖 ∈ {1, 2,… , 𝑘},
[

𝑓
(

𝑆1𝑖
)

≥ 𝑓
(

𝑆2𝑖
)]

∧
[

∃𝑖 ∈ 1, 2,… , 𝑘 ∶ 𝑓
(

𝑆1𝑖
)]

(38)

A solution 𝑆1 ∈ 𝑋 is called Pareto-optimal iff:

𝑆2 ∈ 𝑋 ∣ 𝐹 (𝑆2) ≻ 𝐹 (𝑆1) (39)

The set of all Pareto-optimal solutions is called the Pareto set as
ollows:

𝑆 ∶= {𝑆1, 𝑆2 ∈ 𝑋 ∣ ∃𝐹 (𝑆2) ≻ 𝐹 (𝑆1)} (40)

inally, the Pareto optimal front is a set including the objective func-
ions value for the Pareto solutions set:

𝑓 ∶=
{

𝐹 (𝑆1) ∣ 𝑆1 ∈ 𝑃𝑠
}

(41)

.2. Constraint handling

The prevalent technique within the optimisation community to
ackle limitations, especially when it comes to disparities, involves the
tilisation of penalties [69]. The concept behind the penalty function
9

s to convert a problem of constrained optimisation into one that
s unconstrained by incorporating a specific value to the objective
unction based on the extent of violation of the constraints found within
particular solution. The most commonly employed approach in opti-
isation methods is the exterior penalty method. In this way, we may

ommence with an infeasible solution and gradually progress towards
he feasible region. This function does not necessitate an initial feasible
olution. The general structure of the exterior penalty function [69] is
s follows:

(�⃗�) = 𝑓 (�⃗�) ±

[ 𝑛
∑

𝑖=1
𝑟𝑖 × 𝐺𝑖 +

𝑝
∑

𝑗=1
𝑐𝑗 ×𝐻𝑗

]

(42)

where 𝜙(�⃗�) is the modified objective function that should be optimised,
𝐺𝑖 and 𝐻𝑗 are components of inequality and equality constraints 𝑔𝑖(�⃗�)
and ℎ𝑗 (�⃗�), respectively, and 𝑟𝑖 and 𝑐𝑗 are penalty factors.

For the hybrid wind-wave system design, the constraint is governed
by the allowable displacement of WECs (refer to Eq. (28)). Introducing
a variable that corresponds to the allowable displacement of the wave
energy system in one environmental condition 𝑛:

𝛥𝑛 = 𝐿𝐹𝑂𝑊 𝑇
𝑠𝑐 −𝐻𝑊𝐸𝐶 − max

𝑖

(

3𝜎𝑞𝑊𝐸𝐶,𝑖
3

)

, 𝑖 = 1, 2, 3. (43)

The modified performance measures that take into account WEC
motion constraints are formulated as follows:

𝑃𝑊𝐸𝐶 =

⎧

⎪

⎨

⎪

⎩

max
(

1, 𝑃𝑊𝐸𝐶
𝑠𝑖𝑡𝑒 −

(

|

∑𝑁
𝑛 𝛥𝑛| × 𝑃𝑓1

)

)

+ 𝜖, if 𝛥𝑛 < 0,

𝑃𝑊𝐸𝐶
𝑠𝑖𝑡𝑒 , otherwise.

(44)

̂𝑞𝑛𝑎𝑐1
=

⎧

⎪

⎨

⎪

⎩

�̄�𝑞𝑛𝑎𝑐1,𝑠𝑖𝑡𝑒
+
(

|

∑𝑁
𝑛 𝛥𝑛|∕𝑃𝑓2

)

if 𝛥𝑛 < 0,

�̄�𝑞𝑛𝑎𝑐1,𝑠𝑖𝑡𝑒
otherwise.

(45)

The values of penalty factors are set to 𝑃𝑓1 = 100 and 𝑃𝑓2 = 10.

4. Methods

4.1. Multi-objective optimisation algorithms

Multi-objective optimisation algorithms (MOOA) are optimisation
algorithms developed to figure out problems with multiple objectives.
These algorithms are designed to discover an optimal candidate for a
problem by satisfying multiple objectives simultaneously [70,71]. By
taking into account multiple objectives in the decision-making process,
MOOA is able to propose a more comprehensive and accurate landscape
of the problem than a single-objective algorithm [72,73].

MOOA can be categorised into two primary groups: evolutionary
algorithms and multi-objective search algorithms. Evolutionary algo-
rithms involve using a population of solutions that evolve over time to
reach an optimal solution. Examples of evolutionary algorithms include
search algorithms based on genetic operators, simulated annealing, and
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Table 7
The configuration details of multi-objective optimisation methods employed in the hybrid wave-wind converter problem.

Abbreviation Full name Initial settings

1 NSGA-II [24] Non-dominated Sorting Genetic Algorithm 𝑃𝐶𝑟𝑜𝑠 = 0.7, 𝑁𝐶𝑟𝑜𝑠 = 2 × 𝑟𝑜𝑢𝑛𝑑(𝑃𝐶𝑟𝑜𝑠 ×𝑁𝑝𝑜𝑝∕2),
𝑃𝑀𝑢𝑡𝑎 = 0.4, 𝑁𝑀𝑢𝑡𝑎 = 𝑟𝑜𝑢𝑛𝑑(𝑃𝑀𝑢𝑡𝑎 ×𝑁𝑝𝑜𝑝), 𝜌 = 0.02,
𝜎 = 0.1 × (𝑀𝑎𝑥𝑣𝑎𝑟 −𝑀𝑖𝑛𝑣𝑎𝑟).

2 MOEA/D [48] Multi-Objective Evolutionary Algorithm based on
Decomposition

𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝, 𝑁𝑛𝑒𝑖 = 𝑚𝑎𝑥((0.15 ×𝑁𝑝𝑜𝑝), 2), 𝛾 = 0.5,
𝛼 = 𝑢𝑟𝑎𝑛𝑑(−𝛾, 1 + 𝛾),

3 PESA-II [44] Pareto Envelope-based Selection Algorithm 𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝, 𝑁𝐺𝑟𝑖𝑑 = 7, 𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛𝑓 = 0.1, 𝛽𝑑𝑒𝑙 = 1,
𝛽𝑠𝑒𝑙 = 2, 𝑃𝐶𝑟𝑜𝑠𝑠 = 0.5
𝑁𝐶𝑟𝑜𝑠𝑠 = 2 × 𝑟𝑜𝑢𝑛𝑑(𝑃𝐶𝑟𝑜𝑠𝑠 ×𝑁𝑝𝑜𝑝∕2), 𝑃𝑀𝑢𝑡𝑎 = 1− 𝑃𝐶𝑟𝑜𝑠𝑠,
𝑁𝑀𝑢𝑡𝑎 = 𝑁𝑝𝑜𝑝 −𝑁𝐶𝑟𝑜𝑠𝑠, 𝛾 = 0.15, ℎ = 0.3

4 MOPSO [49] Multi-Objective Particle Swarm optimisation 𝑁𝑅𝑒𝑝 = 20, 𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑊 𝑒𝑖𝑔ℎ𝑡 = 0.5, 𝐷𝑎𝑚𝑝𝑟𝑎𝑡𝑒 = 0.99 ,
𝐶𝐼 = 1, 𝐶𝐼𝐼 = 2, 𝑁𝑔𝑟𝑖𝑑 = 7, 𝛼 = 0.1, 𝛽 = 2, 𝛾 = 2,
𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒 = 0.1

5 MOGWO [31] Multiple Objective Grey Wolf optimiser 𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝, 𝛼𝑔 = 0.1, 𝑁𝐺𝑟𝑖𝑑 = 10, 𝛽𝑔 = 4, 𝛾𝑔 = 2

6 MALO [46] Multi-objective Ant Lion optimiser 𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝, 𝑟 = (𝑀𝑎𝑥𝑣𝑎𝑟 −𝑀𝑖𝑛𝑣𝑎𝑟)∕2,
𝑉𝑚𝑎𝑥 = (𝑀𝑎𝑥𝑣𝑎𝑟 −𝑀𝑖𝑛𝑣𝑎𝑟)∕10

7 MODA [47] Multi-Objective Dragonfly Algorithm 𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝,
𝑟 = (𝑀𝑎𝑥𝑣𝑎𝑟−𝑀𝑖𝑛𝑣𝑎𝑟 )

4
+ ((𝑀𝑎𝑥𝑣𝑎𝑟 −𝑀𝑖𝑛𝑣𝑎𝑟) × ( 𝑖𝑡𝑒𝑟

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
) × 2),

𝑤 = 0.9 − 𝑖𝑡𝑒𝑟 × ((0.9 − 0.2)∕𝑚𝑎𝑥𝑖𝑡𝑒𝑟),
𝐶 = 0.1 − 𝑖𝑡𝑒𝑟 × ((0.1 − 0)∕( 𝑚𝑎𝑥𝑖𝑡𝑒𝑟

2
))

8 SPEA-II [45] Strength Pareto Evolutionary Algorithm II 𝑁𝐴𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑝𝑜𝑝, 𝑃𝐶𝑟𝑜𝑠𝑠 = 0.7,
𝑁𝐶𝑟𝑜𝑠𝑠 = 2 × 𝑟𝑜𝑢𝑛𝑑(𝑃𝐶𝑟𝑜𝑠𝑠 ×𝑁𝑝𝑜𝑝∕2), 𝑃𝑀𝑢𝑡𝑎 = 0.3,
𝑁𝑀𝑢𝑡𝑎 = 𝑟𝑜𝑢𝑛𝑑(𝑃𝑀𝑢𝑡𝑎 ×𝑁𝑝𝑜𝑝), 𝛾 = 0.1, ℎ = 0.2
PSO [74]. Multi-objective search algorithms [75] involves the use of a
search space with regard to exploring an optimal solution.

In addition to these two main categories, there are also hybrid
algorithms that combine elements of both evolutionary algorithms and
multi-objective search algorithms [76]. These hybrid algorithms are
often used to improve the search process’s efficiency and accuracy.
MOOA are commonly used in a variety of fields, including renew-
able energy systems [77], engineering, economics, finance, and opera-
tions research. These algorithms are also useful in medical, aerospace,
and military applications. By taking into account multiple objectives,
MOOA can provide a more accurate picture of the problem and lead
to better decision-making. The technical settings of the multi-objective
optimisation methods applied in this study can be seen in Table 7.
𝑁𝑝𝑜𝑝 is the initial population size at 50. 𝜌 and 𝜎 are mutation rate
nd mutation step size, respectively, 𝑁𝑛𝑒𝑖 is the number of neighbours,
𝑔 is the grid inflation parameter, 𝛽𝑔 is the leader selection pressure
arameter, 𝛾𝑔 is the extra (to be deleted) repository member selection
ressure rate.

.1.1. Non-dominated Sorting Genetic Algorithm II (NSGA-II)
NSGA-II (Non-dominated Sorting Genetic Algorithm II) [24] is a

opulation-based multi-objective evolutionary algorithm (MOEA) in-
roduced by K. Deb et al. in 2002. NSGA-II is an enhanced version of the
riginal NSGA algorithm developed by Srinivas and Deb in 1995 [78].
SGA-II is a popular MOEA that is applied to figure out optimisation
roblems with multiple conflicting objectives. It is an extension of the
areto-optimal concept, which suggests that a decision is optimal if no
ther decision is better in all objectives.

The fundamental insight behind NSGA-II is to find a set of Pareto-
ptimal solutions which cannot be enhanced in one objective without
estructing the others. The approach begins by selecting a popula-
ion of random individuals, each with a set of parameters. It then
valuates the individuals and sorts them into a non-dominated front
ased on the objectives. The algorithm then uses a combination of
arious mutation and crossover operators to make the next generation
f offspring from the non-dominated front. Finally, it selects new
ndividuals and replaces the old ones in the population. NSGA-II has
een widely used [79] in a wide range of fields, such as engineering
esign, water resources management, renewable energy [80], power
ystems [81] and economics. It is also used in the design of neural
etworks, intelligent systems, and robotic control systems.
10
4.1.2. Multiple objective grey wolf optimiser (MOGWA)
One of the most popular swarm-based intelligence methods is

MOGWA [31]. Indeed, MOGWA is an extended model of GWO with
a single objective and is used to figure out MOO problems. It is
inspired by the behaviour of grey wolves in nature, where they interact
with each other to search for their prey. The algorithm works on a
population of solutions, called individuals, and evolves them towards
optimal solutions by using a set of operators. These operators include
selection, mutation and crossover. MOGWA is based on the idea of
the dominance of the fittest and makes use of the grey wolf pack
behaviour to enhance its performance and show successful performance
in power systems [82] compared with other MOO methods. MOGWA
was initially proposed by Mirjalili et al. [31] in their paper ‘‘Grey Wolf
Optimiser’’ in 2016. Since then, this algorithm has been developed to
solve various optimisation problems such as engineering design optimi-
sation, medical image segmentation, and clustering. Compared to other
multi-objective optimisation algorithms, MOGWA has demonstrated
better performance and stability [83].

4.2. Proposed new adaptive chaotic multi-objective grey wolf optimisation
method

Recent comprehensive studies manifest that the GWO application
to resolve MOO problems has seen swift growth. All these algorithms
share the same characteristic of using a predetermined-size archive ex-
ternal to the optimisation process to record the Pareto optimal solutions
and then updating the archive through various archiving strategies and
density metrics [84]. Nevertheless, very few MOGWAs consider the
importance of search strategies on the pool based on the input from the
dominant solutions that are recorded in the collection, which is a signif-
icant operation that impacts the algorithm’s convergence. Additionally,
most real engineering multi-objective problems have several boundary
restrictions that limit the search area; if a potential algorithm solution
moves beyond the search objective, then a course of action should be
taken to handle the breach of the boundary restrictions.

This paper looks to bridge the shortage between theoretical research
and practical multi-objective applications by introducing an enhanced
and chaotic version of the MOGWA algorithm with various search
strategies, referred to as DMOGWA. The DMOGWA’s key advantages
include an adaptive chaotic control search strategy and neighbourhood

search with a dynamic archive size based on the diversity of the
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population. The technical details of the DMOGWA’s components are as
follows.

4.2.1. Encircling step
Previously [31], it was mentioned that grey wolves form a social

hierarchy and encircle their quarry when hunting. This encircling
action can be simulated mathematically as follows.

�⃗� = |�⃗�.𝑍𝑝(𝑡) − �⃗�(𝑡)| (46)

⃗ (𝑡 + 1) = 𝑍𝑝(𝑡) − �⃗�.�⃗� (47)

here �⃗� represents the length between the prey coordination 𝑋𝑝 with
nother associate �⃗� in the general iteration(𝑡). Likewise, the vectors
⃗ and �⃗� recreate an essential function, holding a significant effect for
uning the exploration and exploitation demeanours and are summed
y Eqs. (48) and (50):

⃗ = 2.𝛽. ⃗𝑟𝑎𝑛𝑑1 − 𝛽 → 0 ≤ 𝑎 ≤ 2 (48)

= 2 − 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛.( 2
𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

) (49)

�⃗� = 2. ⃗𝑟𝑎𝑛𝑑2 (50)

where 𝛽 has been linearly decreased between 2 to 0 through the
runtime. 𝑟𝑎𝑛𝑑1 and 𝑟𝑎𝑛𝑑2 are random vectors between 0 and 1.

4.2.2. Hunting step
The capacity of grey wolves to recognise the whereabouts of their

prey and form a ring around them is remarkable, with the alpha wolf
usually taking the lead. Beta and delta wolves occasionally take part
in the hunt, but since the location of the prey is typically unknown
in an obscure area, simulating the hunting behaviour of these wolves
mathematically requires that the wolves with the foremost three solu-
tions are assumed to be the alpha, beta and delta wolves, respectively.
The remaining candidates are then considered omega wolves and must
revise their coordination based on the alpha, beta and delta wolves. In
this regard, the novel location of the grey wolves can be determined,
as described by the following formulas (Eqs. (51)–(53)).

�⃗�(𝑡 + 1) =
𝑍1 +𝑍2 +𝑍3

3
(51)

⃗1 = 𝑍𝛼(𝑡) − 𝐵1.𝐸𝛼 , 𝑍2 = 𝑍𝛽 (𝑡) − 𝐵2.𝐸𝛽

⃗3 = 𝑍𝛿(𝑡) − 𝐵3.𝐸𝛿
(52)

�⃗� = |𝐵1.𝑍𝛼 − �⃗�|, 𝐸𝛽 = |𝐵2.𝑍𝛽 − �⃗�|

𝐸𝛿 = |𝐷3.𝑍𝛿 − �⃗�|

(53)

.2.3. Adaptive chaotic control search step
Previous research has suggested various strategies for modifying

he hyper-parameters of GWO, but they still need to take into account
he performance of the GWO during runtime. This paper proposes a
lexible strategy for altering the control variable of multi-objective
WO. This allows the optimisation procedure to be monitored. After
pre-defined number of replications where the idea candidate in each

eneration does not exceed the alpha particle, the control parameter
hould be adjusted again. Furthermore, a chaotic sequence is embedded
y mapping it through a normalising function to provide good stability
etween exploitation and exploration. The significant contributions of
his proposed method are:

• To attain the highest outcome, a chaotic series is generated and
blended with the control variable (𝛽) for each cycle. The most ef-
fective chaotic map is employed to accomplish this [85]. Eq. (51)
11
stipulates the chaotic map (Piecewise) utilised in the adaptive
method.

𝑧𝑖+1 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑧𝑖
𝜉 0 ≤ 𝑧𝑖 < 𝜉
𝑧𝑖−𝜉
0.5−𝜉 𝜉 ≤ 𝑧𝑖 < 0.5
1−𝜉−𝑧𝑖
0.5−𝜉 0.5 ≤ 𝑧𝑖 < 1 − 𝜉
1−𝑧𝑖
𝜉 1 − 𝜉 ≤ 𝑧𝑖 < 1

, 𝜉 = 0.4 (54)

• The normalisation function should be applied periodically to even
out the erratic pattern of the sequence, with the mathematical
model of the function depicted in Eq. (55).

𝑁𝑖 = 𝜃𝑀𝑎𝑥
𝑖 − (

𝜃𝑀𝑎𝑥
𝑖 − 𝜃𝑀𝑖𝑛

𝑖
𝑀𝑎𝑥𝑖𝑡

) × 𝑖𝑡 (55)

where 𝜃𝑀𝑎𝑥
𝑖 = 0.2 and 𝜃𝑀𝑖𝑛

𝑖 = 10−4 are the highest and lowest
possible values for the normalisation function. 𝜃𝑀𝑎𝑥

𝑖 and 𝜃𝑀𝑖𝑛
𝑖 can

manage the randomness of the utilised chaotic map and alternate
between the exploration and exploitation steps cyclically. The
greatest amount of iterations in each cycle is denoted as 𝑀𝑎𝑥𝑖𝑡,
leading to the calculation of the normalised chaotic values (𝜂𝑖𝑡)
via Eq. (56).

𝜂𝑖𝑡 = 𝑁𝑖 ∗ 𝜖 (56)

where the proposed chaotic map produces the 𝜖. The chaotic
sequence is combined with the control vector 𝛽 and is defined
using Eq. (57).

𝛽 = (2 − 𝜃𝑀𝑎𝑥
𝑖 ) − (𝑖𝑡2 ×

2 − 𝜃𝑀𝑎𝑥
𝑖

𝑀𝑎𝑥2𝑖𝑡
) + 𝜂𝑖𝑡 (57)

A novel approach named CMOGWA (Combination of adaptive
chaotic control search steps with MOGWA) has been proposed as
an initial effort to enhance the performance of MOGWA in terms of
exploitation and robustness. By incorporating a chaotic sequence in the
control search step, CMOGWA aims to improve MOGWA’s exploration
capability by enabling more effective exploration of the search space
and the discovery of diverse solutions. This integration of chaos helps
mitigate the issue of premature convergence and facilitates the identi-
fication of a wide range of Pareto optimal solutions in multiobjective
optimisation problems. The embedding of a chaotic sequence within the
control search step offers the potential for significant improvements in
the performance and effectiveness of the MOGWA algorithm, ultimately
leading to enhanced optimisation outcomes in complex and challenging
optimisation scenarios.

4.2.4. Adaptive archive size based on diversity
In standard MOGWA algorithms, the archive with a fixed size serves

as a pool for non-dominated candidates discovered throughout the
optimisation process, characterising the Pareto front—a representa-
tion of the trade-offs between conflicting objectives [86]. The various
situations for updating the archive (See Fig. 7) are as follows.

• The nondominated vectors discovered during each iteration in the
primary population undergo a comparison process with the con-
tents of the repository, which is initially empty. This comparison
is performed on a one-to-one basis. If the external archive is found
to be empty, the current solution is accepted.

• However, if the new solution is dominated by any individual
within the external archive, it is automatically discarded.

• On the other hand, if none of the elements in the external popu-
lation dominates the solution attempting to enter, it is stored in
the external archive.

• In the event that the archive contains solutions that are domi-
nated by the new element, those solutions are removed from the
archive
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Fig. 7. The flowchart of updating MOGWO’s archive.
• Lastly, the adaptive grid procedure is invoked if the external
population has reached its maximum capacity. This procedure
ensures the external archive does not exceed its allowable limit.

The archive size plays a pivotal role in adjusting the convergence
speed of the algorithm. A smaller archive size facilitates faster conver-
gence by focusing on a restricted set of non-dominated solutions. In
contrast, a larger archive size prioritises maintaining a more diverse
range of solutions, which can result in a slower convergence rate
but offers improved coverage of the Pareto front [87]. However, it
is essential to note that a larger archive may include redundant or
less significant solutions, potentially diluting the quality of the overall
representation. On the other hand, a smaller archive size concentrates
on a limited set of high-quality solutions. While this focus ensures the
preservation of solutions with superior characteristics, it runs the risk of
overlooking certain regions of the Pareto front, potentially disregarding
valuable trade-off solutions.

To confront these challenges, we propose an adaptive mechanism
that adjusts to the changing circumstances and dynamically mod-
ifies the size of the archive throughout the steps of optimisation.
Our approach harnesses specific measures of diversity, particularly
the concept of crowding distance, to govern the adaptive nature of
the archive’s dimensions. Crowding distance acts as a metric, quan-
tifying the degree to which a solution is enveloped or crowded by
neighbouring solutions within the realm of objectives. It effectively
estimates the local density of solutions and plays a pivotal role in
upholding a multitude of different possibilities within the popula-
tion. A higher value of crowding distance signifies that a solution
resides within a more sparse region of the objective landscape, wherein
fewer neighbouring solutions exist in close proximity. In contrast, a
lower crowding distance implies that a solution is encircled by nearby
solutions, indicating a higher density within that particular region.
By harnessing the power of crowding distance as a benchmark, our
adaptive mechanism dynamically adjusts the archive’s size with every
iteration, ensuring that the population preserves a diverse array of
solutions and thoroughly explores the entirety of the objective space.
In order to compute the sum of the crowding distance for each solution
12
in the population, Eq. (58) is introduced.

𝑆𝑢𝑚𝑐𝑑 =
𝑁𝑝𝑜𝑝
∑

𝑖=1
(𝐼[𝑖]cd + (𝐼[𝑖 + 1]𝑚 − 𝐼[𝑖 − 1]𝑚)∕

(

𝑓mix
𝑚 − 𝑓 nin

𝑚
)

) (58)

where 𝐼[𝑖]cd is the 𝑖th solution’s crowding distance in non-dominated
pareto based on 𝑚th objective in the optimisation. 𝐼[𝑖]𝑚 is 𝑖th solution’s
𝑚th objective value. 𝑓max

𝑚 and 𝑓min
𝑚 are the maximum and the minimum

of 𝑚th objective value, respectively.

To formulate the adaptive adjustment of the archive size based
on the sum of the crowding distance, we define a threshold value,
denoted as 𝛼. If the sum of the crowding distance is less than this
threshold, it indicates that the diversity in the population is insufficient.
Therefore, the archive size should be increased as a coefficient (𝜃) of the
non-dominated solution number. Conversely, suppose the sum of the
crowding distance exceeds the threshold. In that case, it suggests that
the population is already diverse enough, and the archive size should be
decreased to maintain a more focused set of solutions. The formulation
can be expressed as follows:

𝐴𝑟𝑛𝑒𝑤

=

{

𝐴𝑟𝑠𝑖𝑧𝑒 + (𝜃 ×𝑁𝑛𝑜𝑛−𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑 ) if∑𝑁𝑝𝑜𝑝

𝑖=1 𝐼[𝑖]𝑐𝑑 < 𝛼, 0 < 𝜃 < 0.5
𝑚𝑎𝑥(𝑁𝑝𝑜𝑝

2
, 𝐴𝑟𝑠𝑖𝑧𝑒 − (𝜃 ×𝑁𝑛𝑜𝑛−𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑 )) 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(59)

Based on the analysis presented in Fig. 8, it is evident that a small
archive size (0.1 × 𝑁𝑝) exhibits rapid initial convergence; however,
it subsequently encounters challenges associated with premature con-
vergence, resulting in suboptimal optimisation outcomes. Conversely,
a bigger repository size of 20 (40% of the population) demonstrates
significantly improved performance compared to the other sizes. No-
tably, in this investigation, an adaptive archive size started at 20. It
emerged as the optimal choice, striking a balance between convergence
speed and avoiding premature convergence, thus yielding desirable
optimisation results.
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Fig. 8. The effective impact of archive size on the multi-objective optimisation method
based on the Sydney sea site.

4.2.5. Adaptive grid strategy
The MOGWO algorithm [31] incorporates an adaptive grid mecha-

nism to generate Pareto fronts that are evenly distributed. This method-
ology is derived from a modified version of the adaptive grid proposed
in Refs. [88,89]. The external archive is used to store all solutions that
are non-dominated in relation to its contents. The objective function
space is divided into regions represented by hypercubes. When an
individual is added to the external population and falls outside the
current boundaries of the grid, it is necessary to recalculate the grid
and relocate each individual within it. The adaptive grid offers compu-
tational advantages compared to niching, as it has a lower cost, except
in cases where the grid needs to be updated with each generation. In
such instances, the computational complexity would be equivalent to
niching. The adaptive grid serves the purpose of uniformly distributing
a significant number of hypercubes throughout the search space. To
achieve this objective, problem-specific information, such as the num-
ber of grid subdivisions, is necessary. By utilising the adaptive grid
mechanism, the MOGWO algorithm ensures that the obtained Pareto
fronts are well-distributed, capturing diverse, high-quality solutions
from various regions of the objective function space.

4.2.6. Leaders selection
In the standard GWO algorithm, the search procedure is steered by

three outstanding solutions referred to as alpha, beta, and delta wolves.
These commanding figures play a pivotal role in guiding other search
agents towards promising areas within the search space, intending
to discover solutions that are in proximity to the global optimum.
Nevertheless, when confronted with a multi-objective search space, the
task of comparing solutions becomes intricate due to the existence of
Pareto optimality principles. In order to tackle this issue [31], a leader
selection mechanism is implemented and employs an archive that stores
the most superior non-dominated solutions that have been acquired
thus far. The leader selection component identifies the least crowded
segments of the search space and chooses one of its non-dominated
solutions as the alpha, beta, or delta wolves. The selection procedure
uses a roulette-wheel method, where each hypercube is assigned a
particular probability.

𝑃𝑖 =
𝜁 (60)
13

𝑁𝑝𝑖
Fig. 9. Discretisation landscape of PTO parameters search space for Sydney sea site.

where 𝜁 is a constant value and should be > 1 and 𝑁𝑝 is the Pareto
optimal solutions number achieved in the 𝑖th segment.

In Eq. (60), it can be observed that hypercubes exhibiting lower lev-
els of crowding display a higher probability of suggesting novel leaders
in the MOGWO algorithm. The likelihood of selecting a hypercube as
the source of leaders increases as the number of solutions obtained
within that hypercube decreases. However, certain exceptional cir-
cumstances arise due to the stipulation of selecting three leaders as
follows.

• In this situation, the least crowded segment contains three solu-
tions; all three are randomly designated as alpha, beta, and delta
solutions.

• Moreover, in situations where the least crowded hypercube pos-
sesses fewer than three solutions, the second least crowded hy-
percube is also taken into consideration for selecting additional
leaders.

• This particular scenario is reiterated if the second least crowded
hypercube contains only one solution, whereby the delta leader
is chosen from the third least crowded hypercube. This approach
guarantees that MOGWO steers clear of selecting similar leaders
for alpha, beta, or delta.

• Consequently, the search is consistently directed towards unex-
plored or unexposed regions of the search space. The leader
selection mechanism prioritises the least crowded hypercubes
and introduces leaders from different segments if there is an
insufficient number of leaders (less than 3) in the least crowded
segment.

4.2.7. Discretisation strategy
Given the expansive array of Power Take-Off (PTO) parameters

spanning from 101 to 1010, compelling exploration across the entire
problem domain presents formidable challenges. In order to tackle this
predicament, we propose the utilisation of a discretisation technique
that facilitates the conversion of continuous PTO parameters into a
discretised space employing the logarithm function with a base of 10.
This technique effectively diminishes the dimensionality of the search
space. It simplifies the optimisation problem by confining the number
of feasible solutions and narrowing the focus of the search to specific
regions of interest. Fig. 9 illustrates the manner in which the decision
variables (PTO parameters) are discretised using the logarithm transfer
function.

By implementing the method of discretisation, the optimisation
algorithm acquires the capacity to venture into and assess potential
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Fig. 10. The distribution of PTO parameter (𝐾𝑝𝑡𝑜) for the first population of (a) MOGWA, and (b) DMOGWA with discretisation technique.
olutions in a more efficient manner within the diminished realm of
earch. The reduced scale permits swifter convergence towards the
ost optimum solutions by diminishing the burdensome extent of

xploration. Furthermore, the computational efficacy of the optimi-
ation process is amplified as the discretised space facilitates more
traightforward computations and expedites the evaluation of potential
olutions.

As can be seen in Fig. 10(a), there is an imbalanced distribu-
ion in the initialisation of the first population using a uniformly
andom generation between the continuous range of PTO parameters
1.0E+1,1.0E+10). This imbalanced issue can be solved using the pro-
osed discretisation method introduced above, which can be observed
n Fig. 10(b). This technique has a constructive impact on the optimi-
ation method to start the search using diverse configurations of the
latform.

To have a review of the technical details of the DMOGWA’s steps,
e list and detail them, which can be seen in Algorithm 1.

. Numerical results and discussions

.1. Landscape analysis

Landscape analysis is a technique used in optimisation problems
o gain insight into the shape and characteristics of the objective
unction’s landscape. The objective function’s landscape refers to the
elationship between the input parameters and the function’s output
alues. A landscape analysis of an optimisation problem involves eval-
ating the objective function over a range of input parameters and
xamining the resulting output values. This analysis can help identify
andscape features that may influence optimisation, such as peaks,
alleys, and plateaus [90].

Some standard techniques used in landscape analysis include: (I)
isualisation: Creating 3D plots or heat maps of the objective function’s
utput values as a function of the input parameters can help identify
andscape features, such as multiple local optima or narrow ridges. (II)
ocal search: Applying local search algorithms to sample the objective
unction’s landscape around a given input point can help to identify
ocal optima and estimate the size of the basins of attraction. (III) Ran-
om sampling: Randomly sampling the objective function’s landscape
ver a wide range of input parameters can help identify the optimal
istribution and the landscape’s ruggedness. (IV) Sensitivity analysis:
valuating the sensitivity of the objective function’s output values to
mall changes in the input parameters can help to identify regions of
he landscape that are particularly sensitive to perturbations.
14
Algorithm 1 Adaptive Chaotic Multi-objective Grey Wolf Optimisation
Method
1: procedure DMOGWA
2: 𝐈𝐧𝐢𝐭𝐢𝐚𝐥𝐢𝐬𝐞 parameters 𝑎, 𝐴, 𝐶, 𝜃𝑀𝑎𝑥

𝑖 , 𝜃𝑀𝑖𝑛
𝑖 , 𝜌 𝑎𝑛𝑑 𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑁

3: 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 = [], 𝑁𝑝 = 50 ⊳ Initialise archive, Population size
4: S = {⟨𝑟1,𝐻1, 𝐵1

𝑘1
, ..., 𝐵1

𝑘10
, 𝐵1

𝑑1
, ..., 𝐵1

𝑑10
⟩,…

, ⟨𝑟𝑁𝑝,𝐻𝑁𝑝, 𝐵
𝑁𝑝
𝑘1

, ..., 𝐵𝑁𝑝
𝑘10

, 𝐵𝑁𝑝
𝑑1

, ..., 𝐵𝑁𝑝
𝑑10

⟩} ⊳ Initial Population
5: < 𝑃𝑊𝐸𝐶 , �̂�𝑞𝑛𝑎𝑐1

>= 𝐸𝑣𝑎𝑙([𝑆1, 𝑆2,… , 𝑆𝑁𝑝]) ⊳ Evaluate Layouts
6: 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑁𝑜𝑛-𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑(S) ⊳ Find the non-dominated solutions and

update archive
7: 𝑋𝛼=The best layout from ⟨𝑎𝑟𝑐ℎ𝑖𝑣𝑒⟩ ⊳ Find three best layouts
8: 𝑋𝛽=The second best layout from ⟨𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ∉ 𝑋𝛼⟩

9: 𝑋𝛿=The third best layout from ⟨𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ∉ 𝑋𝛼 , 𝑋𝛽⟩

10: while stillTime() do
11: for 𝑖 in [1, .., 𝑁𝑝] do
12: Update 𝑆𝑖 by Equation (51)
13: if 𝑆𝑖 is not feasible then
14: 𝑓 (𝑆𝑖) = 𝑓 (𝑆𝑖) + 𝑃𝑒𝑛𝑎𝑙𝑡𝑦(𝑆𝑖) ⊳ Compute violation and apply

penalty
15: end if
16: end for
17: < 𝑃𝑊𝐸𝐶 , �̂�𝑞𝑛𝑎𝑐1

>= 𝐸𝑣𝑎𝑙([𝑆1, 𝑆2,… , 𝑆𝑁𝑝]) ⊳ Evaluate Layouts
18: 𝑁𝑑𝑠 = 𝑁𝑜𝑛-𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑(S) ⊳ Find Non-dominated solutions
19: 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 = 𝑈𝑝𝑑𝑎𝑡𝑒(𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ∪𝑁𝑑𝑠)
20: Update 𝑎𝑟𝑐ℎ𝑖𝑣𝑒𝑠𝑖𝑧𝑒 by Equation (59)
21: if 𝑎𝑟𝑐ℎ𝑖𝑣𝑒𝑠𝑖𝑧𝑒 > 𝑀𝑎𝑥𝑠𝑖𝑧𝑒 then ⊳ if archive is full
22: 𝑎𝑟𝑐ℎ𝑖𝑣𝑒= Grid Mechanism(𝑎𝑟𝑐ℎ𝑖𝑣𝑒) ⊳ Remove worst solution from

archive
23: 𝑎𝑟𝑐ℎ𝑖𝑣𝑒= Add(𝑆𝑛𝑒𝑤)
24: end if
25: Update 𝑁𝑖 and 𝜂𝑖𝑡𝑒𝑟 by Equation (55),(56)
26: Update 𝑎, 𝐴 and 𝛽 by Equation (57),(50),(49)
27: if 𝑆𝑛𝑒𝑤 ∉ ℎ𝑦𝑝𝑒𝑟𝑐𝑢𝑏𝑒𝑠 then ⊳ If recently added candidates to the

archive are located outside the hypercubes
28: Update grids to cover 𝑆𝑛𝑒𝑤
29: end if
30: Update 𝑋𝛼 , 𝑋𝛽 and 𝑋𝛿
31: end while
32: return 𝑎𝑟𝑐ℎ𝑖𝑣𝑒, 𝑃𝑊𝐸𝐶 , �̂�𝑞𝑛𝑎𝑐1

⊳ Pareto-front
33: end procedure

By understanding the characteristics of the objective function’s
landscape, optimisation algorithms can be designed or tailored to ex-
plore or exploit the landscape features better. Landscape analysis is
particularly useful for optimisation problems that are non-convex and
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Fig. 11. Statistical analysis of (a) power output, (b) nacelle acceleration of wind turbine, (c) sum violation of allowable displacement based on the Sydney sea site, (𝐾𝑝𝑡𝑜 = 𝐵𝑝𝑡𝑜).
The radius and draught of the hybrid model are set {5 ≤ 𝑟𝑊𝐸𝐶 ≤ 10} and {5 ≤ 𝐻𝑊𝐸𝐶 ≤ 15}. Therefore, each box shows the distribution of all combinations of radius and height.
high-dimensional, where there may be multiple local optima, and the
global optimum is challenging to locate.

In this regard, we use the grid search method to implement a simple
landscape analysis of the hybrid wave-wind model and investigate
the impact of both damping (𝐾𝑝𝑡𝑜) and spring (𝐵𝑝𝑡𝑜) PTO parameters
combined with the radius of the WECs and draught, their distance
from the floating wind turbine. Fig. 11 shows the statistical results
of absorbed power output, wind turbine nacelle acceleration and the
violation occurred by the unallowable displacements of floating WECs.
To simplify the model, we assume the same 𝐾𝑝𝑡𝑜 and 𝐵𝑝𝑡𝑜 values.
Fig. 11 shows that the highest power output may be obtained with
𝐾𝑝𝑡𝑜 = 𝐵𝑝𝑡𝑜 = 1.0𝐸 + 5. However, this range of PTO values makes a
considerable level of violation (< 5). To have the minimum violation
and infeasible configurations where both 𝐾𝑝𝑡𝑜 and 𝐵𝑝𝑡𝑜 parameters are
equal, we recommend using the PTO coefficients greater than 1.0𝐸 +
6. In contrast with statistical violation distribution, the best nacelle
acceleration results observed for 𝐾𝑝𝑡𝑜 and 𝐵𝑝𝑡𝑜 are less than 1.0𝐸 + 5.

In the landscape analysis conducted on hybrid wave-wind systems,
we evaluated the model’s performance by examining the feasible WEC’s
range of radius and draught along with predefined values of 𝐾𝑝𝑡𝑜 and
𝐵𝑝𝑡𝑜, as depicted in Fig. 12(a) and (b). The key finding of utmost
significance revealed that the optimal size of the WEC’s radius and
draught is less than seven, enabling efficient power absorption, as
illustrated in Fig. 12(c). It is noteworthy that all ten values of 𝐾𝑝𝑡𝑜,
as well as 𝐵 , were assumed to be identical. However, we observed
15

𝑝𝑡𝑜
that the optimal ranges for minimising nacelle acceleration differ con-
siderably, as evidenced in Fig. 12(d). This conflicting behaviour serves
as a compelling motivation for treating this optimisation problem as
a multi-objective concept. Additionally, Fig. 12(e) visually represents
the feasible (dark blue) and infeasible ranges of radius and draught,
thereby establishing the presence of a constraint optimisation problem.

To investigate the influence of different PTO configuration values,
we conducted a comprehensive landscape analysis of the radius and
draught parameters in conjunction with various PTO values, namely
1.0e3, 1.0e5, 1.0e6, and 1.0e9. Fig. 13 presents the outcomes of this
analysis. Notably, the optimal range of radius and draught for maximis-
ing power output strongly depends on the PTO values. Precisely, as the
PTO values increase, the optimal radius size shifts from five to ten while
the optimal draught range decreases to its minimum value. Turning
attention to the nacelle acceleration landscape, depicted in the second
column of Fig. 13, it becomes evident that lower PTO values (e.g., 1.0e3
and 1.0e5) generate multi-modal and complex search landscapes. In
these cases, the optimal radius range lies between nine and ten, while
it extends above ten for draught. Similar to the power landscape obser-
vations, increasing PTO values shifts the optimal draught zone towards
smaller values. Finally, the violation landscape, presented in the third
column of Fig. 13, confirms our expectations. All configurations of
radius and draught yield feasible fitness values for PTO parameters
greater than 1.0e5. However, for lower PTO values, violations are
observed in cases where the draught exceeds 12. In summary, these
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Fig. 12. Landscape analysis of the hybrid wave-wind model: (a) spring coefficient of PTO, (b) damping coefficient of PTO, (c) hybrid power output factor (should be maximised),
(d) nacelle acceleration of wind turbine (should be minimised), (d) sum violation of allowable displacement.
experimental analyses highlight the intricate and nonlinear relationship
between PTO parameters and the radius and draught.

5.2. Hypervolume comparison

In multi-objective optimisation, the hypervolume indicator is a
performance metric that measures the quality of a set of solutions,
also known as a Pareto front or Pareto set, regarding its coverage
of the objective space. The objective space is the multi-dimensional
space defined by the values of the objective functions that are being
optimised. The hypervolume indicator calculates the volume of the
objective space dominated by the set of solutions being evaluated.

The hypervolume indicator is defined as the volume of the objective
space that is dominated by the set of solutions being evaluated and is
bounded by a reference point, which is typically set to be the origin of
the objective space [91]. The hypervolume indicator is a widely utilised
metric in multi-objective optimisation due to its assortment of desirable
attributes. It possesses the capability of being easily computed, adapt-
able to high-dimensional issues, and responsive to both the convergence
and diversity of the set of solutions. Furthermore, it presents a valuable
comparative metric for varied solutions or alternative algorithms. In
order to compute the hypervolume indicator, it is customary to initially
aggregate the hypervolume contribution of each solution within the
set. This contribution refers to the volume of the objective space
dominated by the respective solution and bounded by the reference
point. Subsequently, the hypervolume contribution of each solution is
summed to derive the overall hypervolume of the solution set. The
higher the hypervolume, the more favourable the solution is set.

Fig. 14 indicates that the relatively best-performed multi-objective
methods are MOPSO and MOGWA in terms of the maximum hypervol-
ume of the Pareto front compared with other optimisation algorithms.
Moreover, SPEA-II performance is competitive and robust, with the
minimum STD for ten independent runs. MODA shows the lowest
16
performance among all methods considered in this study. Further-
more, MOEAD is not as robust as other methods as it shows a wide
spread in the calculated Hypervolume. Other methods show a similar
performance with a small STD.

5.3. Convergence speed comparison

For several reasons, the convergence rate plays a crucial role in eval-
uating multi-objective optimisation (MOO) methods. Firstly, it offers
valuable insights into the efficacy of optimisation methods in navigat-
ing the search space and enhancing the quality of the best solutions
discovered throughout the iterations [92]. A higher convergence rate
signifies the ability of a method to rapidly approach nearly optimal so-
lutions, thereby demonstrating its efficiency in exploring the objective
space. Additionally, the convergence rate enables a fair comparison of
optimisation methods, especially when considering the constraints of
computational resources. MOO methods often operate within limited
computational budgets, and evaluating them based on the number of
iterations may be challenging. In such scenarios, the convergence rate
becomes an invaluable metric as it quantifies the rate of improvement
in objective values within a predetermined number of iterations or
computational budget, making it a suitable criterion for comparison.
By assessing the convergence rate, researchers and practitioners can
evaluate the efficiency and effectiveness of various MOO methods in
achieving desirable solutions within a given computational budget. This
metric provides a quantitative measure of the performance of these
methods in terms of solution quality and the trade-off between explo-
ration and exploitation, thereby facilitating informed decision-making
in selecting an appropriate MOO method for a specific problem.

Furthermore, the performance of optimisation evolutionary-based
algorithms can exhibit fluctuations during each execution due to the
stochastic characteristics of the elements engaged. By conducting mul-
tiple iterations of the algorithms, one can observe the fluctuation in

performance and evaluate the algorithm’s robustness and stability.
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Fig. 13. Landscape analysis of the hybrid wave-wind model: first column, hybrid power output factor (should be maximised), second column, the nacelle acceleration of wind
turbine that should be minimised, and third column is the sum violation of allowable displacement.
Running the algorithms multiple times can furnish a more exhaustive
comprehension of the behavioural patterns and effectiveness of the
algorithm. In this regard, we demonstrate the WECs power output
convergence speed of eight multi-objective optimisation methods with
a standard deviation shadow of ten runs that can be seen in Fig. 15.
This figure shows that most of the algorithms are fully converged,
17
and extending the runtime cannot improve the Pareto front, except
for NSGA-II. Secondly, the best solutions found by CMOGWA and
DMOGWA proposed the highest WEC power output compared with oth-
ers. In terms of robustness through ten runs, DMOGWA demonstrated
a high level of stability against the random behaviour of the other
methods.
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Table 8
Statistical details of Bi-objective optimisation of the hybrid wave-wind converter model using eight multi-objective optimisation methods based on the Sydney sea site.

WEC annual power

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 1.600E+02 4.906E+01 4.288E+03 1.125E+04 1.133E+03 5.061E+02 5.713E+03 4.778E+03 3.286E+04 5.638E+04
Max 2.174E+02 3.282E+03 3.353E+04 1.443E+05 4.287E+04 2.325E+04 1.970E+04 2.315E+04 1.908E+05 2.053E+05
Mean 1.866E+02 1.134E+03 1.373E+04 8.779E+04 1.390E+04 1.061E+04 1.012E+04 1.565E+04 1.040E+05 1.193E+05
Median 1.853E+02 6.468E+02 1.033E+04 9.565E+04 7.362E+03 9.778E+03 7.710E+03 1.740E+04 8.472E+04 1.018E+05
STD 1.750E+01 1.221E+03 8.794E+03 4.084E+04 1.354E+04 7.347E+03 5.356E+03 6.325E+03 6.049E+04 4.904E+04

Wind turbine nacelle acceleration

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 2.977E−01 1.004E−01 1.009E−01 1.162E−01 1.082E−01 1.520E−01 1.118E−01 1.174E−01 1.124E−01 1.383E−01
Max 3.243E−01 1.465E−01 1.034E−01 1.865E−01 1.483E−01 2.078E−01 1.235E−01 1.888E−01 1.482E−01 1.653E−01
Mean 3.217E−01 1.171E−01 1.014E−01 1.355E−01 1.285E−01 1.710E−01 1.160E−01 1.620E−01 1.239E−01 1.506E−01
Median 3.243E−01 1.045E−01 1.010E−01 1.282E−01 1.265E−01 1.642E−01 1.151E−01 1.713E−01 1.251E−01 1.479E−01
STD 8.427E−03 1.975E−02 8.147E−04 2.100E−02 1.265E−02 1.794E−02 3.719E−03 2.144E−02 9.971E−03 9.941E−03
Fig. 14. Hypervolumes covered by the final populations of eight multi-objective
optimisation algorithms in Sydney sea site.

To support the convergence rate observations, Tables 8, 9, 10, and
11 report the statistical results of best-found configurations of the pro-
posed method compared with eight other well-known multi-objective
optimisation methods for the average power output and nacelle accel-
eration of wind turbines in Sydney, Port Lincoln, Gippsland, and Cliff
Head sea site, respectively. It is crystal clear that the proposed method
(DMOGWA) considerably outperforms all other methods in terms of the
absorbed power output of WECs in four sea sites. However, in order to
minimise nacelle acceleration in the Sydney site, MALO and PESA-II
perform better and find solutions with lower coefficients (1.014E−01
and 1.16E−01) than DMOGWA.

The comparative optimisation results for the Port Lincoln sea site
are presented in Table 9. Regarding average WEC annual power, the
most effective method is DMOGWA, exhibiting power improvements
of 80.2%, 98.9%, and 243.2% compared to CMOGWA, MOGWA, and
MOPSO, respectively. Conversely, in the context of minimising wind
turbine nacelle acceleration, MOEAD demonstrates superior perfor-
mance, surpassing DMOGWA by a margin of 24.79%, securing the top
rank among other multi-objective optimisation methods. The superior
performance of MOEAD in minimising nacelle acceleration may be
attributed to its emphasis on exploration through the decomposition
of the multi-objective problem into subproblems and their subsequent
optimisation. This decomposition approach enables MOEAD to explore
a wide range of solutions throughout the objective space, facilitating
the discovery of diverse and promising solutions. Conversely, MOGWA,
a population-based algorithm inspired by particle social behaviour,
18
exhibits a stronger tendency towards exploitation, concentrating on
refining and enhancing the current population of solutions. In situations
where exploration plays a critical role, MOEAD’s exploration-oriented
strategy proves advantageous, leading to improved performance in
specific objectives.

In the sea sites of Gippsland and Cliff Head, the proposed op-
timisation method, DMOGWA, exhibited significant superiority over
two other variants of the GWO, MOPSO and other evolutionary-based
methods. This superiority was observed in two objectives: maximising
the annual power of the WEC and minimising the nacelle acceleration.
Detailed results can be found in Table 10 and 11.

When it comes to optimising the total power of WEC according to
the results in Table 10, the performance of the DMOGWA stands out,
surpassing both the MOGWA and the MOPSO approaches. DMOGWA
exhibits remarkable advancement, achieving a power increase of 330%
and 372% compared to MOGWA and MOPSO, respectively. The notable
enhancement in DMOGWA’s performance can be attributed to several
factors. Firstly, a key element is the incorporation of a chaotic sequence,
which is mapped through a normalising function. This mapping pro-
cess ensures a delicate balance between exploitation and exploration,
promoting stability within the optimisation process. This equilibrium
allows DMOGWA to navigate the search space efficiently, effectively
identifying optimal solutions. Besides, DMOGWA utilises a discretisa-
tion technique that plays a crucial role in achieving superior results.
Continuous PTO parameters are transformed into a discretised space by
employing the logarithm function with a base of 10. This technique ef-
fectively reduces the dimensionality of the search space, simplifying the
optimisation problem. Consequently, the number of feasible solutions is
confined, enabling DMOGWA to focus its search on specific regions of
interest. This targeted approach enhances the algorithm’s efficiency and
effectiveness, leading to improved performance in power optimisation
for WECs.

To develop a fair comparative framework and evaluate the effi-
ciency of the proposed method, we run all multi-objective optimisation
methods with the same population size and iteration. Fig. 16 indicates
the convergence of average WECs power out (part a) and a comparison
between DMOGWA, CMOGWA and standard MOGWA (part b) of the
best configuration over time for the whole of the methods. As can be
seen in Fig. 16, DMOGWA and CMOGWA converged rapidly, yielding
designs that exhibit high power outputs and consistently outperform
the other techniques. Notably, Fig. 16(b) reveals an intriguing and
significant observation: DMOGWA initiates the optimisation process
with a higher level of configuration power. This outcome is primarily
attributed to the Discretisation strategy, which ensures a balanced
distribution of PTO parameters within the initial population (as de-
picted in Fig. 10). On the other hand, in Fig. 17 MOEAD and PESA-II
quickly converged into the local optimum of the nacelle coefficient with

low values (less than 0.15) in the initial 500 evaluation numbers and
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Fig. 15. The optimisation convergence rate for ten multi-objective optimisation methods based on the Sydney sea site. The main line shows the average performance of each
generation. Each method runs ten times independently, with different random solutions generated in the initial generation.
Table 9
Statistical details of the hybrid wave-wind model using the proposed and nine popular multi-objective optimisation methods based on the Port Lincoln sea site.

WEC annual power

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 1.187E+03 2.982E+02 7.444E+02 1.038E+04 4.590E+04 2.545E+04 1.520E+04 1.175E+04 4.725E+04 2.003E+05
Max 4.658E+03 5.734E+03 4.695E+04 2.191E+05 1.402E+05 5.958E+04 5.043E+04 7.119E+04 2.191E+05 3.569E+05
Mean 2.193E+03 3.511E+03 1.407E+04 1.415E+05 8.204E+04 3.668E+04 3.400E+04 3.919E+04 1.561E+05 2.815E+05
Median 1.930E+03 3.489E+03 7.459E+03 1.546E+05 7.606E+04 3.397E+04 3.775E+04 4.006E+04 1.739E+05 2.817E+05
STD 1.009E+03 1.789E+03 1.679E+04 7.535E+04 3.487E+04 1.025E+04 1.203E+04 2.094E+04 6.324E+04 5.727E+04

Wind turbine nacelle acceleration

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 4.853E−01 6.509E−02 6.528E−02 1.161E−01 1.114E−01 1.961E−01 8.728E−02 8.264E−02 1.161E−01 9.512E−02
Max 7.353E−01 1.799E−01 5.240E−01 3.831E−01 4.793E−01 5.150E−01 4.351E−01 4.029E−01 2.674E−01 1.961E−01
Mean 7.012E−01 1.098E−01 2.225E−01 2.151E−01 2.678E−01 2.956E−01 2.585E−01 2.779E−01 1.965E−01 1.460E−01
Median 7.352E−01 6.558E−02 1.696E−01 2.077E−01 2.380E−01 2.847E−01 2.392E−01 2.913E−01 2.007E−01 1.468E−01
STD 7.821E−02 5.756E−02 1.510E−01 7.388E−02 1.043E−01 9.888E−02 9.879E−02 9.908E−02 4.717E−02 2.822E−02
outperformed others; however, MALO searchability could surpass both
MOEAD and PESA-II after 1000 evaluation number.

To expand our evaluation of the proposed multi-objective opti-
misation method (DMOGWA), we compared it with nine well-known
methods that use different algorithms and strategies to balance two
conflicting objectives at the Cliff Head sea site. Among the ten tech-
niques, DMOGWA emerged as the clear leader in terms of conver-
gence speed in maximising the average power of WEC (as shown in
Fig. 18(a)). DMOGWA demonstrated an impressive ability to converge
19
to feasible solutions with high power output from the WEC, making it
highly effective in finding a trade-off between maximising power gener-
ation and minimising nacelle acceleration. This also means DMOGWA
can help maintain the structural integrity of the wind turbine.

Furthermore, Fig. 18(a) shows that CMOGWA, while not as ro-
bust as DMOGWA, still performed well and had the second-best con-
vergence rate. CMOGWA’s ability to converge to near-optimal solu-
tions relatively quickly indicates it has the potential for achieving a
favourable balance between power generation and nacelle acceleration.
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Table 10
The hybrid wave-wind model optimisation results using the proposed and nine popular multi-objective optimisation methods based on the Gippsland sea site.

WEC annual power

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 8.612E+01 1.520E+02 2.407E+01 6.968E+02 1.747E+03 3.077E+02 8.032E+02 1.534E+03 1.052E+03 2.317E+04
Max 2.958E+02 2.870E+03 9.296E+03 1.697E+04 1.243E+04 6.665E+03 1.208E+04 8.979E+03 1.697E+04 3.599E+04
Mean 1.549E+02 8.907E+02 3.012E+03 6.456E+03 5.896E+03 2.583E+03 4.561E+03 4.485E+03 7.096E+03 2.782E+04
Median 1.528E+02 6.329E+02 1.994E+03 3.970E+03 5.173E+03 2.264E+03 3.670E+03 3.787E+03 4.118E+03 2.742E+04
STD 6.079E+01 8.452E+02 3.119E+03 5.806E+03 3.177E+03 1.799E+03 3.633E+03 2.594E+03 5.772E+03 3.933E+03

Wind turbine nacelle acceleration

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 1.620E−01 8.475E−02 6.191E−02 8.096E−02 6.636E−02 6.327E−02 7.486E−02 7.990E−02 8.096E−02 7.792E−02
Max 2.018E−01 1.193E−01 1.794E−01 1.802E−01 1.364E−01 1.871E−01 1.479E−01 1.798E−01 1.762E−01 1.119E−01
Mean 1.978E−01 9.771E−02 1.071E−01 1.158E−01 9.582E−02 1.134E−01 1.102E−01 1.204E−01 1.086E−01 8.837E−02
Median 2.017E−01 9.391E−02 1.045E−01 9.812E−02 8.665E−02 1.141E−01 1.105E−01 1.198E−01 9.682E−02 8.715E−02
STD 1.258E−02 1.050E−02 3.181E−02 3.757E−02 2.308E−02 3.301E−02 2.217E−02 2.974E−02 3.182E−02 9.261E−03
Table 11
The hybrid wave-wind model optimisation results using the proposed and nine popular multi-objective optimisation methods based on the Cliff Head sea site.

WEC annual power

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 7.511E+02 1.158E+02 9.971E+01 3.663E+02 3.352E+04 2.355E+04 1.461E+04 8.955E+03 1.364E+03 1.232E+05
Max 2.019E+03 3.838E+03 1.211E+05 2.032E+05 1.054E+05 5.012E+04 5.597E+04 6.506E+04 2.032E+05 2.254E+05
Mean 1.106E+03 2.220E+03 1.991E+04 8.791E+04 6.933E+04 3.398E+04 3.164E+04 2.849E+04 9.764E+04 1.671E+05
Median 9.790E+02 2.717E+03 2.084E+03 8.384E+04 7.110E+04 3.261E+04 3.116E+04 2.707E+04 9.751E+04 1.547E+05
STD 3.935E+02 1.421E+03 3.765E+04 6.392E+04 2.519E+04 9.555E+03 1.350E+04 1.519E+04 5.943E+04 4.159E+04

Wind turbine nacelle acceleration

MODA MOEAD MALO MOGWA MOPSO NSGA-II PESA-II SPEA-II CMOGWA DMOGWA

Min 4.225E−01 5.476E−02 5.461E−02 1.379E−01 7.731E−02 1.244E−01 9.413E−02 1.029E−01 1.379E−01 9.373E−02
Max 6.197E−01 1.659E−01 5.031E−01 3.663E−01 2.695E−01 3.519E−01 3.305E−01 3.550E−01 3.663E−01 1.427E−01
Mean 5.943E−01 1.154E−01 2.392E−01 2.104E−01 1.991E−01 2.564E−01 1.940E−01 2.387E−01 1.994E−01 1.134E−01
Median 6.197E−01 1.464E−01 2.270E−01 1.826E−01 2.085E−01 2.585E−01 1.916E−01 2.440E−01 1.647E−01 1.113E−01
STD 6.151E−02 5.044E−02 1.282E−01 7.620E−02 5.920E−02 7.350E−02 7.694E−02 7.467E−02 7.205E−02 1.603E−02
Fig. 16. The convergence rate of the average best-so-far solution’s (a) power output of three WECs obtained (should be maximised) by nine multi-objective optimisation algorithms
and (b) the proposed method (CMOGWA and DMOGWA) based on the best-found solution so far for each generation in Sydney sea site.
In contrast, MOPSO lagged behind the other three methods regarding
convergence performance, showing slower convergence and less im-
pressive results regarding power generation and nacelle acceleration
minimisation. However, it is important to note that MOPSO may still
have unique strengths or characteristics applicable in specific contexts.
Further investigation is necessary to understand its potential fully.

To gain a comparative understanding of the convergence rates of ten
optimisation methods in minimising the nacelle acceleration parameter,
20
we conducted a comprehensive experiment consisting of ten indepen-
dent runs for each optimiser. The results of this experiment are depicted
in Fig. 18(b). Upon analysing the figure, it becomes evident that the
MOEAD method exhibited the most rapid convergence speed during
the initial 1000 evaluations. However, it struggled to improve the
Pareto front effectively as the optimisation progressed. While MOEAD
showed promising early performance, it eventually failed to achieve
optimal solutions and may converge to a local optimum. In contrast, the
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Fig. 17. The convergence rate of the average best-so-far solution’s wind turbine nacelle
cceleration (should be minimised) by eight multi-objective optimisation algorithms and
he proposed method (CMOGWA and DMOGWA) based on the best-found solution so
ar for each generation in Sydney sea site.

MOGWA optimiser emerged as the top performer when considering
he entire computational budget (See Fig. 18(b)). It consistently out-
erformed the other nine methods throughout the experiment, show-
asing its superiority in finding high-quality solutions. DMOGWA’s
bility to surpass the competition and yield optimal results demon-
trates its effectiveness in minimising the nacelle acceleration parame-
er. The findings highlight that while MOEAD exhibited rapid initial
onvergence, it struggled to improve over time. On the other hand,
MOGWA consistently delivered exceptional results and outperformed

ts counterparts.
Fig. 19 presents the box-and-whisker plots depicting the perfor-

ance comparison of ten multi-objective optimisation methods in opti-
ising the total absorbed power across four sea sites. This visualization

oncisely summarises the optimisation results, capturing central ten-
ency, dispersion, and potential outliers. The plot comprises a box
epresenting the interquartile range (IQR), a line within the box in-
icating the median, and ‘‘whiskers’’ or lines extending from the box
o display the data range. A key observation from the plot is the
uperior median performance of the DMOGWA compared to other
ethods. Additionally, the variance performance of DMOGWA stands

ut when considering the configurations with high power proposed by
his method. It is important to note that the comparison scale in the
lot is logarithmic, enabling better observation and comparison.

Among the ten optimisation methods evaluated, the second and
hird best-performing optimisers were CMOGWA and MOPSO, respec-
ively. These optimisers demonstrated commendable performance
cross various sea sites and wave scenarios. In particular, CMOGWA
howcased competitive performance compared to the top-performing
MOGWA method, except for the optimisation results obtained at the
ippsland Sea site. CMOGWA consistently proposed settings with good-
uality solutions, indicating its effectiveness in optimising the problem
t hand. This observation highlights CMOGWA as a strong contender
or achieving high-quality results, making it a promising choice for
ultiobjective optimisation tasks. Additionally, Fig. 19 revealed an in-

riguing finding regarding the effectiveness of DMOGWA. Remarkably,
MOGWA displayed high robustness and independence across different

ea sites and wave scenarios. It consistently delivered outstanding
erformance across all four sea sites, underscoring its reliability and
fficacy as an optimisation method. This robustness makes DMOGWA
valuable choice for addressing multiobjective optimisation problems

n various real-world scenarios.
21
To facilitate a comprehensive comparison of ten multi-objective op-
timisation methods in terms of minimising nacelle acceleration, Fig. 20
showcases four boxplots. In the case studies of Gippsland and Cliff
Head, the proposed method, DMOGWA, demonstrates a notable level
of performance, surpassing other methods with remarkable robustness.
Conversely, MOEAD emerges as the best-performing method in the
Port Lincoln site, followed by DMOGWA. The optimisation results
diverge in the Sydney site, where MALO and PESA-II exhibit desir-
able effectiveness in minimising nacelle acceleration. These findings
highlight the varying performance of the multi-objective optimisation
methods across different study sites, underscoring the importance of
tailoring the method selection to each site’s specific characteristics and
requirements.

5.4. Pareto front coverage and solutions

As we are faced with a bi-objective optimisation problem, having
a landscape of all the best-found feasible solutions proposed by nine
methods can be helpful. Pareto front coverage serves as an evaluative
measure that measures the effectiveness of a multi-objective optimi-
sation technique in approximating the Pareto front. The Pareto front
represents the optimal set of solutions in the objective space, where
enhancing one objective comes at the cost of deteriorating at least
one other objective. To assess the Pareto front coverage, the solutions
generated by the technique are compared to the actual Pareto front if
it is already known or obtainable through alternative means, such as
a reference set of solutions. This metric quantifies the degree to which
the solutions encompass the Pareto front and how well they capture its
shape and distribution. A technique that demonstrates superior Pareto
front coverage produces various solutions spanning the Pareto front,
comprehensively capturing the trade-offs. This implies that the method
has the capacity to generate solutions that represent a wide range
of objective combinations, thereby providing decision-makers with an
extensive selection of trade-off options.

Fig. 21 shows the Pareto front and solution distribution of the last
population for all procedures, and a zoomed version is shown on the
right side. The most important observation of Fig. 21(b) is that the
proposed method (CMOGWA) could find several feasible solutions with
a high level of power output combined with low nacelle accelera-
tion values. These Pareto front observations support the considerable
performance of CMOGWA compared with other optimisation methods.

Fig. 22 indicates that DMOGWA exhibits remarkable convergence
and coverage capabilities when optimising the performance of the
hybrid platform across the four sea sites in both objectives. Mov-
ing forward, upon careful examination of Fig. 22, it becomes ev-
ident that DMOGWA consistently demonstrates fewer values and a
narrower distribution of the IGD metric in most cases. This observation
highlights the significant superiority of DMOGWA when compared to
state-of-the-art MOEAs.

The primary benefit of the adaptive chaotic control search step is
that it empowers DMOGWA to dynamically modify the step size, taking
into account the intricate nature of the fitness landscape and the current
state of the search. By infusing the algorithm with chaotic behaviour,
it becomes capable of delving into the vast solution space with more
remarkable thoroughness during the initial optimisation stages, all the
while honing in on exploitation and convergence as the optimisation
progresses. This delicate balance between exploration and exploitation
serves as a guiding light for DMOGWA, enabling it to efficiently explore
the most optimal Pareto solutions with immense precision and finesse.

Fig. 23 shows parallel coordinates of the correlation among various
parameters involved in optimising the WEC power. The plot effectively
represents the influence of radius, draught, ten values of 𝐾𝑃𝑇𝑂, ten
values of 𝐵𝑃𝑇𝑂, and the subsequent power output of the WEC. Each
vertical axis within the plot corresponds to a distinct parameter, with
the data points being interconnected by lines, forming a collection of

parallel lines. The position of each data point on each axis represents
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Fig. 18. The convergence rate of the average best-so-far solution’s (a) power output of three WECs obtained (should be maximised) by nine multi-objective optimisation algorithms
and (b) wind turbine nacelle acceleration (should be minimised) in Cliff Head sea site.

Fig. 19. (a) The optimisation of average annual power output with considering minimising nacelle acceleration for ten multi-objective optimisation methods. Each method runs
ten times independently, with different random solutions generated in the initial iteration.
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Fig. 20. The optimisation of average nacelle acceleration (minimising) with considering maximising average power output of WECs for ten multi-objective optimisation methods.
Each method runs ten times independently, with different random solutions generated in the initial iteration.

Fig. 21. The Pareto front and Pareto solution distribution of the last generation proposed by eight multi-objective optimisation methods.
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Fig. 22. The Pareto front and dominated solutions distribution of the last generation proposed by DMOGEA.
Fig. 23. Parallel coordinates plot of WEC power optimisation parameters for all iterations Pareto-front of DMOGWO based on the Cliff Head site. It is noted that the values of
𝐾𝑝𝑡𝑜 and 𝐵𝑝𝑡𝑜 are computed by a log function as 10𝑃𝑇𝑂 .
the corresponding parameter’s value. The plot offers a comprehensive
perspective on how modifications in one parameter impact the others
and, ultimately, the power output of the WEC. The application of
parallel coordinates permits a visual examination of the relationships
between the parameters. By evaluating the convergence or divergence
of the lines across the multiple axes, patterns, trends, and trade-offs
can be discerned. The plot facilitates the identification of the most
favourable combinations of radius, draught, 𝐾𝑃𝑇𝑂, and 𝐵𝑃𝑇𝑂 values
that yield the most incredible power output for the WEC.

5.5. Wind-wave system design analysis

The results reported in Section 5.4 can be related to the original
optimisation problem on how to design the hybrid wind-wave system
and how the WEC radius and draught affect the power production
and stability of the floating platform. Using the Sydney site as an
example, the results that correspond to the Pareto front in Fig. 21 are
re-drawn in Fig. 24 in terms of the corresponding WEC radius and
draught. In Fig. 24(a), the marker size is proportional to the WEC
power absorption, while the marker colour corresponds to the wind
turbine nacelle acceleration. From the wave energy conversion point
of view, the power production is expected to increase with increasing
WEC radius, and this can be seen in Fig. 24(a). For WECs that absorb
power in heave mode only, the role of draught in power generation is
less significant, which is also clearly demonstrated in Fig. 24(a) (refer
to the same size of markers corresponding to a fixed radius). Similar
to the annual average power, the wind turbine nacelle acceleration
also strongly depends on the WEC radius but not on the WEC draught.
These results are reinforced in Fig. 24(b), demonstrating that larger
WECs (regardless of the WEC draught) can generate more power, which
always leads to an increase in nacelle acceleration. As a result, the
maximum possible amount of power that three torus-shaped WECs can
24
generate at the Sydney site annually is close to 200 kW, which is less
than 10% of the power generated by the 5-MW floating wind turbine.

Similar results but for different potential deployment sites are
shown in Fig. 25. The main finding from the Sydney site is that
increases in the WEC power and nacelle acceleration are always as-
sociated with the increase in WEC radius, which holds for all four
deployment sites analysed in this paper. However, the influence of
the WEC draught on the performance of the hybrid wind-wave system
appears to be site-dependent. A more pronounced effect is observed at
the Port Lincoln site (refer to Fig. 25(c)), where larger draughts lead to
higher WEC power output. In addition to the WEC design parameters,
such as draught and radius, the tuning of the WEC power take-off can
also be used to change the performance of the hybrid wind-wave system
depending on the environmental conditions. Thus, at the Cliff Head
site (see Fig. 25(d)), the WECs with a radius of 10 m (blue circles),
and a draught of 15 m, can generate power between 147 and 225 kW
with a corresponding nacelle acceleration between 0.16 and 0.35 m/s2.
This range of operating conditions is possible by adjusting the PTO
parameters.

The results presented in this paper can be used as a first step
towards designing hybrid wind-wave systems. Wave energy converters
can increase the annual power production of the floating offshore wind
turbine and significantly adjust the dynamics of the floating foundation.
However, it is acknowledged that final design decisions are always
driven by the reliability, durability, and economic feasibility of the
hybrid system.

5.6. Limitations of the proposed multi-objective optimisation method

This section examines various aspects of the limitations of the
proposed optimisation method to create opportunities for future im-
provements as follows.
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Fig. 24. The dependence of WEC power and wind turbine nacelle acceleration on the WEC radius and draught based on values from Pareto front for the Sydney site: (a) the
marker size is proportional to the WEC annual average power production and marker colour corresponds to the wind turbine nacelle acceleration when two markers are shown,
one corresponds to the maximisation of the WEC power output, while the second one is related to the minimisation of the nacelle acceleration; (b) marker colours correspond to
different WEC radii, while the marker size is proportional to the WEC draught.
Fig. 25. The dependence of WEC power and wind turbine nacelle acceleration on the WEC radius and draught based on values from Pareto front for the Cliff Head – (a) and
(d), Gippsland – (b) and (e), and Port Lincoln – (c) and (f). Refer to Fig. 24 for more details.
• Initially, the effectiveness of the proposed multi-objective optimi-
sation framework is assessed by comparing four sea sites along
the South Coast of Australia. However, how well the proposed
optimiser performs when applied to other sea sites with different
wave scenarios remains uncertain.

• It is also essential to validate the method in real-world scenarios
with complex environmental conditions and system constraints to
evaluate its effectiveness and applicability.

• Besides, the optimisation objectives primarily focus on maximis-
ing the power output of WECs on average and minimising the ac-
celeration of wind turbine nacelles. Nonetheless, it is crucial to ex-
tensively consider other important performance metrics, such as
25
cost-effectiveness, maintenance requirements, and environmental
impact, in future research endeavours.

• Furthermore, it can be helpful to thoroughly investigate the scal-
ability of the proposed optimiser for larger-scale hybrid platforms
that incorporate multiple floating wind turbines and wave en-
ergy converters. The performance and computational efficiency
of the method may differ when applied to more intricate and
larger-scale systems.

• Lastly, the study concentrates on optimising hybrid wave-wind
energy systems for specific deployment sites along the South
Coast of Australia. However, exploring the generalisability of
the optimisation framework to other geographical locations or
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different sea conditions can be helpful in order to broaden its
applicability to a broader range of scenarios in future studies.

ddressing these limitations would lead to a more exhaustive compre-
ension of the suggested technique for optimising multiple objectives,
mplifying its efficacy in various scenarios, and guaranteeing its ap-
licability in various circumstances and levels of complexity within a
ystem.

. Conclusions

This paper proposes a fast and effective multi-objective optimisation
ethod (DMOGWA) consisting of a modified swarm intelligence-based

ptimiser with a chaotic control parameter and an adaptive strategy to
pdate the hyper-parameters for mutation step size with a discretisation
echnique to speed up the exploitation process. To test the performance
f the proposed optimisation framework, a hybrid platform comprised
f a semi-submersible floating offshore wind turbine united with three
orus-shaped wave energy converters subjected to irregular sea states
nd turbulent wind. This hybridisation of three WECs with a floating
ffshore wind turbine makes complex hydrodynamic interactions occur
etween the floating devices, forming a multi-modal and non-convex
ptimisation problem. In this regard, two objectives are defined to
chieve the highest performance of the hybrid energy model: the
verage of WECs’ power output that should be maximised and reducing
he wind turbine nacelle acceleration. Initially, we conducted a compre-
ensive landscape analysis of the hybrid wave-wind system, examining
he model’s performance by assessing the feasible range of radius and
raught for the WECs, taking into account specific values of 𝐾𝑝𝑡𝑜 and

𝐵𝑝𝑡𝑜. The optimal range of radius and draught for maximising power
output is heavily influenced by the PTO values. Specifically, as the
PTO values increase, the optimal radius size transitions from five to
ten while the optimal draught range decreases to its minimum value.

According to the computational results, multi-objective swarm and
evolutionary algorithms can be effectively utilised to address the multi-
objective problem of a hybrid wave-wind energy system. In particular,
the best-performing configuration identified in the proposed method
(DMOGWA) surpasses the other nine multi-objective optimisation ap-
proaches by producing a 135.5% increase in power output (average
proximate boost of 36%, 98%, 330%, and 90% in Sydney, Port Lincoln,
Gippsland, and Cliff Head, respectively) compared with the standard
MOGWO and a 41% reduction in wind turbine nacelle acceleration.
DMOGWA showcased its superiority not only in delivering high-quality
solutions but also in terms of convergence rate and computational
budget savings. The discretisation strategy employed by DMOGWA,
which ensures a balanced distribution of PTO parameters within the
initial population and adaptive control parameters, played a pivotal
role in achieving these remarkable improvements. With its rapid con-
vergence and superior performance, DMOGWA emerges as a promis-
ing multi-objective optimisation method for hybrid wave-wind energy
systems.

The power enhancement achieved by DMOGWA in the hybrid wave-
wind model has far-reaching benefits. It not only contributes to the
global efforts of achieving Net zero emissions outlined in the Paris
Agreement [93] but also generates significant financial returns. By opti-
mising power generation and maximising revenue potential, DMOGWA
plays a pivotal role in driving the transition towards a sustainable
energy future while delivering economic advantages for the renewable
energy industry.

As a future plan, we aim to explore the scalability of DMOGWA for
larger-scale hybrid platforms with multiple floating wind turbines and
wave energy converters. Besides, considering additional performance
metrics like structural integrity and system reliability would enhance
optimisation. Integrating other renewable energy sources and devel-
oping a practical implementation plan for hybrid wave-wind energy
26

systems optimised using DMOGWA are also important.
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Appendix. Details of multi-objective optimisation methods

A.1. Multi-objective evolutionary algorithm based on decomposition
(MOEA/D)

Breaking down multi-objective optimisation problems into individ-
ual objectives is a classic approach. This can be done through the use
of either a weighted sum of targets or an interval (or norm) of the
differentiation vector of targets and a predetermined supreme point
in the target space. However, these traditional methods have not been
effective in dealing with actual MOO issues and are often unable to find
all the possible Pareto solutions [48].

MOEA/D [48], an MOEA developed by Qingfu Zhang and Hui Li
in 2007, aims to simplify MOO problems into individual sub-problems
with single-objective. This algorithm determines the best solution for
each sub-problem by evaluating all of the solutions it finds. MOEA/D
works by first creating a population of randomly generated candidates.
The solutions are then evaluated on each of the subproblems. Next.
The generated candidates should be compared to the Pareto Dominance
Frontier, which is a set of keys that are non-dominated by any other
solution in the population. The non-dominated solutions are kept, and
the rest are discarded. The remaining solutions are then recombined

and mutated to generate a new population. This process is iterated until
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a satisfactory set of solutions is found. The algorithm also includes a
number of strategies for improving the diversity of the Pareto-Optimal
Front. These strategies include crowding, niching, and diversity preser-
vation and help to identify a wide range of solutions that cover the
entire Pareto-Optimal Front in various real engineering problems and
complex energy systems [94].

A.2. Pareto envelope-based selection algorithm II (PESA-II)

PESA-II [44] is an evolutionary algorithm designed for the multi-
objective optimisation of complex problems. It is based on the PESA
and is used to create a set of solutions that are non-dominated (also
known as a Pareto front) and can be used to compare and rank different
solutions.

PESA-II works by first randomly generating a set of candidate solu-
tions. Each solution is evaluated against a set of predefined objectives
and compared to the existing Pareto ones. If the new solution is not
dominated by any of the existing candidates, it is added to the Pareto
front. The new solution is then used to generate a new set of candidate
solutions, which are evaluated and compared similarly. This algorithm
keeps on with it until the desired number of solutions has been de-
veloped. The algorithm is relatively simple and can be utilised for any
MOO problem. It is fast and efficient and provides a considerable trade-
off between accuracy and speed. Additionally, it is robust to noise and
can handle non-convex objectives [95].

A.3. Strength pareto evolutionary algorithm II (SPEA-II)

SPEA-II [45] is an improved version of SPEA [96] (an evolutionary
MOO algorithm developed by Zitzler and Thiele in 1998). It depends
on the idea of Pareto dominance and uses a fitness assignment method
to evaluate the strength of each solution in the population. SPEA-
II combines a fitness assignment with a fast, non-dominated sorting
procedure and an environmental selection based on a ’K-tournament’
selection to generate the last group of non-dominated solutions. SPEA-
II works by iteratively developing potential solutions and evaluating
each according to its fitness. Solutions are then ranked based on their
Pareto dominance, and those with the highest Pareto rank are selected
for the following replication. This algorithm is iterated till a group of
non-dominated candidates is obtained. The main advantages of SPEA-II
are its scalability and its ability to handle large numbers of objectives.
It is also comparatively simple to develop and has low complexity in
terms of computation. Additionally, SPEA-II is able to outperform other
evolutionary MOO algorithms in some instances.

A.4. Multi-objective particle swarm optimisation (MOPSO)

MOPSO (Multi-Objective Particle Swarm optimisation) [97,98] is
the most well-known swarm-based algorithm that works associated
with the principles of PSO. It is distinctively developed to solve multi-
objective optimisation problems, which are problems with two or more
conflicting objectives. MOPSO is a stochastic algorithm, which means
that there is no guarantee of finding a globally optimal candidate. Still,
it is capable of finding a solution with high quality within a reasonable
runtime.

MOPSO works by creating a swarm of particles, each representing
a solution with high potential for the problem. The particles move
through the solution space, guided by the fitness of each particle
and the fitness of the swarm. At each iteration, the particles update
their position based on the best fitness and the best fitness of their
neighbours. The particles also use a social element to update their
positions, which helps the particles to explore different regions of
the solution space. The search stops when a predefined number of
iterations have been completed or when the swarm converges on a good
solution. The applications of MOPSO are related to a wide range of
27

problems [99], including vehicle routing, scheduling, clustering, image
processing, and robotics. Several studies have compared MOPSO with
other evolutionary optimisation algorithms, such as GAs and ant colony
optimisation, and found that MOPSO outperforms these algorithms in
terms of accuracy and efficiency.

A.5. Multi-objective ant lion optimiser (MALO)

Multi-objective Ant Lion optimiser (MALO) [46] is a powerful and
efficient multi-objective meta-heuristic optimisation algorithm based
on the idea of the ant lion optimisation algorithm (ALO). It was first
proposed by Mirjalili and Lewis in 2015. MALO combines the local
search abilities of the ant lion with the global search abilities of the
multi-objective evolutionary algorithm (MOEA) to discover a group of
Pareto optimal solutions for a given problem.

The MALO algorithm is based on two main steps: the first is the Ant
Lion optimiser (ALO), which is used for local search, and the second is
the Multi-Objective Evolutionary Algorithm (MOEA), which is used for
global search. The ALO is used to find the local optima in the search
space, while the MOEA is used to find the Pareto optimal solutions.
The MALO algorithm has been applied to different optimisation prob-
lems, such as feature selection, dynamic economic dispatch, and job
shop scheduling. It has been found to outperform other optimisation
algorithms such as PSO, GAs, and hybrid PSO+GAs. In addition, MALO
has been used in various real-world applications [100], such as pa-
rameter optimisation in wind turbine design, optimal design of power
transmission lines, and optimal control of water resources.

A.6. Multi-objective dragonfly algorithm (MODA)

MODA [47] is a modified type of the Dragonfly Algorithm with a
single objective and is a population-based algorithm that combines the
dynamic behaviours of dragonflies in nature in which they look for the
most suitable source of food while maintaining a certain distance from
other dragonflies.

The MODA algorithm uses a combination of an exploration pro-
cess, which looks for promising areas of the objective space, and an
exploitation process, which focuses on refining the best-found solutions
so far. The MODA algorithm also uses an archive of solutions to record
the best-performed solutions found so far, and it uses this archive to
enhance the effectiveness of the solutions developed by the algorithm.
MODA has been successfully utilised for several MOO problems, includ-
ing feature selection, network design, and portfolio optimisation. It has
been evaluated on several benchmark problems [101], including the
DTLZ, ZDT and CTP problems. Results show that MODA is competitive
with other multi-objective optimisation algorithms, such as NSGA-II
and SPEA2.
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