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A B S T R A C T   

Real driving emissions (RDE) testing are gaining attention for monitoring and regulatory purposes because of 
providing more realistic emission and fuel consumption measurements compared to laboratory tests. This study 
aims to develop machine learning (ML) based emission and fuel consumption estimation models using real- 
driving measurement data. A light-duty diesel vehicle equipped with a portable emissions measurement sys
tem (PEMS) was driven in an urban test route by 30 participant drivers of disparate backgrounds to obtain a wide 
variety of data in terms of driving behaviour and traffic conditions. The Pearson correlation coefficient was used 
to select the input variables among 36 driving behaviours and 6 engine parameters. The CO2, NOx and fuel 
consumption prediction models were developed using linear regression (LR), support vector machine (SVM) and 
Gaussian process regression (GPR). The results showed that all three models could predict CO2 with an absolute 
relative error (ARE) of less than 9%. The GPR model showed the best performance in CO2 prediction with an R2 

of 0.74 and ARE of 3.30%. LR model showed the best prediction accuracy for NOx with an R2 of 0.80 and ARE of 
8.91%. All three models worked well for fuel consumption prediction, however, GPR showed the best accuracy 
with an R2 of 0.81 and ARE of 3.52%. This method lays a foundation for developing route/region specific 
emission and fuel consumption models that will help to monitor and reduce the environmental impact and the 
amount of burned fuel. Moreover, developing models from different driver classes will provide valuable insights 
into emission-optimal driving behaviour which could be used to train new drivers.   

1. Introduction 

Emissions from on-road vehicles are a major source of urban air 
pollution, where half of the world’s population lives [11]. Increasing 
vehicle population causes traffic congestion and degraded air quality 
due to an increase in emissions. For example, in Europe, approximately 
50% of NOx and particulate matter are produced by on-road vehicles 
[4]. Multiple research indicated that on-road emissions increase risks to 
the morbidity and mortality of road users and nearby communities [21, 
32,41]. 

To control air pollution from on-road vehicles, strengthening emis
sion legislation has been gradually adopted by regulatory authorities 

[20]. These regulations influenced the regulatory authorities to adopt 
more strict emission certification procedures [12,17]. RDE was intro
duced by the European Commission as a certification procedure [46] 
which encompasses several driving factors including driving behaviour, 
traffic condition, road grade and road environment. Several recent 
studies have reported significantly higher emissions during on-road 
measurements than those reported during chassis dynamometer 
testing [51,55]. 

Several factors have been identified to affect fuel consumption and 
emissions. These could be roughly categorised as weather-related (wind 
speed and direction, humidity and temperature), road topography (road 
grade, elevation, surface roughness), road environment (traffic 
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condition, road features, travel distance), driving dynamics (speed, ac
celeration, deceleration, power demand) and driving behaviour (timid, 
aggressive) [24,58]. Donateo and Giovinazzi, [15] conducted an RDE 
study in southern Italy during summer using the exact vehicle and same 
driver to assess the variability of emissions in terms of weather condi
tions together with traffic conditions to optimise the route for RDE cy
cles. This study has found that on-road emissions are strongly affected by 
ambient conditions together with engine conditions changes due to 
traffic. It is evident from numerous studies that among the 
above-mentioned factors, driving behaviour plays an important role in 
real-driving emissions and fuel consumption [22,48,53]. Huang et al., 
[27] reviewed different eco-driving studies and summarised that up to 
15% fuel savings could be achieved. Pelkmans et al., [42] conducted 
measurements of a bus in urban traffic and observed that a driving cycle 
consists of 35% acceleration which is responsible for 70% of fuel con
sumption and 60–80% of CO, HC and NOx emissions. May et al., [35] 
reported a trip with comparatively high acceleration and deceleration 
significantly increases emissions and fuel consumption. Therefore, 
modelling emissions and fuel consumption concerning driving behav
iour and other associated parameters is necessary for optimisation 
purposes. 

On-road emissions and fuel consumption are to be modelled using 
the data obtained from real-driving measurements. Among different 
modelling approaches, machine learning (ML) is becoming popular in 
emission and fuel consumption modelling for both diesel and gasoline 
engines [2,13,19,29,31,38]. Hashemi and Clark, [25] developed ML 
models for specific laboratory-based driving cycles that can predict CO2 
and NOx with comparatively better accuracy compared to the existing 
models. Moradi et al., [38] performed ML modelling for highly transient 
laboratory cycles for gasoline engines. However, modelling real-driving 
emissions and fuel consumption poses significant challenges due to the 
non-reproducible nature of driving behaviour and traffic conditions. Yao 
et al., [56] implemented a backpropagation (BP) neural network, 
random forest and support vector regression (SVR)-based ML models 
using driving behaviour and vehicle dynamics data obtained from an 
onboard diagnostics system (OBD) and mobile phone terminals. These 
models can predict on-road fuel consumption with an absolute relative 
error of less than 10%. Moradi and Miranda-Moreno, [37] developed 
SVM and ANN-based ML models to predict the fuel consumption of a 
fleet of 27 vehicles using speed, acceleration, road grade and engine 
speed. Le Cornec et al., [31] developed a look-up table (LT), non-linear 
regression (NLR) and neural network multi-layer perceptron (MLP) 
model to predict the instantaneous NOx using vehicle speed and 
acceleration. 

Several driving dynamics parameters can be derived from a per
formed drive cycle including total distance, trip time, driving time, 
cruising time, acceleration time, deceleration time, braking time, idle 
time, driving percentage, cruising percentage, acceleration percentage, 
deacceleration percentage, braking percentage, idling percentage, 
average speed, maximum speed, average acceleration, average positive 
acceleration, average negative acceleration, number of acceleration, 
acceleration/km, number of stops, stops/km, average stop duration, 
relative positive acceleration (RPA), positive kinetic energy (PKE), ve
locity × positive acceleration (VA), relative positive speed (RPS), rela
tive cubic speed (RCS), root mean square of acceleration (RMSA), urban 
distance percentage, rural distance percentage, motorway distance 
percentage, urban trip percentage, rural trip percentage, motorway trip 
percentage [6]. Each of these parameters has several degrees of corre
lation with emissions and fuel consumption. Moreover, some of the 
parameters may have interrelations between them which may have an 
impact on prediction accuracy. These parameters could be used to 
analyse and characterise a specific driving cycle and need to be inves
tigated for the development of on-road emissions and fuel consumption 
modelling. However, as shown in the literature review, very few of these 
parameters have been studied and considered for the modelling 
approach [13,19,25,26,31,37,38,45,56]. 

The selection of input features is vital in ML modelling because it 
influences prediction results. Fang et al., [19] conducted ML modelling 
to predict diesel engine NOx emission. This study reported that excess 
input parameters can lead to an increase in errors in prediction results, 
especially low NOx generating points. To reduce the number of inputs 
and select the most appropriate input features, the significance level 
(p-value) and Pearson correlation coefficient were used. However, the 
p-value was found to be partially misleading in filter-based feature se
lections, and the Pearson coefficient worked well for the reduction of 
input variables. 

An extensive search of the literature indicates that the majority of 
RDE modelling studies focused on tailpipe emissions which are treated 
by after-treatment systems and may not provide the actual correlation 
with driving dynamics [2,13,19,25,31,37,38,45,50]. To overcome this 
issue the current study aimed to capture emission data before the 
after-treatment system, which will directly provide actual engine 
emission data in correlation with driving dynamics. The sensors were 
located closer to the engine, rather than at the exit of the tailpipe, to 
ensure the exhaust gas had as little influence as possible from the 
after-treatment system. 

Existing RDE studies performed using either a single or a small 
number of drivers, where the drivers have been provided prior training 
to simulate different driving styles, thereby no longer representing real- 
world driving [10,20,22,23,30,33,36,44,51,53]. Also, very few studies 
have modelled RDE emissions and fuel consumption focusing on the 
high transient operation (urban driving) which contributes a major 
portion of emissions. 

The current study addressed the above-mentioned research gaps and 
developed ML-based emission and fuel consumption estimation focusing 
on the following: 

▪ Captured 60 trip data using 30 drivers from various back
grounds in terms of nationality, occupation, gender, driving 
experience and age. Participating drivers were given no prior 
training which enabled the capture of data from actual real- 
world drivers.  

▪ All the emission parameters have been captured before the 
after-treatment system to represent the raw emissions.  

▪ An urban test route was designed which consists of typical route 
features such as traffic lights, roundabouts, speed bumps 
motorway entrances and exits, city centre, school zone etc. 

Three different ML models based on LR, SVM and GPR were devel
oped, using driving behaviour and engine-related parameters to predict 
on-road CO2, NOx and fuel consumption, respectively. This study will 
contribute to more realistic emission and fuel consumption predictions 
in real-driving conditions which will contribute to developing a real- 
time monitoring protocol and emission control management planning. 

2. Data collection (on-road measurement campaign) 

A Hyundai iLoad van was used for the measurements. Couriers and 
tradespeople prefer this vehicle as it offers good fuel economy and 
updated features at a competitive price. A 12.5 km route was designated 
in the Brisbane metropolitan area as most courier and trade vans are 
driven in urban areas. The test route covers most of the features that a 
typical urban driver faces every day. A programmable GPS was used to 
guide the drivers. The test route map is shown in Fig. 1. 

Thirty participant drivers drove the vehicle on the test route and all 
the driving behaviour and engine-related parameters, emissions and fuel 
consumption were recorded during each trip. The test was conducted in 
August 2019 and during day time (9 am to 5 pm). The tests exclude the 
use of auxiliaries such as air conditioning to maintain consistency 
among tests. The drivers were selected from a wide variety of nation
alities, ages, gender, occupation and driving experiences, which enables 
the achievement of more realistic data from real-world drivers. All 30 
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drivers performed two consecutive trips; hence 60 trip data were 
collected. A PEMS was used to collect the driving parameters and 
emissions. The PEMS GPS recorded the instantaneous speed and position 
of the vehicle. Engine parameters were recorded through the OBDII port, 
and emission sensors recorded CO2 and NOx emission data. An ECM 
(Engine Control and Monitoring) PEMS was used for the study. Four 
sampling ports were created 70 cm downstream from the turbocharger 
along the centreline of the exhaust pipe to install the NOx, CO2, pressure, 
and temperature sensors. The ECM ceramic NOx sensor was coupled to 
the pressure compensator kit through the PEMS. The manufacturer 
stated accuracy is given as ± 5 ppm (when the NOx concentration is 
between 0 and 200 ppm), ± 20 ppm (when the NOx concentration is 
between 200 and 1000 ppm) and ± 2% (when the NOx concentration is 
between 1000 and 5000 ppm). The response time is < 1 s. In-house, 
MATLAB programs were used for the pre-processing and time align
ment of the recorded data. The test vehicle specification is presented in  
Table 1. Table 2 shows the participant drivers’ information. 

3. Methodology 

3.1. Input parameters 

In the first stage, average values of all the variables from the mea
surements were used as features in the models to examine the trend and 
behaviour of the data in CO2, NOx and fuel consumption estimation. The 
input features have been classified into two different categories: engine- 
related parameters and driving behaviour. Engine parameters were 
recorded using the vehicle OBDII sensors and PEMS sensors. The vehicle 
speed and time were recorded using the PEMS GPS and all the driving 
dynamics parameters were calculated using the equations given in [6]. 
Details of the data acquisition and calculation process of associated 
engine parameters and driving dynamics parameters are presented in 
our previous study [49]. The variables of each group are presented in  
Table 3. 

3.2. Data pre-processing 

Pearson correlation is a useful correlation coefficient in statistics that 
is used to express the relationship between two sets of variables 
measured in the same interval. It is an effective filter-based feature se
lection method commonly used in regression analysis and was calcu
lated for all the input parameters for CO2, NOx and fuel consumption 
respectively. By analysing the Pearson correlation, strongly correlated 
engine parameters and driving behaviour parameters were selected for 
each target variable. The selected parameters and their Pearson corre
lation coefficients are presented in Table 4. After that, the input data set 
was randomly separated into two different groups named test data (used 
to test the developed models) and training data (for the model training). 
Test data was checked for three different combinations (20%, 25% and 
30%), and it was found that 25% of test data provides the best perfor
mance. The value of 25% test data and 75% training data was also 
suggested by other studies [9]. The test data set should cover the entire 

Fig. 1. Designated urban test route.  

Table 1 
Test vehicle specification.  

Vehicle Hyundai iLoad 2017 

Fuel Commercial Diesel 
Engine Capacity 2.5 L 
Cylinders 4 
Maximum torque 441 Nm 
Maximum power 125 kW 
Odometer 14597 km  

Table 2 
Participant drivers’ information.  

Number of Participants 30 (70% male, 30% female) 

Participants’ Nationality 70% domestic, 30% international 
Driving Experience (years) 0–5 6–10 11–20 20+

7% 23% 27% 43% 
Drivers’ Age (years) 21–30 31–40 41–50 60+

24% 33% 17% 26%  

Table 3 
Input variables used for the current study.  

Group Variables 

Engine-related 
parameters 

Engine speed, load, throttle, air-fuel ratio (AFR), exhaust 
flow rate, O2 

Driving behaviour Total distance, trip time, driving time, cruising time, 
acceleration time, deceleration time, braking time, idle time, 
driving percentage, cruising percentage, acceleration 
percentage, deacceleration percentage, braking percentage, 
idling percentage, average speed, maximum speed, average 
acceleration, average positive acceleration, average negative 
acceleration, number of acceleration, acceleration/km, 
number of stops, stops/km, average stop duration, RPA, PKE, 
VA, RPS, RCS, RMSA, urban distance percentage, rural 
distance percentage, motorway distance percentage, urban 
trip percentage, rural trip percentage, motorway trip 
percentage  

Table 4 
Pearson correlation analysis of CO2, NOx and fuel consumption with the engine 
parameters and driving dynamics.  

Variable name Pearson correlation coefficient 

CO2 (g/ 
km) 

NOx (g/ 
km) 

Fuel consumption (L/ 
hr) 

AFR -0.576 0.370 < 0.1 
Exhaust flow rate (kg/h) -0.326 0.677 < 0.1 
Engine load < 0.1 -0.174 0.539 
Throttle (%) < 0.1 < 0.1 0.814 
O2 < 0.1 < 0.1 -0.342 
Total distance (m) < 0.1 0.328 < 0.1 
Trip duration (s) 0.491 0.273 -0.186 
Acceleration time (s) 0.388 0.307 < 0.1 
Deceleration time (s) 0.376 0.519 < 0.1 
Idle time (s) 0.567 < 0.1 -0.255 
Average speed (km/h) -0.609 < 0.1 0.231 
Average acceleration (m/ 

s2) 
< 0.1 -0.512 < 0.1 

RPA (m/s2) 0.419 0.668 < 0.1 
VA (m2/s3) < 0.1 0.427 < 0.1 
PKE (m/s2) 0.415 0.655 < 0.1 
RCS (m2/s2) -0.465 < 0.1 < 0.1  
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range of the training data set, to ensure holistic testing of the models.  
Fig. 2(a), (b) and (c) show the parameters most strongly correlated with 
CO2, NOx and fuel consumption, respectively. It can be observed that the 
test data set (red symbols) represents suitable coverage within the 
training data set. In order to avoid overfitting, 5-fold cross-validation 

was used and repeated three times, which is a widely-used method to 
avoid overfitting in regression modelling [9]. It is evident from Table 4 
that driving dynamics parameters such as average speed, idle, RPA and 
PKE have a strong correlation with emissions. This study captured 
emissions data before the after-treatment system to avoid its influence. 
Ultimately, this approach will provide a more accurate estimation of 
emissions in relation to driving behaviour. 

3.3. Multicollinearity diagnostics 

A potential problem in multiple regression models that arises from 
influential observations and high correlations among predictor variables 
is known as multicollinearity which was first addressed by Belsley et al., 
[8]. Multicollinearity can influence the slope parameter estimation to 
have inconsistent magnitude or signs from the expectations or with the 
bivariate correlation, between a predictor variable and an output vari
able [52]. Consequently, standard error estimation may increase. 
Moreover, it can lead to larger confidence intervals which may impact 
the judgment of the importance of a predictor variable [52]. Therefore, 
the presence of multicollinearity in the predictor variables of a regres
sion model could provide biased results and incorrect conclusions about 
the relationship between the output variable and predictor variables. In 
the presence of multicollinearity, the suggested process by researchers 
to move forward is to use data reduction techniques i.e., respecifying the 
regression model with the variables contributing to multicollinearity 
removed [1,47,52]. 

Variance inflation factors (VIF) and tolerance are the appropriate 
parameters for collinearity diagnostics [47,52] and can be calculated as 
follows: 

T = 1 − R2 (1) 

Here, T is tolerance and R2 is the coefficient of determination. 

VIF =
1

1 − R2 (2) 

Here, VIF stands for variance inflation factors. 
A tolerance value (T) < 0.1 is considered critical and multi

collinearity is present in the predictor data set. In this case, more than 
90% of the variance can be explained by the other predictors. In addi
tion, the VIF value increases with increasing multicollinearity and VIF 
> 10 is considered critical [47,52]. 

Table 5 presents multicollinearity diagnostics results for the pre
dictor variables associated with CO2, NOx and fuel consumption pre
diction models. Among the CO2 predictor variables, trip duration and 
positive kinetic energy (PKE) show significantly higher VIF (45.48 and 
428.47, respectively) and significantly lower tolerance (0.022 and 0.002 
respectively) than the critical values, hence, they were removed from 
the prediction model. On the other hand, deceleration time and average 
speed show very close VIF (11.16 and 12.29, respectively) and tolerance 
(0.09 and 0.081 respectively) to the critical values and were kept in the 
prediction models. Among the NOx predictor variables, acceleration 
time and positive kinetic energy (PKE) show higher VIF (19.06 and 
437.61, respectively) and lower tolerance (0.052 and 0.002, respec
tively) than the critical values, hence they were removed from the 
models. All the fuel consumption predictor variables satisfied the critical 
values of collinearity diagnostics. 

3.4. Machine learning approaches 

30 drivers participated in the on-road measurement campaign and 
performed a total of 60 trips on the urban test route. Engine parameters, 
driving dynamics and emissions were recorded using PEMS. The dataset 
obtained from real-driving measurements was used for the prediction 
and engine parameters and driving dynamics were considered as input 
variables in the machine-learning models. For our analysis of CO2, NOx 
and fuel consumption prediction, five machine learning algorithms were 

Fig. 2. Illustration of test and training data set for all target parameters: (a) 
Average speed vs CO2; (b) RPA vs NOx; and (c) Throttle (%) vs fuel 
consumption. 
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used to train regression models: linear regression, support vector ma
chine, Gaussian processes regression, ensemble regression and random 
forests. Among these five, two were eliminated because of poor pre
dictive power, leaving three candidate models which were used for the 
predictions. Among these two, the main drawback of the ensemble 
method is that it could be prone to overfitting or underfitting if the 
aggerate method is too complex. Due to a large number of real-world 
factors associated with on-road emissions, this model could underesti
mate the uncertainties which are evident from the performance metrics. 
An important limitation of the random forest model is that it requires a 
substantially large number of input data which ultimately produces a 
large number of decision trees for prediction. Therefore, it requires a 
huge computational time. If the data set is achieved from real-world 
experiments, it is not always possible to achieve a big data set to 
create adequate decision trees for this predictive model. In such case risk 
of underfitting increases significantly, which is evident from the current 
study. 

3.4.1. Linear regression 
Linear regression (LR) is a supervised machine learning algorithm 

that expresses the relationship between a dependent variable and single 
or multiple independent variables [40]. This process fits a straight line 
or hyperplane to the input variables, to predict the output variable. This 
study is using multiple input variables (engine-related parameters and 
driving behaviour) to predict an output (CO2, NOx and fuel consump
tion) which is known as multivariate linear regression. Multivariate 
linear regression can be expressed as follows: 

y = ha(x) = a0 + a1x1 + a2x2 +…+ anxn (3) 

Where, y is the desired output variable (CO2, NOx, fuel consump
tion); x1, x2,….,xn are the input variables (engine parameters and 
driving dynamics) and a1, a2,….,an are the required coefficients needed 
to be estimated. This algorithm aims to calculate the coefficient values to 
ensure the best fit between the predictor variables and the target vari
able. This can be performed by minimising the objective function. The 
above hypothesis can be expressed in its vectorised form, along with the 
objective function as: 

ha(xj) = aTxj =
∑

i
aixj,i (4)  

a = min
∑

j
Cost Function(yj, ha) (5)  

3.4.2. Support vector machine 
Support vector machine (SVM) is a supervised machine learning al

gorithm characterised by the ability to govern the decision function by 
the use of kernel functions that identify one or multiple separating hy
perplanes [16]. This algorithm transforms nonlinear problems into 
multi-dimensional linear problems with a geometrical explanation, and 
shows strong resistance to the over-fitting problem and high general
isation performance. With this dataset, the structure of the developed 
SVM model for CO2, NOx and fuel consumption prediction is presented 
in Fig. 3. Here, K(x1,x), K(x2,x)…. K(xn,x) are the kernel functions that 
transform the nonlinear input variables into higher dimensional liner 
variables within a decision boundary. Recently, this novel supervised 
machine learning method has been demonstrated to be a promising 
prediction tool in the field of intelligent transportation management 
systems and is widely used in real-world applications. Multiple studies 
have used this method for real-driving fuel consumption and emission 
estimation of on-road vehicles [43,56,58]. 

3.4.3. Gaussian processes regression 
Gaussian processes regression (GPR) is a nonparametric, Bayesian 

approach suitable for machine learning regression applications with 
higher dimensionality and comparatively small datasets [54]. As a 
nonparametric approach, GPR estimates the probability distribution of 
all admissible functions that fit the data, rather than estimating the 
probability distribution of a specific function. GPR can be expressed by 
its mean function and covariance function as follows: 

f (x) ∼ GPR((m(x), k(x, x́ ) (6)  

where, f(x) is a function of variable x, m(x) is the main function and k(x, 
x ́) is the covariance function. [54] presented a comprehensive analysis 

Table 5 
Collinearity statistics of the predictor variables for CO2, NOx and fuel consumption prediction models.  

Variable name Collinearity Statistics 

CO2 (g/km) NOx (g/km) Fuel consumption (L/hr) 

Tolerance VIF Tolerance VIF Tolerance VIF 

AFR 0.480 2.09 0.492 2.03 < 0.05 > 20 
Exhaust flow rate (kg/h) 0.184 5.43 0.185 5.41 < 0.05 > 20 
Engine load < 0.05 > 20 0.843 1.18 0.776 1.28 
Throttle (%) < 0.05 > 20 < 0.05 > 20 0.943 1.06 
O2 < 0.05 > 20 < 0.05 > 20 0.835 1.19 
Total distance (m) < 0.05 > 20 0.274 3.64 < 0.05 > 20 
Trip duration (s) 0.022 45.48 0.158 6.34 0.205 4.87 
Acceleration time (s) 0.111 8.98 0.052 19.06 < 0.05 > 20 
Deceleration time (s) 0.090 11.16 0.158 6.32 < 0.05 > 20 
Idle time (s) 0.173 5.77 < 0.05 > 20 0.193 5.17 
Average speed (km/h) 0.081 12.29 < 0.05 > 20   
Average acceleration (m/s2) < 0.05 > 20 0.667 1.50 0.238 4.21 
RPA (m/s2) 0.355 2.816 0.137 7.28 < 0.05 > 20 
VA (m2/s3) < 0.05 > 20 0.235 4.25 < 0.05 > 20 
PKE (m/s2) < 0.05 > 20 < 0.05 > 20 < 0.05 > 20 
RCS (m2/s2) 0.220 4.55 < 0.05 > 20 < 0.05 > 20  

Fig. 3. The structure of on-road CO2, NOx and fuel consumption prediction 
model based on SVM. 
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of the GPR model in their study. Several studies used the GPR model for 
ship and aircraft fuel consumption estimation [7,26,57]. 

3.5. Model performance evaluation 

To validate the developed machine learning models and evaluate 
their accuracy and efficiency, three indices, the root-mean-square error 
(RMSE), coefficient of determination (R2) and absolute relative error 
(ARE) were compared. These are the most important performance 
evaluation metrics [39] and are calculated as follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(fi − yi)2
√

n
(7) 

Here, fi is the predicted variable and yi is the measured variable and n 
is the number of samples. 

R2 = 1 −
∑n

i=1(fi − yi)2

∑n
i=1(fi − ȳ)2 (8) 

Here, fi are the predicted variables and y is the average of the 
measured variables. 

ARE =

⃒
⃒
⃒
⃒
Xmeasured − Xpredicted

Xmeasured

⃒
⃒
⃒
⃒× 100 (9) 

Here, Xmeasured are the measured parameters during the on-road test 
and Xpredicted are the corresponding estimated parameters. 

4. Results and discussion 

By applying the developed machine learning regression models (LR, 
SVM and GPR), CO2, NOx and fuel consumption, respectively were 
predicted using real-driving measurement data. RMSE, R2 and ARE of all 
models for CO2, NOx and fuel consumption are presented in Table 6. The 
model evaluation results for CO2 show that all three models had good 
predictive power. Among these, GPR and SVM showed greater predic
tive power. The RMSE is 7.21 g/km and 7.39 g/km and R2 is 0.74 and 
0.72, respectively which represents a higher fitting degree and indicates 
that these models can accurately predict CO2 emissions with the data 
collected from real-driving measurements. The ARE of the predicted CO2 
is significantly lower for GPR compared to SVM and LR. By comparing 
the key model performance indicators among the three models, it is 
evident that the GPR has higher accuracy and lower error than the SVM 
and LR models. Therefore, the CO2 prediction model based on GPR is 
effective and efficient for CO2 emission prediction, based on data ob
tained from real-driving measurements. 

Model performance results show the LR model worked well for NOx 
emission prediction with an R2 value of 0.80, which is significantly 
higher than that of the SVM and GPR models (0.54 and 0.68, respec
tively). RMSE is 0.326 g/km and ARE is 8.91, which are also lower than 

the other two models. In general, the ARE is comparatively higher for 
NOx prediction than CO2 and fuel consumption. This is confirmed by 
several studies which show that real-driving NOx emission is signifi
cantly unpredictable and depends on several factors [34,44,51]. Overall, 
the LR model was demonstrated as the most efficient model that can 
predict NOx emission from real-driving measurements. 

In the case of fuel consumption prediction, the three models all 

Table 6 
Model evaluation results.  

CO2 

Prediction method RMSE R2 ARE 

Linear regression (LR) 8.71 0.62 8.04 
Support vector machine (SVM) 7.39 0.72 6.81 
Gaussian process regression (GPR) 7.21 0.74 3.30 
NOx 

Prediction method RMSE R2 ARE 
Linear regression (LR) 0.326 0.80 8.91 
Support vector machine (SVM) 0.496 0.54 11.86 
Gaussian process regression (GPR) 0.415 0.68 12.36 
Fuel consumption 
Prediction method RMSE R2 ARE 
Linear regression (LR) 0.133 0.74 3.72 
Support vector machine (SVM) 0.111 0.82 3.41 
Gaussian process regression (GPR) 0.113 0.81 3.52  

Fig. 4. Prediction results of the three models (a) CO2 emission, (b) NOx emis
sion, (c) fuel consumption. 
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showed high prediction accuracy. In a real-driving scenario vehicle, fuel 
consumption strongly depends on engine load and throttle, evident from 
the Pearson correlation coefficient. These two parameters have a strong 
influence on fuel consumption prediction. Among these three models, 
SVM showed the highest R2 value (0.82), and the lowest RMSE (0.111 L/ 
hr) and ARE (3.41). Therefore, an SVM-based fuel consumption pre
diction model is a comparatively effective and efficient model for pre
diction using data obtained from real-driving measurements and is 
suitable for real-world applications for large data sets. 

Fig. 4(a), (b) and (c) show CO2, NOx and fuel consumption results for 
all three models. Fig. 4(a) shows the approximation degree between the 
CO2 prediction results (LR, SVM and GPR) and the actual CO2. The figure 
shows that some points have a large deviation in the prediction results of 
the LR and SVM models. This is also evident from their model perfor
mance indicators. Overall, the three models have a good fitting degree as 
the predicted results are generally distributed on both sides of y = x with 
a high approximation degree. NOx and fuel consumption prediction re
sults presented in Fig. 4(b) and (c) also show a similar distribution with a 
high approximation degree. Moreover, the best model performance is 
shown in Table 4 for NOx and fuel consumption also showed the best 
fitting degree in Fig. 4(b) and (c) respectively. 

Feature importance sore has been calculated for the developed 
models to assess the influence of demographic variables on emission and 
fuel consumption. Fig. 5 presents the impact of four demographic vari
ables namely, driver age, driving experience, driver gender and traffic 
condition on CO2, NOx emission and fuel consumption. Fig. 5 shows 
driver age has a high impact on NOx emission and driving experience has 
a high impact on fuel consumption. On the other hand, driver gender has 
very little impact on CO2, NOx emissions and fuel consumption; the 
impact on NOx is almost negligible. Road environment i.e., traffic con
ditions have a strong impact on CO2, NOx emissions and fuel con
sumption, among these, CO2 showed the strongest impact. 

The Pearson correlation coefficient presented in Table 4 showed 
driving behaviour and road environment-related parameters such as 
acceleration, deceleration, idling, speed, RPA, VA and RCS have a strong 

correlation with CO2 and NOx emissions, hence, used in the prediction 
models. Several real-driving measurement studies also reported driving 
behaviour and traffic condition to have a strong influence on emissions 
[14,22,34,36,53]. For example, André and Rapone, [2] studied RDE in 
various traffic environments and observed congested traffic is respon
sible for most of the acceleration and NOx emission. Varella et al., [53] 
in their RDE study observed a 55% increment in NOx emissions and a 7% 
increment in CO2 emissions for variation in driving style (normal to 
aggressive). 

RPA is a popular metric for driving style characterisation [10,34]. 
According to the RDE regulation guidelines, during urban driving RPA 
≤ 0.13 m/s2 refers to timid driving, > 0.13 m/s2 and < 0.2 m/s2 refers 
to normal driving and ≥ 0.2 m/s2 refers to aggressive driving [18]. 
Among 60 performed trips, the current study has found that 43% of the 
trips were aggressive. An increased dynamicity often occurs from a 
speed adaptation tendency after stopping the vehicle at traffic signals 
and slowing to navigate traffic features (roundabouts/sharp corners) 
during urban driving. Congested traffic during busy hours causes sub
sequent aggressive driving. Moreover, demographic variables such as 
driver age and experience also have an impact on emissions as shown in 
Fig. 5. Setup control in driving behaviour by implementing an artifi
cially relaxed behaviour i.e., eco-driving could play an important role to 
reduce the driving dynamic values near the limit imposed by RDE reg
ulations, therefore, contributing to pollutant emission reduction. Cur
rent eco-driving practices mainly focus on fuel consumption and CO2 
reduction but ignore other pollutant emissions [3,5,27,28]. Therefore, 
incorporating driver behaviour into eco-driving strategies and estab
lishing driver education protocol considering these factors can signifi
cantly contribute to pollutant emission reduction, as well as reducing 
fuel consumption. Such training programs will provide drivers with the 
knowledge (theoretical training) and skills (practical training) to drive 
in a more fuel-efficient way, as well as being able to reduce pollutant 
emissions. 

Fig. 5. Impact of demographic variables and road environment on CO2, NOx emissions and fuel consumption.  
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5. Conclusion 

In this study, instantaneous vehicle movement information, engine 
running information, real-time raw exhaust emissions and fuel con
sumption were recorded and analysed to characterise the pattern for 
modelling using a PEMS for an urban transient driving environment. 
Machine learning approaches were used to estimate CO2, NOx and fuel 
consumption using the data obtained through real-driving measure
ments. The correlation between the recorded parameters and target 
parameters (CO2, NOx and fuel consumption) was analysed and the 
relevant input parameters for each target parameter were extracted 
through the filter-based feature selection method. Using the selected 
predictor variables associated with each target variable three different 
prediction models have been developed (LR, SVM and GPR). 

GPR and SVM-based models presented better predictions of CO2 
emissions with a lower RMSE and ARE and a higher R2 range. Among 
these, GPR is the most suitable model for CO2 prediction as LR and SVM 
show 2.45 and 2.06 times higher ARE respectively. The lower ARE for 
GPR indicates that the predicted results are very close to the 
measurements. 

The LR-based model shows a significantly higher fitting degree for 
NOx emission compared to SVM and GPR. A comparatively higher ARE 
than CO2 and fuel consumption indicates the uncertainty associated 
with NOx emission in the real-driving scenario. 

All three models predicted fuel consumption with higher accuracy. 
Among these, SVM showed the highest fitting degree and the lowest 
RMSE and ARE. 

This study developed machine learning-based emission and fuel 
consumption estimation models using data obtained from a large num
ber of real-world drivers than existing studies. The PEMS sensors were 
installed before the after-treatment system, rather than at the exit of the 
tailpipe as in conventional methods, to capture raw emission data that is 
strongly correlated with driving dynamics. The result of this study in
dicates a significant improvement in the accuracy of estimating on-road 
emissions and fuel consumption during highly transient driving envi
ronments. This study will aid to obtain more realistic emission and fuel 
consumption estimations that reflect the real-world scenario. Extending 
these modelling approaches to other emissions (for example, CO, HC and 
particulate matter) and different vehicle classes, traffic conditions, and 
road and fuel types is recommended. 

The insights of this study will contribute to developing emission- 
optimal driving assistance systems that will reduce the environmental 
impact as well as the amount of fuel burned. Moreover, the findings of 
this study could be useful for developing driver education programs to 
minimise aggressive driving behaviour that is responsible for detri
mental pollutant emissions in urban areas. 
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