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ABSTRACT

by

With the popularity of the internet, an unprecedented amount of digital text has been

generated every day in various forms. This unstructured or semi-structured text contains a

huge amount of information. To further employ such information, Information Extraction

(IE) has attracted more and more attention. IE can extract meaningful information from

plain text and stores it in a structured format. Relation Extraction (RE), as one of the

most important sub-tasks of IE, can identify relationships between given entities. Many

Natural Language Processing (NLP) tasks can benefit from this extracted relational in-

formation, including search engines, Knowledge Graphs (KGs), Information Retrieval,

Query Understanding, Question-Answering Systems, etc.

RE aims to discriminate the relation between two given entities in plain text. With

the development of Deep Learning, data-driven algorithms, e.g., Deep Neural Networks

(DNNs), have become the major approaches for Artificial Intelligence (AI) Tasks. Al-

though DNNs have strong capabilities of comprehending sentence semantics in tackling

many NLP tasks, it is hard to grasp the ontological knowledge of named entities. In order

to train a reliable model for the RE task, a substantial volume of training data is required.

Nevertheless, obtaining the data through crowd-sourcing annotations is a laborious and

time-consuming process.

Thus, the Distant Supervision (DS) method is proposed to automatically annotate

training data by aligning named entities in existing KGs based on a strong assumption.

This strong assumption has inevitably caused the wrong labeling problem. Besides, KGs

usually suffer from long-tail relations due to its incompleteness. The long-tail relations in

RE lead to fewer training sentences, which seriously disrupts the data balance. Thus, the

wrong-labeling problem and the long-tail relations are the two main challenges to further

take a step in Distant Supervision Relation Extraction (DSRE).



For these two main challenges, existing works specifically embed the relative dis-

tance embedding of two named entities to learn ontological knowledge. Then, the Multi-

Instance Learning (MIL) framework is proposed to relieve the strong assumption. Com-

bined with the selective attention networks, the MIL framework can further exploit valid

information from noisy sentences. Some works further introduce extra ontological knowl-

edge from KGs to enrich entity pairs or leverage the relational hierarchy.

Former works highly rely on the selective attention network to denoise the wrongly

labeled sentences in each bag. However, these works cannot tackle the bag with only

one sentence, or even one sentence with the wrong label. We propose a brand-new light-

weight framework to further exploit the ontological knowledge in the plain text.

For the long-tail relations, former works naturally leverage the relational hierarchy to

share the knowledge from data-rich relations to the long-tail one when those relations have

semantic overlap or introduce extra KGs. We propose collaborating relation-augmented

attention to infuse relational knowledge by cross-relation sharing. To further mitigate

two mentioned challenges, we leverage extra ontological knowledge in KGs and align

multi-granular entity types with sentences.

Besides, we also target to solve the RE task with insufficient truly labeled training

data. Meanwhile, the Pre-trained Language Models (PLMs) become the master of var-

ious NLP tasks. These PLMs are trained by transfer learning with massive plain text.

Nonetheless, to transfer the learning knowledge from PLMs to RE tasks, the fine-tuning

paradigm is indispensable and needs a large scale of truly labeled training data. Thus, we

employ the prompt tuning to overcome the lack of data. We further imitate the human

decision process to exploit the ontological knowledge from relations which aims to find

the contrastive attributes between the object factual and their potential counterfactuals.
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Chapter 1

Introduction

1.1 Background

Nowadays, a huge amount of digital text has been recorded in various forms, e.g.,

reports, blogs, emails, papers, etc. The implicit knowledge maintained in this unstructured

or semi-structured text is important because the extracted structured knowledge can be

reused to improve the efficiency and performance of many downstream tasks.

Extracting structured knowledge from plain text is called Information Extraction (IE)

[12, 13, 14]. The structured knowledge is diverse, e.g., named entities, relations, types,

events, sentiments, etc. In this structured knowledge, named entities and relations are the

most reusable information and can benefit various downstream Natural Language Pro-

cessing (NLP) tasks, e.g., Knowledge Graphs (KGs), query understanding, information

retrieval, question-answering systems, etc. A Named Entity (NE) is often a word or phrase

representing a specific real-world object [15, 16, 17, 18, 19]. For example, Steve Jobs is

an NE. In the following sentence “Steve Jobs founded Apple.”, Steve Jobs is men-

tioned. In another sentence “Steve Jobs ate an apple today. He felt great.”, i.e.,

Steve Jobs is totally mentioned twice. An NE mentioned in plain text can be shown in

different formats, i.e., the name itself, nominal, or pronominal. Besides, NEs are often

categorized into various generic types, e.g., PERSON, LOCATION, COMPANY, DATE, etc.

It is worth noting that the same NE in different sentences may have completely unrelated

generic types. In the former two examples, Apple appeared twice. Apple is COMPANY in

the first sentence while it is FRUIT in the second sentence.

A relation usually represents a well-defined relationship between two given entities.
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For example, /BUSINESS/COMPANY/FOUNDERS is the relation between PERSON

and COMPANY. There is considerable interest in Relation Extraction (RE), both as an end

in itself and as an intermediate step in a variety of natural language processing tasks.

The objective of the RE task is to accurately identify the relationship between two

provided named entities with plain text sentences. Such an extracted relationship between

two named entities can benefit the down-steam NLP tasks via integrating ontological

knowledge. Specifically, an efficient RE model can identify that a person is employed

by a particular organization, or that a geographic entity is located in a particular region

[1, 20, 21]. For example, the raw sentence “Steve Jobs founded Apple” expresses that

Steve Jobs is the founder of the company Apple. Thus, the relation between Steve

Jobs and Apple can be represented as /BUSINESS/COMPANY/FOUNDERS.

In the last decade, deep learning has developed rapidly and achieved great success

in a wide range of fields. The exponential growth in computing power and the unprece-

dented scale of data have been instrumental in driving the remarkable achievements of

deep learning. The notable proliferation of computing power, accompanied by the expo-

nential expansion of the scale of data, constitutes the pivotal driver of deep learning’s ex-

ceptional performance. For various NLP tasks, DNNs have become the priority choice to

learn task-specific distributed representations in an end-to-end fashion with State-Of-The-

Art (SOTA) performance [22, 23]. In the context of NLP tasks, a deep learning algorithm

is utilized through the following sequential steps. Firstly, the raw text is segmented into

discrete tokens. Subsequently, each token is transformed into a dense, low-dimensional

vector representation. These vectors are initially using pre-trained word embeddings such

as GloVe [24] or word2vec [25]. Next, the distributed representation, comprising these

token vectors, is fed into deep neural networks (DNNs). This process aims to generate a

more robust sentence representation that can be utilized for various tasks.

Based on the quality of the dataset, there are three main training paradigms employed
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in the field:

1. Supervised paradigm Supervised approaches [26, 27, 28] rely on annotated train-

ing data. However, human-annotated training data is expensive and thus limited in

quantity. Moreover, supervised classifiers often exhibit a bias toward the specific

domain they are trained on.

2. Semi-supervised paradigm Many semi-supervised approaches [29, 30] heavily

rely on the bootstrap learning. They initially use a small dataset to learn how to

extract additional relations, and then iteratively use the extracted relations for fur-

ther training. Although semi-supervised approaches significantly reduce the need

for manual efforts in creating training data, they still require an initial set of labeled

pairs for relation.

3. Unsupervised paradigm Unsupervised approaches [31, 32, 33] do not require any

labelled training data. However, they typically yield sub-optimal results that are

challenging to interpret and map to existing relations, schemas, or ontologies. This

limitation is particularly critical for applications like knowledge base refinement.

It is worth noting that the model performance is quite sensitive to not only the quan-

tity but also the reliability of the annotated training data. For some specific domains,

e.g., medical, mechanical and aerospace, the annotation of the dataset may require expert

knowledge. In RE task, the label of each training sample is the relationship of two certain

named entities. For human annotators, the named entities should be distinguished first.

Then, the human annotators need to recognize the valid relationship between two named

entities. To comprehend the context, two aspects of text should be considered by human

annotators, i.e., syntax and semantics. Concretely, syntax stands for the arrangement of

words in a sentence such that they make grammatical sense. While, semantics refers to

the meaning contained in the plain text.
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Table 1.1 : Sentences with the same two named entities, which two of them are correctly

labeled and the other is wrongly labeled by distant supervision.

Sentences Label Correct

Barack Obama was the president of the United

States.

PRESIDENT OF True

Barack Obama lives in the United States with

his wift.

PRESIDENT OF False

Barack Obama visit China as the president of

United States

PRESIDENT OF True

To address the scarcity of large annotated training data, the Distant Supervision (DS)

method [34] has been introduced. Distant Supervision Relation Extraction (DSRE) lever-

ages KGs to automatically annotate data, thereby combining the benefits of both semi-

supervised and unsupervised RE approaches. KG transfers triple sets into a directed graph

with nodes and edges. Nodes represent the named entities in the triples and edges repre-

sent the relationship between two nodes. For each named entity, KG always stores cor-

responding attribute information, e.g., type, occupation, and other fine-grained features.

Distant supervision assumes that two named entities in various sentences may express the

same relationship in existing KG. It is evident that the relationship between the same pair

of named entities in different sentences may not consistently align with the relationships

described in KG. Consequently, the strong assumption made by DS inherently leads to the

problem of wrong labeling, as illustrated in Table 1.1. This issue arises due to the reliance

on KGs to automatically assign labels, which may not always accurately reflect the rela-

tionships expressed in the text. Furthermore, due to the inherent completeness of KGs,

the training samples automatically annotated using these KG may suffer from the issue of
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41 out of 53 relations

occur < 1000 times

0

70K

Figure 1.1 : Label frequency distribution of relations without NA in NYT dataset. Here

the criterion being a long-tail relation is the number of corresponding training sentences

is less than 1000.

long-tail relations. In other words, there are certain relations in the triple set of KGs that

appear much less frequently in the corpus, resulting in a significantly lower number of

training samples annotated with other specific relations compared to others. To illustrate

this challenge, consider the construction of the New York Times (NYT) dataset [35] using

Freebase as the annotator. As depicted in Figure 1.1, approximately 70% of the relations

in the dataset fall under the long-tail category. This data imbalance issue severely hampers

improvements in DSRE, posing a significant challenge to overcome.

As previously mentioned, DSRE encounters two significant challenges: 1) the wrong

labeling problem; 2) the presence of long-tail relations. Multi-instance learning (MIL)

framework [35, 36] is proposed to relax the strong assumption of DS to at-least-one as-

sumption. In plainer terms, this means that any possible relation between two named

entities is considered true in at least one distantly-labeled sentence, rather than requiring

all sentences with the entity pair to express the relation. In this framework, instead of

assigning sentence-level labels to individual samples, a label is assigned to a bag of sen-

tences containing a common entity pair. The label represents the relationship between the
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entity pair in the KGs. Some researchers [1, 21] utilize this framework to design task-

specific modules and leverage the powerful capabilities of DNNs in capturing implicit

semantics in the context. To mitigate the impact of wrongly labeled sentences, the se-

lective attention [37] framework has been proposed. This framework selectively filters

out relevant information from each bag of sentences to predict the relationship between

two entities, heuristically reducing the influence of wrong labels. To tackle the long-

tail relations, several approaches [4, 5] have exploited hierarchical structures to leverage

the knowledge learned from data-rich relations and transfer it to long-tail relations with

semantic overlap. This semantic overlap or relatedness is typically encoded in relation hi-

erarchies present in KGs, such as Freebase [38]. These hierarchical structures enable the

sharing of knowledge and information among different instances via their same superior

relations, improving the extraction performance for long-tail relations.

Recently, some works [8,39,40,41,42,43] form the self-attention networks as the main

encoder in Pre-trained Language Models (PLMs). These models undergo self-supervised

pre-training on large-scale unlabeled corpora, such as Wikipedia, Book Corpus, and Com-

mon Crawl, to improve their understanding of the text and enhance their expressive power.

The pre-training phase, performed on publicly available and easily accessible unlabeled

corpora, significantly boosts the language comprehension capabilities of these models.

Following pre-training, the fine-tuning paradigm is employed, where the PLMs transfer

the learned knowledge to specific tasks using labeled task-specific data. This approach has

achieved state-of-the-art performance on a wide range of NLP tasks [8, 39, 44, 45]. How-

ever, the performance of PLMs with the fine-tuning paradigm heavily relies on the quality

of labeled task-specific training data. Moreover, the significant gap between the objective

forms in pre-training and fine-tuning restricts the full utilization of the knowledge stored

within PLMs. To address this issue, prompt-tuning has been proposed to bridge the gap

between the objective forms in pre-training and fine-tuning [46]. In prompt-tuning, a set

of label words and prompt templates are designed to create a cloze-style task that aligns
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with the pre-training objective. For example, in natural language inference, the classes are

entailment, neutrals, and contradiction. Some works [47,48] use {“yes”, “maybe”, “no”}

as the set of label words. In binary sentiment classification, the positive sentiment and the

negative sentiment are respectively mapped to “good” and “bad”. By incorporating these

label words and prompt templates, prompt-tuning aims to align the objective forms be-

tween pre-training and fine-tuning, enhancing the performance of PLMs on specific tasks,

such as classification, relation extraction, and so on.

In the context of the RE task, the primary focus of pre-training tasks in PLMs is to

learn the semantic understanding of individual sentences. As a result, transferring se-

mantic information into ontological knowledge using the fine-tuning approach becomes

challenging. Additionally, even with the adoption of the prompt-tuning paradigm, there

are still difficulties in compelling PLMs to effectively grasp and incorporate ontologi-

cal knowledge in sparse data scenarios. Addressing this challenge requires exploring

alternative approaches that can effectively leverage ontological knowledge, especially

in scenarios with sparse data. Thus, further efforts are necessary to enhance the abil-

ity of PLMs to understand and extract ontological knowledge via prompt-tuning ap-

proach [46,47,49,50,51,52,53,54]. Brown et al. [46] assert that scaling up language mod-

els significantly enhances their ability to perform task-agnostic, few-shot learning, some-

times rivaling the effectiveness of previous state-of-the-art fine-tuning methods. Schick

et al. [47] introduces an automated mapping technique that identifies correspondences

between words and labels with minimal training data, reducing the reliance on domain

expertise. Schick et al. [49] demonstrate that language models with significantly fewer pa-

rameters can achieve competitive performance by transforming textual inputs into cloze-

style questions with task descriptions and employing gradient-based optimization, further

enhanced by utilizing unlabeled data. Shin et al. [50] propose auto prompt for fine-tuning

without extra parameters. Gao et al. [51] provides prompt-based fine-tuning with an au-

tomated prompt generation pipeline and a refined strategy for dynamically incorporating
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demonstrations into contexts. Zhong et al. [52] propose opti-prompt, which optimizes

within a continuous embedding space. Lester et al. [53] propose soft prompts to adapt

fixed language models for specific downstream tasks. Li et al. [54] propose counter-

factual contrastive prefix-tuning for many-class classification.

1.2 Research Problems

The field of Relation Extraction has encountered several challenges, particularly re-

garding the availability of reliable training data. Training a robust deep neural RE model

requires a substantial amount of accurately annotated data, which is traditionally ob-

tained through manual annotation. However, this process is extremely time-consuming

and labor-intensive. Although the distant supervision method has been proposed as an al-

ternative to automatically annotating training data, it introduces challenges such as wrong

labeling and the prevalence of long-tail relations. Obviously, the development of RE is

constrained by the quality and quantity of annotated training data.

In light of this, our research focuses on addressing the RE task under distant supervi-

sion, as well as the RE task with a small amount of data but high annotation accuracy. We

aim to tackle the following four research problems through our investigation:

• Research Problem 1: The severe problem of wrong labeling in training data under

the strong assumption of distant supervision. Existing works have attempted to

mitigate this issue by employing the Multi-instance Learning framework [35, 36]

in conjunction with selective attention networks [37]. However, these methods are

vulnerable when a bag consists of a single sentence, and even worse, when a single

sentence expresses inconsistent relation information with the bag-level label. This

scenario is not uncommon in the popular RE dataset, NYT.

• Research Problem 2: The significant impact of long-tail relations on model per-

formance due to the incompleteness of KGs in the distant supervision method.
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Long-tail relations suffer from insufficient training samples, posing a challenge in

providing sufficient information for training under such circumstances. To address

this, we leverage the relational hierarchy and employ attention mechanisms to share

knowledge from the data-rich relation to long-tail ones, ensuring that even limited

training information can be fully utilized.

• Research Problem 3: Semantically aligning long-tail relation samples with coarse-

grained relations solely based on sentence semantics is difficult. Inaccurate transfer

of information from the data-rich relation to long-tail relations can accumulate er-

rors and impact the identification of other classes. To overcome this challenge,

we investigate methods to improve the alignment between sentences and coarse-

grained relations.

• Research Problem 4: In scenarios with a small amount of training data but high an-

notation quality, such as few-shot learning settings, there is a significant challenge

in transferring semantic knowledge from Pre-trained Language Models (PLMs)

to ontological knowledge for the Relation Extraction (RE) task. To address this,

we explore the prompt-tuning approach, aiming to elicit specific knowledge from

PLMs by constructing appropriate prompt templates.

1.3 Research Objectives and Methods

In order to address the research objectives and challenges mentioned in this section,

we present a brief overview of the methods employed for each objective:

1. For the first research objective, we focus on producing entity-aware embeddings

and rich-contextual representations to enhance downstream aggregation modules.

Additionally, we replace the previous selective attention with a gate mechanism

and pooling layer to address one-sentence bags. Experimental evaluations on the

NYT dataset demonstrate significant progress.
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2. To further improve the performance of long-tail relations, we propose a relation-

augmented attention mechanism within the relational hierarchy. This approach

leverages high-level relations to collaboratively enhance features, taking into ac-

count the hierarchical structure.

3. We incorporate extra information related to named entities in a sentence to address

the challenge of inferring coarse-grained relations solely based on semantics. Based

on the extra information, we introduce two novel modules designed specifically to

tackle the major challenges in DSRE.

4. To overcome the challenges posed by the DS method and the limited availability

of labeled training data, we shift the focus to training datasets with accurate labels,

even if the amount of labeled data falls short of fully supervised learning require-

ments. In data-scarce scenarios, we employ prompt tuning as an alternative to the

fine-tuning paradigm.

We aim to make significant contributions to the field of RE, improving the robustness,

performance, and applicability of RE under distant supervision and in scenarios with

limited labeled training data.

1.3.1 Thesis Organization

In this section, we present an overview of the thesis organization, outlining the struc-

ture and content of each chapter:

• Chapter 2 : This chapter presents a detailed literature review of milestone works

in the RE task and several key text representation approaches, including attention

mechanism, transformer, and masked language model.

• Chapter 3 : This chapter presents our novel approach for DSRE. The focus is on

addressing the wrong labeling problem in DSRE and proposing a specific embed-

ding methodology that combines ontological knowledge and semantics. Detailed
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experiments are conducted to evaluate the effectiveness and performance of our

approach.

• Chapter 4 : This chapter introduces a novel hierarchical attention network to tackle

the challenge of long-tail relations in DSRE. The sentence representations are as-

sociated with relational knowledge, and the resulting representations are shared

through a hierarchical structure. The chapter provides in-depth explanations of the

proposed approach and presents experimental results to validate its efficacy.

• Chapter 5 : This chapter presents two novel modules that incorporate extra onto-

logical knowledge from existing KGs to enhance the text representation for DSRE

in different ways. Both modules leverage the additional ontological knowledge to

strengthen the representation of textual data, leading to improved performance in

the RE task. The chapter includes comprehensive experiments to demonstrate the

effectiveness of this approach.

• Chapter 6 : This chapter introduces the concept of prompt-tuning with counterfac-

tuals for the RE task in data-scarce scenarios. The approach involves generating

prompt templates that incorporate contrastive knowledge between relations, aim-

ing to inject ontological knowledge into PLMs. The chapter provides detailed ex-

planations of the prompt-tuning methodology and presents experimental results to

support its feasibility and effectiveness.

• Chapter 7 : This chapter offers a summary of the research conducted in this thesis

and discusses potential avenues for future work and research directions.

By following this organizational structure, the thesis aims to provide a comprehen-

sive understanding of the challenges in RE, presents novel approaches to address these

challenges, and offers insights for future research in this field.
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Chapter 2

Literature Review

In this chapter, we undertake an extensive exploration into the complex dynamics of on-

tological knowledge learning and its critical impact on overcoming challenges in RE.

Our review begins by acknowledging the foundational work in the field, highlighting

the pivotal works on extracting ontological knowledge via Neural Networks (NNs) to en-

hance the precision and understanding of RE tasks, such as piecewise max-pooling convo-

lutional neural network, hierarchical structure, and KGs-integrated architecture. We then

continue our narrative by dissecting the evolution and impact of attention mechanisms, ex-

amining everything from Vanilla to Selective and Multi-level Attention Networks, along-

side the Transformer. In this section, we underscore the advancements in attention-based

models. Vanilla attention mechanisms provided a solid foundation, upon which various

attention structures have been derived to meet the unique needs of RE tasks for onto-

logical knowledge. For instance, by incorporating hierarchical structures, hierarchical

attention has been proposed to better capture and utilize ontological knowledge. Simi-

larly, the development of multi-level attention mechanisms represents a strategic layering

of text information into structured ontological knowledge. The advent of the Transformer

model further enhanced the capability to capture textual information, implicitly including

ontological knowledge that substantially affects the performance of RE tasks. These in-

novations in attention structures, specifically designed to meet the demands of RE tasks

for ontological knowledge learning, have revolutionized the approach and effectiveness.

With the advent of PLMs, the research landscape in nearly all tasks of NLP has under-

gone a significant transformation. These models have brought an unprecedented level of
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semantic memory and understanding. Under the framework of self-supervised learning,

PLMs understand the contextual semantics via massive corpora, subsequently undergoing

task-specific fine-tuning. Nevertheless, fine-tuning often requires a substantial amount of

task-specific data to adjust the entire model’s parameters, which can lead to overfitting

and a huge gap between the task’s objective and the self-supervised learning objective.

To address these limitations, prompt-tuning is proposed, offering a more efficient way

to fine-tune PLMs with slight parameter adjustments. The prompt-tuning enhances task

alignment with the objectives of self-supervised learning while also eliciting task-specific

information from PLMs. These advantages both improve the models’ application to spe-

cific tasks and mitigate the issues associated with traditional fine-tuning. Thus, how to

construct effective, task-specific prompts to elicit specific knowledge embedded in these

large models became a pivot problem. For RE tasks, the challenge lies in converting the

semantic information mastered by PLMs into ontological knowledge through well-crafted

prompts. This conversion aims to enhance the performance of these models across various

application dimensions in RE tasks, ensuring a comprehensive and nuanced understand-

ing and handling of relations.

2.1 Basic Ontological Knowledge Learning

In this section, we will discuss a series of representative research works, with a specific

focus on how leveraging the advantages of ontological knowledge learning can address

challenges within RE. Through this review, we aim to provide a comprehensive under-

standing of existing methodologies while emphasizing their contributions and limitations

in tackling the recognized challenges in RE.

2.1.1 Piecewise Convolutional Neural Network

Given a bag of sentences B = {s1, . . . , sN} containing a pair of subject e(s) and

object e(o) entities, the distant supervision [34] assigns a relation label r to the sentence
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Figure 2.1 : The architecture of Piecewise Convolution Neural Network. Copied from

original paper [1].

bag B based on the corresponding KG triple fact. The objective of relation extraction is

to predict the relation label r̂ to the sentence bag B for a given entity pair based on the

sentence bag B.

Word features Existing approaches derive a latent representation for each sentence sj

in the bag B = {s1, . . . , sN} using word embedding [25]. In the following discussion,

we omit the sentence index j for clarity. First the sentence s is tokenized into a sequence

of n words, denoted as s = [w1, . . . , wl], where l is the length of the sentence. Then

a word2vec method [25] is used to transform the discrete tokens into low-dimensional,

real-valued embeddings, resulting in s = [v1, . . . ,vl] ∈ Rdw×l, where vi represents the

word embedding of the i-th word in the sentence, and dw denotes the dimension of the

word embeddings.

Position features Traditionally, in tasks sensitive to ontological knowledge, structural

features have been pivotal, as relying solely on word features proves insufficient to capture

such complex information. Thus, position features are combined with word embeddings

to specify the relative distances between each word wi and the target entities e(s) and
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e(o) [21]. These position features provide information about the positions of the entities

within each sentence. For example, consider the sentence “Kojo Annan, the son of Kofi

Annan...”. The relative distances from the word “son” to the subject entity e(s) (Kojo

Annan) are 3 and -2 words, respectively. Each relative distance is transformed into a

real-valued vector by looking up the position embedding matrix for the subject and object

entities, denoted as x(ps)
i and x

(po)
i ∈ Rdp , respectively. The final word vector representa-

tions will be represented as the concatenation of word embedding and position features,

i.e., x(p)
i = [vi;x

(ps)
i ;x

(po)
i ]. [; ] denotes the operation of vector concatenation.

A common practice in distant supervision relation extraction for extracting ontologi-

cal knowledge is to use a piecewise convolutional neural network (PCNN) [1] to generate

contextualized representations over a sequence of word embeddings. Compared to the

typical 1D-CNN with max-pooling [21], piecewise max-pooling can capture the structure

information between two entities by considering their positions. First, a 1D-CNN [55] is

applied to the input sequence of word embeddings v, resulting in contextualized represen-

tations. Next, a piecewise max-pooling operation is performed over the output sequence

to obtain sentence-level embedding. These steps are written as

H = [h1, . . . ,hn] = 1D-CNN(V ; θ(cnn)), (2.1)

s = tanh([Pool(H (1));Pool(H (2));Pool(H (3))]) (2.2)

where W (c) ∈ Rdc×Q×dx is a conv kernel with window size of Q. H(1), H(2) and H(3)

are three consecutive parts of H by dividing H w.r.t. the indices of subject e(s) and

object e(o) entities. Consequently, s ∈ Rdh , is the resulting sentence-level embedding.

The whole architecture of the PCNN is illustrated in Fig 2.1.

To alleviate the wrong labeling problem, the PCNN model employs the MIL frame-

work. In this framework, we consider a set of bags {M1,M2, . . . ,MT}, where each bag

Mi contains multiple instances with the same pair of entities Mi = {m1
i ,m

2
i , . . . ,m

n
i }.

The goal of the MIL framework is to predict the relationship label at the bag level for
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Figure 2.2 : The architecture of our neural relation extraction model with relation paths.

Copied from original paper [2].

unseen bags. Given the training bags (Mi, yi), where yi represents the true relationship

label for bag Mi, the PCNN model with parameters θ outputs a vector o, where the r-th

component or corresponds the score associated with relation r. To obtain the conditional

probability
∑n

j=1 p(r|m
j
i , θ), a softmax operation is applied over all relations. The ob-

jective function is defined as follows, aiming to maximize the log probability of the true

relationship label for each bag:

J(θ) =
T∑
i=1

log p(yi|mj
i ; θ) (2.3)

2.1.2 Incorporating Relation Path

Normally, existing models solely rely on those direct sentences containing both en-

tities. To further capture the ontological knowledge learning, a path-based method [2]

is proposed to encode the relational semantics from both direct sentences and inference

chains. There are also many sentences containing only one of the target entities, which

also provides rich useful information but not yet fully employed. Relation path encoder

measures the probability of each relation r given a relation path in the text. This will

utilize the inference chain structure to help make predictions. As illustrated in Fig 2.2, a
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convolution neural network (CNN) first embeds the semantics of sentences. Afterward,

a relation path is built for measuring the probability of relations given an inference chain

in the text. Finally, the direct sentences and relation paths are concatenated to predict the

relations.

More specifically, a path p1 is defined between (h, t) as (h, e), (e, t), and the cor-

responding relations are rA, rB. Each of (h, e) and (e, t) corresponds to at least one

sentence in the text. The probability of relation r conditioned on p1 as follows,

p(r|rA, rB) =
exp(or)∑nr

i=1 exp(oi)
, (2.4)

where oi measures how well relation r matches with the relation path (rA, rB). Followed

with [37], each relation r will be initialized with a unique, distributed representation.

Then, the similarity is calculated as follows:

oi = −∥ri − (rA + rB)∥L1 . (2.5)

Here, there is an implicit assumption that if ri is semantically similar to relation path

pi : h
rA−→ e

rB−→ t and the embedding ri will be closer to the relation embedding (rA+rB).

Finally, the relation-path score function is shown as follows:

G(h, r, t|π) = E(h, rA, e)E(e, rB, t)p(r|rA, rB), (2.6)

where E(h, rA, e) and E(h, rB, t) measure the probabilities of relational facts (h, rA, e)

and (e, rB, t) from text, and p(r|rA, rB) measures the probability of relation r given re-

lation path (rA, rB). In summary, it is evident that as our understanding of tasks sen-

sitive to textual data and ontological knowledge deepens, the specially designed models

and methodologies play a crucial role in enhancing the model’s capability to capture and

comprehend ontological knowledge. The intricacies of these designs not only reflect a

heightened level of cognitive sophistication but also underscore the significance of tai-

lored approaches in dealing with complex data structures and knowledge domains.
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Figure 2.3 : Simple illustration of TransE and TransH. Copied from original paper [3].

2.1.3 Knowledge Graph Embedding via Translation

The acquisition and representation of ontological knowledge remain central chal-

lenges in the field of semantic computing and artificial intelligence. KGs have emerged

as a pivotal structure for organizing ontological knowledge, enabling machines to under-

stand. Among the various strategies for KG representation, embedding models, particu-

larly those utilizing translation-based approaches, have shown great promise.

We delve into the specifics of how these models not only learn to encode but also to

interpret and utilize ontological knowledge. Models such as TransE [56] and TransH [3]

serve as representations of this approach, leveraging the concept of translation in a multi-

dimensional space to establish relational links between entities. These models offer a

geometric perspective to intuitively and effectively capture the complex hierarchies and

interdependencies in KGs.

TransE represents a relation by translation vector r so that the pair of embedded entities

in a triplet (h, r, t) can be connected by r with very low error. Although it is highly ef-
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ficient, TransE struggled to deal with reflexive/one-to-many/many-to-one/many-to-many

relations. Formally, TransE models a relation r as follows:

e = ∥h+ r − t∥ℓ1/2 , r ∈ Rk (2.7)

where e represents the error of this triplet (h, r, t). The error will be low if (h, r, t) is a

golden triplet.

TransH allows for an entity to possess diverse representations contingent upon its en-

gagement with distinct relations. Thus, it can overcome the problems of TransE in model-

ing reflexive/one-to-many/many-to-one/many-to-many relations. As shown in Fig 2.3, for

a relation r, the relation-specific translation vector dr is positioned in the relation-specific

hyperplane wr (the normal vector) rather than in the same space of entity embeddings.

The embedding h and t are first projected to the hyperplane wr. The projections are

denoted as h⊥ and t⊥. Further, the authors assume h⊥ and t⊥ can be connected by

a translation vector dr on the hyperplane with a low error if (h, r, t)is a golden triplet.

Thus, a scoring function is formulated as follows:

h⊥ = h−wT
r hwr,

t⊥ = t−wT
r twr,

fr(h, t) =
∥∥(h−wT

r hwr) + dr − (t−wT
r twr)

∥∥2

ℓ2
.

2.2 Attention Mechanism for Ontological Knowledge Learning

Before delving deeper into ontological knowledge learning, it is crucial to introduce

a mechanism that has nearly reshaped the feature-capturing process in almost all NLP

tasks: the attention mechanism [57]. In this section, we aim to explore how the attention

mechanism, a pivotal innovation in the field, has transformed our approach to understand-

ing and processing language, particularly in enhancing the acquisition and application of

ontological knowledge in various linguistic tasks.
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2.2.1 Vanilla Attention mechanism

The intuition behind the attention mechanism is rooted in the way humans focus on

different parts of information at different times to comprehend and interpret the world

around them. Essentially, the attention mechanism provides a way for models to allo-

cate their computational focus in a manner akin to human attention, leading to a more

nuanced and effective understanding and processing of data. The vanilla attention mech-

anism takes three inputs: keys, values, and queries. Each of them consists of a set of

representations. The Queries are denoted as Q = [q1, q2, . . . , qn] ∈ Rdq×n. Keys are

denoted as K = [k1,k2, . . . ,kn] ∈ Rdk×n, and its corresponding values are denoted

as V = [v1,v2, . . . ,vn] ∈ Rdv×n. Commonly, the keys K and the values V are often

derived from the same source. The attention mechanism calculates the alignment score

between ki and qi by a function f(ki, qj). The alignment score can capture dependen-

cies, relevance, or similarity between the keys and queries. A softmax function is applied

to obtain a categorical distribution indicating the importance of each value to the cor-

responding query. Concretely, a p(z = i|K, qj) represents vi could contribute crucial

information to qi:

p(z = i|K, qj) =
exp(f(ki, qj))∑n
i=l exp(f(kl, qj))

(2.8)

where z is a random variable indicating which token is important to qj for a specific task.

It is worth noting that there are different choices for the specific form of the function

f(ki, qj), such as additive, multiplicative, and scaled dot-product attention mechanisms.

The additive attention mechanism is defined as follows:

f(ki, qj) = wTσ(W (1)ki +W (2)qj) (2.9)

where W (1) ∈ Rdh×de , W (2) ∈ Rdh×de and w ∈ Rdh are the learnable parameters. σ(·)

denotes the activate function. The multiplicative attention mechanism is defined as:

f(ki, qj) = ⟨W (1)ki,W
(2)qj⟩ (2.10)
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where ⟨·⟩ could denote inter-product or cosine similarity. The scaled dot-product attention

mechanism is defined as:

S = V softmax(
QTK√

dq
)T (2.11)

where dq represents the dimension of the query. It is a scale factor to make the distribution

smoother, avoid gradient vanishing and constrain the range of variance.

2.2.2 Selective Attention Mechanism

To address the issue of wrongly labeled sentences, the selective attention mechanism

[37] is proposed to de-emphasize the impact of noisy sentences and extract the ontological

knowledge from the sentences that contain the same entity pair. This selective attention

mechanism assigns attention weights to each sentence in a bag based on its relevance to

the predicted relation. This allows the model to focus more on informative sentences and

ignore the noisy ones. The attention weight αi for each sentence xi is calculated using a

softmax function:

αi =
exp(ei)∑
k exp(ek)

(2.12)

where ei is defined as a query-based function that measures the matching degree between

sentence xi and then predicts relation r in a distributed representation. Specifically, ei is

obtained through a bilinear form:

ei = xiAr (2.13)

Finally, the bag representation oj is computed as the weighted sum of the sentence repre-

sentations:

oj =
∑
i

αixi (2.14)

By assigning attention weights to each sentence based on its relevance to the predicted

relation, the selective attention network can effectively filter out the noise and focus on

the informative sentences for relation extraction.
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Figure 2.4 : The sample of hierarchical attention mechanism in DSRE. Copied from

original paper [4].

2.2.3 Hierarchical Attention Mechanism

In the context of ontological knowledge learning, a fundamental challenge lies in ac-

curately capturing and utilizing the structured information inherent in textual data. This is

particularly crucial in tasks such as Relation Extraction (RE), where the objective is sub-

tly aligned with understanding and predicting the relationships embedded within the text.

Rather than directly predicting the relation label r̂ of an entity pair from a corresponding

sentences’ bag B, the focus shifts towards leveraging the hierarchical nature of labels to

further extract the ontological knowledge from the text. Coarsed-grained relation labels,

denoted as [r(1), . . . , r(M)], can be derived from the mention of r. For example, if r =

/BUSINESS/COMPANY/FOUNDERS. r(1) = /BUSINESS/COMPANY and r(2) = /BUSINESS

signify broader categorical relationships. By integrating this hierarchical label informa-

tion with attention mechanisms, a hierarchical attention framework can be constructed,

which is illustrated in Fig 2.4. This approach allows for a more nuanced and layered

extraction of ontological knowledge from the text, aligning closely with the objectives of
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ontological knowledge learning and providing a more robust foundation for tasks like RE.

In the hierarchical attention mechanism, attention scores are calculated for each instance

based on their significance in expressing the corresponding relation. The mechanism can

be defined as follows:

o
(l)
j =

∑
i

αixi, (2.15)

e
(l)
i = qT

rlWsxi, (2.16)

α
(l)
i =

exp(e
(l)
i )∑

k exp(e
(l)
k )

, (2.17)

where qr is a query vector corresponding to each grained relation r ∈ R and Ws is

the weight matrix. Finally, the sentence representations generated by different-grained

relations are concatenated together to form the final representation o.

o = [o(0);o(1); . . . ;o(M)] (2.18)

By incorporating the hierarchical attention mechanism, the model can effectively capture

the hierarchical structure of relations and generate informative representations.

2.2.4 Knowledge Graph-enhanced Attention Mechanism

In the diverse landscape of NLP, certain tasks are particularly sensitive to ontological

knowledge, necessitating a way to extract comprehensive ontological knowledge from the

textual data or hierarchical labels. However, these tasks often grapple with the challenge

of long-tail distributions, where numerous categories are scarcely represented, making

it difficult for traditional models to perform effectively. Furthermore, the ontological

knowledge constrained in text information is limited after all.

To address these complexities, the integration of Knowledge Graphs and Attention

Mechanisms has emerged as a powerful strategy [5], enhancing the sensitivity and adapt-

ability of models to ontological nuances. It introduces a sophisticated approach that lever-

ages Knowledge Graph Embeddings and Graph Convolution Networks, coupled with a



24

Figure 2.5 : The architecture of Knowledge Graph Embeddings and Graph Convolution

Networks. Copied from original paper [5].

coarse-to-fine knowledge-aware attention mechanism. This method significantly boosts

performance by deeply integrating and utilizing ontological knowledge, offering insights

and advancements in handling tasks sensitive to the rich and varied nature of ontologi-

cal structures. We will explore the innovative methodology, the results it yields, and its

broader contributions and potential impact on tasks that require a nuanced understanding

of ontological knowledge.

For each instance s = w1, . . . , wn with two mentioning entities, zhang et al., 2019

[5] encode the raw instance into a continuous low-dimensional vector x, which consists

of an embedding layer [1], and an encoder layer [1, 21]. Then, given pre-trained KG

embeddings and predefined relation hierarchies, a two-layer GCNS [58] is leveraged to

learn the explicit fine-grained relational knowledge from the label space.

Hierarchy Label Graph Construction. Given a relation set R of a KG G (e.g., Free-

base), which consists of base-level relations, the corresponding higher-level relation set

RH . According to the former mentioned, the coarse-grained relations are more general
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and contain several different fine-grained relations in a tree structure. As shown in Figure

2.5, a virtual father node is used to construct the most coarse-grained relation associations

between relations. The vectors of each node in the bottom layer are initialized through

pretrained TransE [56] KG embeddings.

GCN Output Layer. GCN is applied to learn explicit relational knowledge among re-

lations because the implicit relevant information obtained by KG embeddings for each

relation is not enough. Formally, the label vectors of the fine-grained and coarse-grained

for the i-th label to form,

v1i = f

W 1vi +
∑
j∈Np

W 1
p vj

|Np|
+

∑
j∈Nc

W 1
c vj

|Nc|
+ b1g

 (2.19)

where W 1 ∈ Rq×d, W 1
p ∈ Rq×d, W 1

c ∈ Rq×d, b1g ∈ Rq, f in the rectified linear unit [59]

function, and Nc(Np) is the index set of the i-th labels fine-grained (coarse-grained).

The second layer follows the same formulation as the first layer and outputs vexpliciti .

Finally, both pretrained vimplicit
i with GCNs node vector vexpliciti are concatenated to form

hierarchy class embeddings,

qr = vimplicit
i ||vexpliciti (2.20)

where qr ∈ Rd+q. For the following, the class embeddings containing useful ontological

knowledge for long-tails among labels will be treated as a query for matching sentence

vectors. Hence, the relation extraction problem becomes a retrieval problem.

2.3 Attention-Driven Language Models

In the preceding section, we delved into the intricacies of attention mechanisms and

their integration with ontological knowledge learning, highlighting how these mecha-

nisms enhance the sensitivity and adaptability of models to complex and hierarchical

ontological knowledge inherent in textual data and relations. Building upon this foun-
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dation, this section shifts focus toward a spectrum of language models that are funda-

mentally grounded in attention architecture. Attention-Driven Language Models have

revolutionized the field of Natural Language Processing (NLP), offering a more nuanced

and contextually aware approach to understanding textual data. From self-attention neural

networks to their various evolutions, attention mechanisms have played a crucial role, not

only enhancing the understanding of textual semantics but also, with the scaling of model

sizes, fundamentally reshaping the entire NLP tasks.

2.3.1 Directional Self-Attention Network

Unlike conventional models that rely on RNN and CNN architectures, Directional

Self-Attention Network (DiSAN) only consists of a directional self-attention with tempo-

ral order encoded followed by a multi-dimensional attention. The attention mechanism

offers greater computational adaptability in handling sequence lengths compared to Re-

current Neural Networks (RNNs) or Convolutional Neural Networks (CNNs). It also

provides a more task/data-driven approach to modeling dependencies. Differing from

sequential models, attention-based computations can be significantly and efficiently ac-

celerated using existing distributed or parallel computing frameworks.

Generally, a sentence is denoted by a sequence of discrete tokens v = [v1, v2, . . . , vn].

A pre-trained token embedding (e.g., Word2Vec [25] or GloVe [24]) is applied to v and

transforms all discrete token to a sequence a sequence of low-dimensional dense vector

representations x = [x1, x2, . . . , xn] with xi ∈ Rde

In DiSAN, there are two major attention mechanisms: multi-dimensional attention

and directional self-attention. Multi-dimensional attention is a neural extension of addi-

tive attention (or Multi-layer Perceptron Attention) at the feature level. When extending

multi-dimension to self-attention, there are two variants of multi-dimensional attention.

The first one, called multi-dimensional ”token2token” self-attention, explores the depen-

dency between xi and xj from the same source x, and generates context-aware coding for
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Figure 2.6 : The architecture of Directional self-attention (DiSA) mechanism. Here, li,j

denotes f(hi, hj). Copied from original paper [6].

each element. It replaces q and xj as the following:

f(xi, xj) = W Tσ
(
W (1)xi +W (2)xj + b(1)

)
+ b. (2.21)

where f(xi, xj) ∈ Rde is a vector with the same length as xi, and all the weight matrices

W,W (1),W (2) ∈ Rde×de . Then, a probability matrix P j ∈ Rde×n is calculated for each xj

as P j
ki ≜ p(zk = i|x, xj). The output xj is as shown:

sj =
n∑

i=1

P j
·i ⊙ xi. (2.22)
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The second one, multi-dimensional ”source2token” self-attention, explores the depen-

dency between xi and the entire sequence x, and compresses the sequence x into a vector.

Unlike Eq. 2.21, q has been removed from the following formulation:

f(xi) = W Tσ
(
W (1)xi + b(1)

)
+ b. (2.23)

The probability matrix is defined as Pki ≜ p(zk = i|x) and is computed in the same way

as P in vanilla multi-dimensional attention. The output s is also same, i.e.,

s =
n∑

i=1

P·i ⊙ xi. (2.24)

Based on these attentions, Directional Self-Attention Network (DiSAN) is proposed for

sentence-encoding without any recurrent or convolutional structure.

2.3.2 Transformer

Since the introduction of recurrent language models and convolutional neural net-

works, there have been continuous efforts to push their boundaries [33, 60, 61]. The

Transformer [7] is proposed as a self-attention network that entirely dispenses with re-

currence and convolutions. It has become one of the most widely used models for natural

language processing tasks. The Transformer architecture consists of an encoder and a

decoder, making it suitable for various NLP tasks such as neural machine translation and

sentiment analysis. The overall architecture of the Transformer is illustrated in Fig 2.7.

In the following paragraphs, we will delve into the key components that constitute the

Transformer, discussing each in detail.

Positional Encoding. Positional encoding is crucial for preserving positional informa-

tion in sequences since the attention mechanism is permutation-intensitive. It is defined

as follows:

PE(pos, 2i) = sin(pos/100002i/d)PE(pos, 2i+ 1) = cos(pos/100002i/d) (2.25)
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Figure 2.7 : The architecture of Transformer. Copied from original paper [7].

where pos is the position and i is the dimension. Each dimension of the positional encod-

ing corresponds to a sinusoid.

Multi-Head Attention. The Multi-Head Attention mechanism enhances the diversity

of attention by using multiple sets of key-value-query attention mechanisms. It is defined

as follows:

S = MultiHeadAttn(K,V ,Q) = W [H1; . . . ;Hh], (2.26)

Hc = ScaleDotProdAttn(W (k)
c K,W (v)

c V ,W (q)
c Q) (2.27)

where W (·) denotes the learnable matrix.
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Masked Multi-Head Attention. This component is specifically designed for the Trans-

former decoder. Without the masked operation, the model may have access to future to-

kens during the decoding process. To prevent this, a mask matrix is applied, allowing

attention only between ki if their corresponding positions satisfy certain conditions.

Figure 2.8 : The architecture of BERT. Copied from original paper [8].

Transformer Encoder. The sentences are first embedded with additive positional en-

coding. Then, each representation is passed through multiple layers of the multi-head

attention mechanism. Each layer consists of a feed-forward network with an activation

function and includes residual connection [62] and layer normalization [63]. The proce-

dure can be summarized as follows:

H = [h1, . . . , hn] ≜ X(N) ∈ Rdw×n,

X(l+1) = LayerNorm(FFN(X (l+1)′) +X(l+1)′),

X(l+1) = LayerNorm(MultiHeadAttn(X (l),X(l),X(l)) +X(l)),

X(0) = X +W (pe),

where H is a sequence of distributed representation, W (pe) ∈ Rde×n is a learnable weights

of position embedding.
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Transformer Decoder. This process is briefly denoted as:

S = [s1, . . . , sn] ≜ Z(N) ∈ Rdw×n,

Z(l+1) = LayerNorm(FFN(Z(l+1)′) +Z(l+1)′),

Z(l+1)′ = LayerNorm(Masked-MultiHeadAttn(H ,H ,Z(l+1)′′) +Z(l+1)′′),

Z(l+1)′′ = LayerNorm(Masked-MultiHeadAttn(Z (l),Z(l),Z(l)) +Z(l)),

Z(0) = Z +W (pe),

where S is a sequence of decoding hidden states, H is the resulting hidden states, Z

represents the left-shifted token list. The LayerNorm, Feed-Forward Network (FFN), and

Masked Multi-Head Attention components have similar definitions as in the Transformer

Encoder. The Transformer decoder takes the encoded input sequence and generates the

output sequence token by token. It utilizes self-attention mechanisms to attend to different

parts of the input sequence while making predictions. The positional encoding ensures

that the model considers the order of the tokens in the input. By stacking multiple layers of

self-attention and feed-forward networks, the Transformer decoder can capture complex

dependencies and generate high-quality translations or predictions.

2.3.3 Pre-trained Language Models: GPT and BERT

PLMs have revolutionized the field of NLP by learning contextualized representa-

tions from large-scale corpora. Two prominent pre-trained models, Generative Pre-trained

Transformer (GPT) [39, 41] and Bidirectional Encoder Representations from Transform-

ers (BERT) [8], have achieved remarkable performance on various NLP tasks.

GPT, based on the Transformer architecture, is a generative model that predicts the

next word in a sentence given the previous context. It is trained using an auto-regressive

objective, where the model is conditioned on the left context to generate the next word.

GPT excels at tasks that require generating coherent and contextually relevant text, such

as text completion and language translation.
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On the other hand, BERT, also based on the Transformer architecture, is a discrimina-

tive model that learns bidirectional representations of words. It is trained using a masked

language model objective, where random tokens in the input are masked, and the model

is tasked with predicting the masked tokens based on the surrounding context. BERT

captures contextual dependencies in both directions, allowing it to understand the rela-

tionships between words and their contexts. It performs exceptionally well on tasks such

as question answering, named entity, and sentiment analysis. The architecture of BERT

is shown in Figure 2.8.

The main difference between GPT and BERT lies in the training objectives. GPT is

trained to generate coherent text, while BERT focuses on learning deep contextualized

representations by predicting masked tokens. This difference in training objectives leads

to variations in their capabilities and strengths. GPT is more suitable for tasks involving

text generation, while BERT excels at tasks requiring a deep understanding of contextual

information and semantic relationships.

Both GPT and BERT have made significant contributions to NLP, and their pre-trained

representations can be fine-tuned for specific downstream tasks, providing a powerful

foundation for various natural language understanding and generation tasks.

2.3.4 Prompt Tuning with Rules

Prompt tuning [46,47,49,50,51,52,53,54] is proposed as an approach to bridge the gap

between the pre-training and fine-tuning objectives by introducing task-specific prompts.

During pre-training, which typically involves self-supervised tasks like masked language

modeling, the model predicts the marked word in a sentence. Prompt tuning leverages

this concept and formulates prompts in a cloze-style format, where certain words are

masked and the model is trained to predict them based on the surrounding context. The

prompt tuning approach consists of a template and a set of label words. For instance,

in natural language inference, the label words may be “yes”, “maybe”, and “no” cor-
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Figure 2.9 : The logic rule samples of PTR. Copied from original paper [9].

responding with {“entailment”, “neutral”, “contradiction”}, while in binary sentiment

classification, the label words may be “good” and “bad” corresponding with the positive

sentiment and the negative sentiment. However, designing effective prompts for the RE

task is challenging due to the semantic overlap between relations. To address this chal-

lenge, some approaches [50, 51, 54] automatically generate prompts or replace discrete

prompt tokens with continuous vectors. While these methods achieve reasonable perfor-

mance, they often fall short compared to manually designed prompts. Manual Prompt

designing allows for the incorporation of ontological knowledge, which is critical for RE

tasks. To leverage prompt-tuning for RE, a recent approach called Prompt Tuning with

Rules (PTR) [9] is introduced. Instead of directly designing task-specific prompt tem-

plates, PTR designs several sub-prompts and combines them using logic rules to form

final task-specific prompts. The key distinction is that the logic rules in PTR are encoded

with prior knowledge, specifically related to the semantics and ontological knowledge of

named entities. For example, as shown in Figure 2.9, PTR utilizes logic rules to construct

prompts for the PERSON:PARENT and ORGANIZATION:PARENT relations. The prompts

consist of sub-prompts that determine the type of named entities and the semantics of the
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sentence. However, designing multiple sub-prompts for each relation and finding valid

logic rules to combine them can be time-consuming and labor-intensive. Additionally,

with the increasing number of relations, this approach becomes less scalable. Further-

more, how to effectively provide ontological knowledge to stimulate the corresponding

knowledge in PLMs for RE tasks in data-scarce scenarios remains an open question.
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Chapter 3

Self-Attention Enhanced Selective Gate with
Entity-Aware Embedding

3.1 Introduction

To alleviate the noisy labeling problem, Riedel et al. [35] proposes a multi-instance

learning framework, which relaxes the strong assumption to expressed-at-least-one as-

sumption. In plainer terms, this means any possible relation between two entities holds

true in at least one distantly-labeled sentence rather than all of them that contain those

two entities. In particular, instead of generating a sentence-level label, this framework

assigns a label to a bag of sentences containing a common entity pair, and the label is a

relationship between the entity pair on KGs. Recently, based on the labeled data at bag

level, a line of works [1, 4, 11, 37, 64] under selective attention framework [37] let model

implicitly focus on the correctly labeled sentence(s) by an attention mechanism and thus

learn a stable and robust model from the noisy data.

However, the selective attention framework is vulnerable to situations where a bag is

merely comprised of one single sentence labeled. And what is worse, only one sentence

possibly expresses inconsistent meaning with the bag-level label. This scenario is not

uncommon. For a popular distant supervised relation extraction benchmark, e.g., NYT

dataset [35], up to 80% of its training examples (i.e., bags) are one-sentence bags. From

our data inspection, we randomly sample 100 one-sentence bags and find 35% of them

is incorrectly labeled. Two examples are shown in Table 3.1. These results indicate that

in the training phase, the selective attention module is enforced to output a single-valued

scalar for nearly 80% samples, leading to an ill-trained attention module.
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Bag consisting of one sentence Label Correct

After moving back to New York, Miriam was the

victim of a seemingly racially motivated attack ...

place lived True

... he faced, walking Bill Mueller and giving up

singles to Mark Bellhorn and Johnny Damon.

place lived False

Table 3.1 : Two examples of one-sentence bags, which are correctly and wrongly labeled

by distant supervision respectively.

Motivated by the aforementioned observations, we propose a novel Selective Gate

(SeG) framework for distantly supervised relation extraction. In the proposed framework,

1) we employ both the entity embeddings and relative position embeddings [21] for re-

lation extraction, and an entity-aware embedding approach is proposed to dynamically

integrate entity information into each word embedding, yielding more expressively pow-

erful representations for downstream modules; 2) to strengthen the capability of widely-

used piecewise CNN (PCNN) [1] on capturing long-term dependency [65], we develop a

light-weight self-attention [6,66] mechanism to capture rich dependency information and

consequently enhance the capability of the neural network via producing complementary

representation for PCNN; and 3) based on the preceding versatile features, we design a

selective gate to aggregate sentence-level representations into bag-level ones and alleviate

intrinsic issues appearing in selective attention.

Compared to the baseline framework (i.e., selective attention for multi-instance learn-

ing), SeG is able to produce entity-aware embeddings and rich-contextual representations

to facilitate downstream aggregation modules that learn from noisy training data. More-

over, SeG uses the gate mechanism with pooling to overcome the problem occurring in

selective attention, which is caused by one-sentence bags. In addition, it still keeps the
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light-weight structure to ensure the scalability of this model.

3.2 Approach

Fully Connected Layer

Softmax
along col.

Entity Pair Emb Relative Position

max

m
ax

max

Sum
along col.

 Representation

Dynamically Combined with Position and Entities

Input
Layer

Entity-aware
Embedding Layer

Self-Attention
Enhanced Layer

Selective Gate  Representation

Pooling Strategy

Output Layer

Figure 3.1 : The framework of our novel model without the pooling strategy used for sen-

tence encoder has two main components: (1)Entity-Aware Embedding (2)Self-Attention

Enhanced Selective Gate. As an example, tokens ekh and ekt in the gray background mean

the head entity and tail entity of this sentence.

As illustrated in Figure 3.1, we propose a novel neural network, i.e., SeG, for distantly

supervised relation extraction, which is composed of the following neural components.

3.2.1 Entity-Aware Embedding

Given a bag of sentences* Bk = {sk1, . . . , skmk} with the same entity pair (i.e., head

entity ekh, and tail entity ekt ) among these sentences, the target of relation extraction is to

distinguish the relationship yk between two given entities. For a clear demonstration, we

omit indices of example and sentence in the remainder if no confusion is caused. Each

*“sentence” and “instance” are interchangeable in this section.
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sentence is composed of a sequence of tokens, represented as s = [w1, . . . , wn], where

n signifies the length of the sentence. Furthermore, each token is represented by a low-

dimensional dense vector representation, symbolized as [v1, . . . ,vn] ∈ Rdw×n, where dw

denotes the dimension of word embedding.

In addition to the typical word embedding, relative position is a crucial feature for

relation extraction, which can provide the downstream neural model with rich positional

information [1, 21]. Relative position explicitly describes the relative distance between

each word wi and the two targeted entities eh and et. For i-th word, a randomly ini-

tialized weight matrix projects the relative position features into two dense-vector repre-

sentations of the head and tail, i.e., reh
i and ret

i ∈ Rdr respectively. The final low-level

representations for all tokens are a concatenation of the aforementioned embeddings, i.e.,

X(p) = [x
(p)
1 , . . . ,x

(p)
n ] ∈ Rdp×n in which x

(p)
i = [vi; r

eh
i ; ret

i ] and dp = dw + 2× dr.

However, aside from the relative position features, we argue that the embeddings of

both the head entity eh and tail entity et are also vitally significant for relation extraction

task, since the ultimate goal of this task is to predict the relationship between these two

entities. This hypothesis is further verified by our quantitative and qualitative analyses

in later experiments (Section 3.3.1, 3.3.2 and 3.3.3). The empirical results show that our

proposed embedding can outperform the widely-used way in prior works [67].

In particular, we propose a novel entity-aware word embedding approach to enrich

the traditional word embeddings with features of the head and tail entities. To this end,

a position-wise gate mechanism is naturally leveraged to dynamically select features be-

tween relative position embedding and entity embeddings. Formally, the embeddings of

head and tail entities are denoted as v(h) and v(t) respectively. The position-wise gating
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procedure is formulated as

α = σ(λ · (W (g1)X(e) + b(g1))), (3.1)

X̃(p) = tanh(W (g2)X(p) + b(g2)), (3.2)

X = α ·X(e) + (1−α) · X̃(p), (3.3)

where, X(e) = [x
(e)
i ]ni=1, ∀x

(e)
i = [vi;v

(h);v(t)], (3.4)

in which W (g1) ∈ Rdh×3dw and W (g2) ∈ Rdh×dp are learnable parameters, λ is a hyper-

parameter to control smoothness, and X = [x1, . . . ,xn] ∈ Rdh×n, which contains the

entity-aware embeddings of all tokens from the sentence.

3.2.2 Self-Attention Enhanced Neural Network

Previous works of relation extraction mainly employ a piecewise convolutional neural

network (PCNN) [1] to obtain contextual representation of sentences due to its capability

of capturing local features, less computation, and light-weight structure. However, some

previous works [7] find that CNNs cannot reach state-of-the-art performance on a majority

of natural language processing benchmarks due to a lack of measuring long-term depen-

dency, even if stacking multiple modules. This motivates us to enhance the PCNN with

another neural module, which is capable of capturing long-term or global dependencies

to produce complementary and more powerful sentence representations.

Hence, we employ a self-attention mechanism in our model due to its parallelizable

computation and state-of-the-art performance. Unlike existing frameworks that sequen-

tially stack self-attention and CNN layers in a cascade form [65, 68], we arrange these

two modules in parallel so they can generate features describing both local and long-term

relations for the same input sequence. Since each bag contains several sentences (up to

20), a light-weight network that can process each sentence efficiently is preferable, such

as PCNN, which is the most popular module for relation extraction. For this reason, there

is only one self-attention layer in our model. This is different from Yu et al. [65] and Wu
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et al. [68] who stack both modules many times repeatedly. Our experiments show that

two modules arranged in parallel manner consistently outperform stacking architecture

even with additional residual connections [62]). The comparative experiments will be

elaborated in Section 3.3.1 and 3.3.2.

Piecewise Convolutional Neural Network This section provides a brief introduction

to PCNN as a background for further integration with our model, and we refer readers

to [1] for more details. Each sentence is divided into three segments w.r.t. the head and

tail entities. Compared to the typical 1D-CNN with max-pooling [21], piecewise pooling

has the capability to capture the structure information between two entities. Therefore, in-

stead of using word embeddings with relative position features X(p) as the input, we here

employ our entity-aware embedding X as described in Section 3.2.1 to enrich the input

features. First, 1D-CNN is invoked over the input, which can be formally represented as

H = 1D-CNN(X;W (c), b(c)) ∈ Rdc×n, (3.5)

where, W (c) ∈ Rdc×m×dh is convolution kernel with window size of m (i.e., m-gram).

Then, to obtain sentence-level representation, a piecewise pooling performs over the out-

put sequence, i.e., H(c) = [h1, . . . ,hn], which is formulated as

s = tanh([Pool(H (1)); Pool(H (2)); Pool(H (3))]). (3.6)

In particular, H(1), H(2) and H(3) are three consecutive parts of H , obtained by dividing

H concerning the positions of head and tail entities. Consequently, s ∈ R3dc is the

resulting sentence vector representation.

Self-Attention Mechanism To maintain the efficiency of the proposed approach, we

adopt the recently-promoted self-attention mechanism [66, 69, 70] for compressing a se-

quence of token representations into a sentence-level vector representation by exploiting

global dependency, rather than computation-consuming pairwise ones [7]. It is used to
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measure the contribution or importance of each token to the relation extraction task w.r.t.

the global dependency. Formally, given the entity-aware embedding X , we first calculate

attention probabilities by a parameterized compatibility function, i.e.,

A = W (a2)σ(W (a1)X + b(a1)) + b(a2), (3.7)

P (A) = softmax(A), (3.8)

where, W (a1),W (a2) ∈ Rdh×dh are learnable parameters, softmax(·) is invoked over

sequence, and P (A) is resulting attention probability matrix. Then, the result of self-

attention mechanism can be calculated as

u =
∑

P (A) ⊙X, (3.9)

in which,
∑

is performed along sequential dimension and ⊙ stands for element-wise

multiplication. And, u ∈ Rdh is also a sentence-level vector representation which is a

complement to PCNN-resulting one, i.e., s from Eq.(3.6).

3.2.3 Selective Gate

Given a sentence bag B = [s1, . . . , sm] with common entity pair, where m is the

number of sentences. As elaborated in Section 3.2.2, we can obtain S = [s1, . . . , sm]

and U = [u1, . . . ,um] for each sentence in the bag, which are derived from PCNN and

self-attention respectively.

Unlike previous works under multi-instance framework that frequently use a selec-

tive attention module to aggregate sentence-level representations into bag-level one, we

propose a innovative selective gate mechanism to perform the aggregation. The selective

gate can mitigate problems existing in distantly supervised relation extraction and achieve

a better empirical effectiveness. Specifically, when handling the noisy instance problem,

selective attention tries to produce a distribution over all sentence in a bag; but if there

is only one sentence in the bag, even the only sentence is wrongly labeled, the selective

attention mechanism will be low-effective or even completely useless. Note that almost
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80% of bags from popular relation extraction benchmark consist of only one sentence,

and many of them suffer from the wrong label problem. In contrast, our proposed gate

mechanism is competent to tackle such case by directly and dynamically aligning low

gating value to the wrongly labeled instances and thus preventing noise representation

being propagated.

Particularly, a two-layer feed-forward network is applied to each uj to sentence-

wisely produce gating value, which is formally denoted as

gj = σ(W (g1)σ(W (g2)uj + b(g2)) + b(g1)), (3.10)

∀j = 1, . . . ,m,

where, W (g1) ∈ R3dc×dh , W (g2) ∈ Rdh×dh , σ(·) denotes an activation function and

gj ∈ (0, 1). Then, given the calculated gating value, a mean aggregation performs over

sentence embeddings [sj]mj=1 in the bag, and thus produces bag-level vector representation

for further relation classification. This procedure is formalized as

c =
1

m

m∑
j=1

gj · sj (3.11)

Finally, c is fed into a multi-layer perceptron followed with |C|-way softmax function

(i.e., an MLP classifier) to judge the relation between head and tail entities, where |C| is

the number of distinctive relation categories. Formally,

p = softmax(MLP(b)) ∈ R|C|. (3.12)

3.2.4 Model Learning

We minimize negative log-likelihood loss plus L2 regularization penalty to train the

model, which is written as

LNLL = − 1

|D|
∑|D|

k=1
log pk

(i=yk) + β||θ||22 (3.13)

where pk is the predicted distribution from Eq.(3.12) for the k-th example in dataset |D|

and yk is its corresponding distant supervision label.
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3.3 Experiment

Table 3.2 : Precision values for the top-100, -200 and -300 relation instances that are randomly

selected in terms of one/two/all sentence(s).

Approach One Two All

P@N (%) 100 200 300 Mean 100 200 300 Mean 100 200 300 Mean

Comparative Approaches

CNN+ATT [37] 72.0 67.0 59.5 66.2 75.5 69.0 63.3 69.3 74.3 71.5 64.5 70.1

PCNN+ATT [37] 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 67.4 72.2

PCNN+ATT+SL [71] 84.0 75.5 68.3 75.9 86.0 77.0 73.3 78.8 87.0 84.5 77.0 82.8

PCNN+HATT [4] 84.0 76.0 69.7 76.6 85.0 76.0 72.7 77.9 88.0 79.5 75.3 80.9

PCNN+BAG-ATT [11] 86.8 77.6 73.9 79.4 91.2 79.2 75.4 81.9 91.8 84.0 78.7 84.8

SeG (ours) 94.0 89.0 85.0 89.3 91.0 89.0 87.0 89.0 93.0 90.0 86.0 89.3

Ablations

SeG w/o Ent 85.0 75.0 67.0 75.6 87.0 79.0 70.0 78.6 85.0 80.0 72.0 79.0

SeG w/o Gate 87.0 85.5 82.7 85.1 89.0 87.0 84.0 86.7 90.0 88.0 85.3 87.7

SeG w/o Gate w/o Self-Attn 86.0 85.0 82.0 84.3 88.0 86.0 83.0 85.7 90.0 86.5 86.0 87.5

SeG w/o ALL 81.0 73.5 67.3 74.0 82.0 75.0 72.3 76.4 81.0 75.0 72.0 76.0

SeG+ATT w/o Gate 89.0 83.5 75.7 82.7 90.0 83.5 77.0 83.5 92.0 82.0 76.7 83.6

SeG+ATT 88.0 81.0 75.0 81.3 87.0 82.5 77.0 82.2 90.0 86.5 81.0 85.8

SeG w/ stack 91.0 88.0 85.0 88.0 91.0 87.0 85.0 87.7 92.0 89.5 86.0 89.1

To evaluate our proposed framework, and to compare the framework with baselines

and competitive approaches, we conduct experiments on a popular benchmark dataset

for distantly supervised relation extraction. We also conduct an ablation study to sepa-

rately verify the effectiveness of each proposed component, and last, case study and error

analysis are provided for an insight into our model.

Dataset In order to accurately compare the performance of our model, we adopt New

York Times (NYT) dataset [35], a widely-used standard benchmark for distantly super-
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vised relation extraction in most of previous works [1,4,37,64]. This dataset is generated

by aligning Freebase with the New York Times (NYT) corpus automatically. In particular,

NYT dataset contains 53 distinct relations including a null class NA relation referred to

as the relation of an entity pair is unavailable. The training set contains 570K sentences

and 293K entity pairs; the test set contains 172K sentences, 96K entity pairs, and 1,950

relational facts (non-NA).

Metrics Following previous works [1, 4, 37, 64], we use precision-recall (PR) curves,

Area Under Curve (AUC) and top-N precision (P@N) as metrics in our experiments on

the held-out test set from the NYT dataset.

Training Setup For a fair and rational comparison with baselines and competitive ap-

proaches, we set most of the hyper-parameters by following prior works [4, 66], and also

use 50D word embedding and 5D position embedding released by [4, 37] for initializa-

tion, where the dimension of dh equals to 150. The filter number of CNN dc equals to

230 and the kernel size m in CNN equals to 3. In output layer, we employ dropout [72]

for regularization, where the drop probability is set to 0.5. To minimize the loss function

defined in Eq.3.13, we use stochastic gradient descent with initial learning rate of 0.1, and

decay the learning rate to one-tenth every 100K steps.

Baselines and Competitive Approaches We compare our proposed approach with ex-

tensive previous ones, including feature-engineering, competitive and state-of-the-art ap-

proaches, which are briefly summarized in the following.

• Mintz [34] is the original distantly supervised approach to solve relation extraction

problems with distantly supervised data.

• MultiR [36] is a graphical model within a multi-instance learning framework that

is able to handle problems with overlapping relations.
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Figure 3.2 : Performance comparison for proposed model and previous baselines in terms

of precision-recall curves

• MIML [73] is a multi-instance, multi-label learning framework that jointly models

both multiple instances and multiple relations.

• PCNN+ATT [37] employs a selective attention over multiple instances to alleviate

the wrong labeling problem, which is the principal baseline of our work.

• PCNN+ATT+SL [71] introduces an entity-pair level denoising method, namely

employing a soft label to alleviate the impact of wrong labeling problem.

• PCNN+HATT [4] employs hierarchical attention to exploit correlations among re-

lations.

• PCNN+BAG-ATT [11] uses an intra-bag to deal with the noise at sentence-level

and an inter-bag attention to deal with noise at the bag-level.

3.3.1 Relation Extraction Performance

We first compare our proposed SeG with the aforementioned approaches in Table 3.2

for top-N precision (i.e., P@N). As shown in the top panel of the table, our proposed
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Table 3.3 : AUC values of previous work and our model. The comparative results are

reported by [4] and [11] respectively.

Approach AUC

PCNN+HATT 0.42

PCNN+ATT-RA+BAG-ATT 0.42

SeG (ours) 0.51

model SeG can consistently and significantly outperform baseline (i.e., PCNN+ATT) and

all recently-promoted works in terms of all P@N metrics. In contrast to the end-to-end

models, the approaches based on feature engineering perform poorly because an error

propagation problem may occur for the pipeline model. Compared to PCNN with selec-

tive attention (i.e., PCNN+ATT), our proposed SeG can significantly improve the perfor-

mance by 23.6% in terms of P@N mean for all sentences; even if a soft label technique is

applied (i.e., PCNN+ATT+SL) to alleviate wrong labeling problem in distant supervision,

our performance improvement is also very significant, i.e., 7.8%.

Compared to previous state-of-the-art approaches for distantly supervision relation

extraction (i.e., PCNN+HATT and PCNN+BAG-ATT), the proposed model can also out-

perform them by a large margin, i.e., 10.3% and 5.3%, even if they propose sophisti-

cated techniques to handle the noisy training data. These verify the effectiveness of our

approach over previous works when solving the wrong or noisy labeling problem that

frequently appears in distantly supervised relation extraction.

Moreover, for the proposed approach and comparative ones, we also show AUC curves

and available numerical values in Figure 3.2 and Table 3.3 respectively. The empirical

results for AUC are coherent with those of P@N, which show that our proposed approach

can significantly improve previous ones and reach a new state-of-the-art performance by
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handling the wrong labeling problem using a context-aware selective gate mechanism.

Specifically, our approach substantially improves both PCNN+HATT and PCNN+BAG-

ATT by 21.4% in the aspect of AUC for precision-recall.

3.3.2 Ablation Study

Table 3.4 : AUC values of our model and our model without several components for

extensive ablation study.

Approach AUC

SeG (ours) 0.51

SeG w/o Ent 0.40

SeG w/o Gate 0.48

SeG w/o Gate w/o Self-Attn 0.47

SeG w/o ALL 0.40

SeG + ATT w/o Gate 0.47

SeG + ATT 0.47

SeG w/ stack 0.48

To further verify the effectiveness of each module in the proposed framework, we

conduct an extensive ablation study in this section. In particular, SeG w/o Ent denotes

removing entity-aware embedding, SeG w/o Gate denotes removing selective gate and

concatenating two representations from PCNN and self-attention, SeG w/o Gate w/o Self-

Attn denotes removing self-attention enhanced selective gate. In addition, we also replace

the some parts of the proposed framework with baseline module for an in-depth compari-

son. SeG+ATT denotes replacing mean-pooing with selective attention, and SeG w/ stack

denotes using stacked PCNN and self-attention rather than in parallel.
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Figure 3.3 : Performance comparison for ablation study under Precision-Recall curves

The P@N results are listed in the bottom panel of Table 3.2, and corresponding AUC

results are shown in Table 3.4 and Figure 3.3. According to the results, we find that our

proposed modules perform substantially better than those of the baseline in terms of both

metrics. Particularly, by removing entity-aware embedding (i.e, SeG w/o Ent) and self-

attention enhanced selective gate (i.e., SeG w/o Gate w/o Self-Attn), it shows 11.5% and

1.8% decreases respectively in terms of P@N mean for all sentences. Note that, when

dropping both modules above (i.e., SeG w/o ALL), the framework will be degenerated as

selective attention baseline [37], which again demonstrates that our proposed framework

is superior than the baseline by 15% in terms of P@N mean for all sentences.

Then, we desire to verify whether selective gate module is able to outperform selective

attention one when handling wrong labeling problem. Thus, we design the following

two setups: 1) we simply replace the selective gate module introduced in Eq.(3.11) with

selective attention module, namely, SeG+Attn w/o Gate , and 2) instead of mean pooling

in Eq.(3.11), we couple selective gate with selective attention to fulfill aggregation instead

mean-pooling, namely, SeG+Attn. Across the board, the proposed SeG still deliver the

best results in terms of both metrics even if extra selective attention module is applied.
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Table 3.5 : A case study where each bag contains one sentence. SeG w/o GSA is an

abbreviation of SeG w/o Gate w/o Self-Attn.

Bag Sentence Relation SeG

(Ours)

SeG

w/o Ent

SeG w/o

GSA

B1 Yul Kwon, 32, of San Mateo,

Calif., winner of last year’s televi-

sion contest “Survivor” and ...

/people/person/place lived Correct Wrong Wrong

B2 Other winners were Alain Ma-

banckou from Congo, Nancy Hus-

ton from Canada and Léonora Mi-

ano from Cameroon.

/people/person/nationality Correct Correct Wrong

B3 ... production moved to Con-

necticut to film interiors in places

like Stamford, Bridgeport, Shelton,

Ridgefield and Greenwich.

/location/location/contains Correct Wrong Correct

B4 ... missionary George Whitefield,

according to The Encyclopedia of

New York City.

NA Correct Wrong Correct

Lastly, to explore the influence of the way to combine PCNN with self-attention mech-

anism, as introduced in Section 3.2.2, instead of putting them in parallel, we stack them by

following the previous works [65], i.e., SeG w/ Stack. As results derived from our exper-

iments, we observe a notable performance drop after stacking PCNN and self-attention.

This verifies our hypothesis that, when a light-weight neural network is relatively shadow,

combining self-attention mechanism and PCNN in parallel can achieve a satisfactory re-

sult without sacrificing scalability.
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3.3.3 Case Study

In this section, we conduct a case study to qualitatively analyze the effects of entity-

aware embedding and self-attention enhanced selective gate. The case study of four ex-

amples is shown in Table 3.5.

First, comparing Bag 1 and 2, we find that, without the support of the self-attention

enhanced selective gate, the model will misclassify both bags into NA, leading to a de-

graded performance. Further, as shown in Bag 2, even if entity-aware embedding module

is absent, proposed framework merely depending on selective gate can also make a correct

prediction. This finding warrants more investigation into the power of the self-attention

enhanced selective gate; hence, the two error cases are shown in Bags 3 and 4.

Then, to further consider the necessity of entity-aware embedding, we show two error

cases for SeG w/o Ent whose labels are /location/location/contains and NA respectively

in Bag 3 and 4. One possible reason for the misclassification of both cases is that, due to

a lack of entity-aware embedding, the remaining position features cannot provide strong

information to distinguish complex context with similar relation position pattern w.r.t the

two entities.
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Chapter 4

Collaborating Relation-Augmented Attention for
Hierarchical Ontological Knowledge Learning

4.1 Introduction

Despite being proven to improve overall and long-tail performance, former works also

post two issues: 1) Limited by selective attention framework, the relation embeddings are

only used as the attention’s queries and thus not well-exploited to share knowledge. 2)

Despite the capability in mitigating the long-tail problem, graph embeddings pre-trained

on large-scale knowledge graphs are time-consuming and not always off-the-shelf, hence

at the cost of practicability.

Thus, we propose a novel neural network, named as Collaborating Relation-augmented

Attention (CoRA), to tackle distantly supervised relation extraction, where no external

knowledge is introduced and the relation hierarchies are fully utilized to alleviate the

long-tail problem. Specifically, as an alternative to the selective attention framework,

we first propose a base model, relation-augmented attention, operating at bag level to

minimize the effect of wrong labeling, where the relation-augmenting process is fulfilled

by sentence-to-relation attention. Empowered by the base model, we then leverage the

high-level relations for collaborating features in light of the relation hierarchies. Besides

a further relief of wrong labeling, such features facilitate knowledge transfer among the

low-level relations inheriting a common high-level relation.

Intuitively, selective attention and its hierarchical extensions learn relation label em-

beddings to score each sentence in a bag. In contrast, the proposed relation-augmented

attention network achieves the same goal via a memory network-like structure: sentences
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Figure 4.1 : Our proposed Collaborating Relation-augmented Attention (CoRA) Net-

work, where the right part is the main structure while the left part is a sentence embedding

method for relation extraction. The illustrated relations and their hierarchies are based on

NYT dataset where M = 2 in Eq.(4.14).

equipped with relation features are passed into an attention-pooling (i.e., a kind of self-

attention [66]) for bag-level representations. Our method is especially effective when

extended to multi-granular relations – the features are enriched by cross-relation sharing,

which hence benefits long-tail relations.

We use two objectives to jointly train the CoRA. The first is predicting the relation la-

bel at bag level, which is the goal of relation extraction. As auxiliary objective, the second

is guiding the model to equip each sentence with correct multi-granular relation embed-

dings during the augmenting process. It aims to boost downstream attention-pooling and

is fulfilled by applying the multi-granular labels to the sentence-to-relation attention dur-

ing training.
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4.2 Approach

This section begins with a definition of distantly supervised relation extraction with

multi-granular relation labels. Then an embedding method is introduced to represent

sentences. Our base model and its hierarchical extension are presented respectively. An

illustration of the model is shown in Figure 4.1.

4.2.1 Task Definition

Given a bag of sentences B = {s1, . . . , sm} in which each sentence contains a pair of

head e(h) and tail e(t) entities in common, the distant supervision [34] assigns this bag with

a relation label r(0) according to the entity pair in a knowledge graph. The goal of relation

extraction is to predict the relation label r̂(0) of an entity pair based on the corresponding

sentence bag when the pair is not included in the knowledge graph. As following the

hierarchical setting [4, 5], labels of coarse-grained relations, [r(1), . . . , r(M)], can be used

to share knowledge across relations.

4.2.2 Sentence-Level Representation

To embed each sentence sj in a bag B = {s1, . . . , sm} into latent semantic space, we

derive a sentence representation from three kinds of features, including word embedding

[25], position embedding [1] and entity embedding [74]. The integration of them has been

proven crucial and effective to relation extraction by previous work [74]. In the following,

we omit the index of a sentence, j, for a clear elaboration. Basically, a sentence s is

first tokenized into a sequence of n words, s = [w1, . . . , wn], then a word2vec method

[25] is used to transform the discrete tokens into low-dimensional, real-valued vector

embeddings, i.e., V = [v1, . . . ,vn] ∈ Rdw×n.

Word Embedding. On the one hand, position-aware embedding offers rich positional

information for downstream modules [21]. The relative position of the i-th word is repre-
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sented by the distances from the word to head e(h) and tail e(t) entities respectively. These

two scalars representing the relative distances are then transformed into low-dimensional

vectors, x(ph)
i and x

(pt)
i ∈ Rdp , by a learnable weight matrix. Consequently, a sequence

of position-aware embeddings is denoted as X(p) = [x
(p)
1 , . . . ,x

(p)
n ] ∈ R(dw+2dp)×n where

x
(p)
i = [vi,x

(ph)
i ;x

(pt)
i ]. [; ] denotes the operation of vector concatenation. On the other

hand, entity-aware embedding is also crucial since the goal of relation extraction is to dis-

criminate the relation between two entities. The embedding of head or tail entity is rep-

resented by the corresponding word embedding. Note that each entity is one entry in the

vocabulary of word embedding even if it is usually composed of multiple words. Hence,

a sequence of entity-aware embeddings is denoted as X(e) = [x
(e)
1 , . . . ,x

(e)
n ] ∈ R3dw×n

where x(e) = [vi,v[e(h)];v[e(t)]] ∈ R3dw . To integrate the embeddings above, a position-

wise gating procedure is employed by following [74]. That is,

A(e) = Sigmoid(λ · (W (g1)X(e) + b(g1))), (4.1)

X̃(p) = tanh(W (g2)X(p) + b(g2)), (4.2)

X = A(e) ◦X(e) + (1−A(e)) ◦ X̃(p), (4.3)

where “◦” denotes element-wise product W (g1) ∈ Rdx×3dw and W (g2) ∈ Rdx×(dw+2dp) are

learnable parameters, λ is a hyper-parameter to control smoothness, and X = [x1, . . . ,xn] ∈

Rdx×n is the resulting sequence of word embeddings specially for relation extraction.

Piecewise Convolutional Neural Network. As a common practice in distantly super-

vised relation extraction, piecewise convolutional neural network (PCNN) [1] is used

to generate contextualized representations over an input sequence of word embeddings.

Compared to the typical 1D-CNN with max-pooling [21], piecewise max-pooling has

the capability to capture the structure information between two entities by considering

their positions. Specifically, 1D-CNN [55] is first invoked over the input sequence for

contextualized representations. Then a piecewise max-pooling performs over the output
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sequence to obtain sentence-level embedding. These steps are written as

H = [h1, . . . ,hn] = 1D-CNN(X ;W (c), b(c)) ∈ Rdc×n, (4.4)

s = tanh([Pool(H (1)); Pool(H (2)); Pool(H (3))]), (4.5)

where W (c) ∈ Rdc×Q×dx is a conv kernel with window size of Q. H(1), H (2) and H(3)

are three consecutive parts of H , obtained by dividing H w.r.t. indices of head e(h) and

tail e(t) entities. Consequently, s ∈ Rdh , where dh = 3dc, is the resulting sentence-level

representation.

4.2.3 Relation-Augmented Attention Network

Due to the effectiveness of selective attention [37] in multi-instance learning, most

recent works employ the selective attention as the baseline and then propose own ap-

proaches for improvements in wrong labeling and/or long-tail relations. However, selec-

tive attention gradually becomes a bottleneck to performance improvement. For exam-

ple, [74] find using the simple gating mechanism to replace selective attention further al-

leviates wrong labeling problem and significantly promotes extracting results. Intuitively,

on the one hand, employing the basic PCNN and vanilla attention mechanism inevitably

limits the expressive power of this framework and thus sets a barrier. On the other hand,

the relation embeddings, similar to label embeddings [75], are crucial to distant supervi-

sion relation extraction, but are only used as attention queries to score a sentence and thus

not well-exploited.

In contrast, we aim to augment each sentence in a bag with the relation embeddings

by sentence-to-relation attention and pass the relation-augmented representations of a

bag’s sentences into an attention-pooling module. The attention-pooling, a kind of self-

attention [6,66,76], is used to derive an accurate bag-level representation for relation clas-

sification. In details, we first define a relation embedding matrix R(0) ∈ Rdh×N(0) where

dh denotes the size of hidden states and N (0) denotes the number of distinct relations
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r(0) in a distantly supervised relation extraction task. Then, we formulate a sentence-to-

relation (sent2rel) attention as opposed to selective attention, which aims at augmenting

sentence representation from §4.2.2 with relation information. The sentence representa-

tion s is used as a query to attend the relation embedding matrix R(0) via a dot-product

compatibility function:

α(0) = softmax(sTR(0)), (4.6)

c(0) = R(0)α, (4.7)

where softmax(·) denotes a normalization function along last dimension and c(0) is the re-

sulting relation-aware representation corresponding to the sentence s. Then we merge the

relation-aware representation c(0) into original sentence representation s by an element-

wise gate mechanism with residual connection [62] and layer normalization [63], i.e.,

β(0) = Sigmoid(W (g)[s; c(0)] + b(g)), (4.8)

ũ(0) = β(0) ◦ s+ (1− β(0)) ◦ c(0), (4.9)

u(0) = LayerNorm(s +MLP(ũ(0))), (4.10)

where MLP(·) denotes a multi-layer perceptron to increase nonlinearity. Finally, we de-

fine relation-augmented sentence representation in our base model as

u := u(0). (4.11)

Next moving to multi-instance learning, we put each sentence back to its bag B =

{s1, . . . , sm} so the bag of sentences with relation-augmentation is represented as U =

[u1, . . . ,um] ∈ Rdh×m. Differing from selective attention framework, our sentence rep-

resentations are augmented by the relation embeddings as elaborated above. Hence, we

straightforwardly introduce an attention-pooling module to derive a bag-level represen-

tation denoising from the wrongly-labeled sentences. Specifically, the attention-pooling

learns to assign each sentence with an importance score according its representation. Then
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it performs a weighted sum over a bag of sentence representations, where the weights are

proportional to their scores. This attention is formulated as

b = Usoftmax(wTU ), (4.12)

where w is a learnable weight vector, and b denotes the resulting bag-level representation.

Lastly, an MLP is used to obtain a categorical distribution over all relations as bag-level

prediction:

p = P (r̂(0)|e(h), e(t), B) := MLP(b) ∈ RN(0)

. (4.13)

4.2.4 Collaborating Relation-Augmented Attention Network

Beyond only fine-grained relations used above, high-level relation embeddings as hi-

erarchical knowledge can collaborate with the low-level embeddings to boost the perfor-

mance by alleviating long-tail problems [4, 5]. Intuitively, a high-level relation, shared

crossing several low-level relations, is used to represent common knowledge of low-level

relations. Therefore, via the common high-level relation, 1) several low-level long-tail re-

lations with semantic overlap mutually benefit each other, and 2) the semantic knowledge

is easily transferred from data-rich relations to long-tail ones. This common knowledge is

implicitly utilized to distinguish the coarse-grained relation of a bag and thus benefits the

final relation prediction. With the relation-augmented sentence representation enriched

via collaborating, we name it as Collaborating Relations-augmented Attention (CoRA).

Empowered by the non-trivial structure design of our base model, high-level relation

embeddings can be easily integrated into the base model by re-defining Eq.(4.11). In par-

ticular, given the coarse-grained relation labels from low to high level, i.e., [r(1), . . . , r(M)],

we define a list of relation embedding matrices [R(1), . . . ,R(M)] in addition to R(0) de-

fined in last section. With these relation embedding matrices, we individually generate

their corresponding relation-augmented sentence representations, i.e., [u(1), . . . ,u(M)],

via the same procedure defined in Eq.(4.6 – 4.10) of §4.2.3. Then, we concatenate
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[u(1), . . . ,u(M)] in conjunction with u(0) to re-formulate Eq.(4.11) as

u := [u(0);u(1); . . . ,u(M)] ∈ R(1+M)dh . (4.14)

The following procedure is identical to that in base model elaborated above, except that

the learnable weight matrices are up-scaled linearly with the depth of relation hierarchies.

4.2.5 Training Objectives

The main objective for relation extraction is defined to minimize a cross-entropy loss,

i.e.,

L(re) = − 1

|D|
∑

B∈D
logP (r̂(0) = r(0)|e(h), e(t), B), (4.15)

where D is the training set consisting of sentence bags. Besides, an auxiliary objective

guides sentence-to-relation attention modules to augment each sentence with correct rela-

tion embeddings. This is critical to perform downstream attention-pooling and overcome

the challenges presented by distant supervision. Given the sent2rel attention score α(l)

and relation label r(l) at an arbitrary l level, the loss function to achieve this objective is

defined as

L(att) = − 1

|D| · |B| · (1 +M)

∑
B∈D

∑
s∈B

∑M

l=0
logα

(l)

[r(l)]
. (4.16)

where M = 0 for the base model in §4.2.3, where M > 0 for CoRA in §4.2.4. Finally,

we optimize the proposed model by jointly minimizing the two loss functions above, i.e.,

L = L(re) + L(att).

4.3 Experiments

We evaluate our proposed network on a popular benchmark dataset and conduct sev-

eral analyses for insights into our proposed model.
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Table 4.1 : Model Evaluation and ablation study on NYT. “P@N” (top-n precision) de-

notes precision values for the entity pairs with top-100, -200 and -300 prediction confi-

dences by randomly keeping one/two/all sentence(s) in each bag. ∗Base model denotes

relation-augmented attention network where M = 0.

P@N (%)
One Two All

AUC
100 200 300 Mean 100 200 300 Mean 100 200 300 Mean

Comparative Approaches

CNN+ATT [37] 72.0 67.0 59.5 66.2 75.5 69.0 63.3 69.3 74.3 71.5 64.5 70.1 0.35

PCNN+ATT [37] 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 67.4 72.2 0.39

PCNN+HATT [4] 84.0 76.0 69.7 76.6 85.0 76.0 72.7 77.9 88.0 79.5 75.3 80.9 0.42

PCNN+BAG-ATT [11] 86.8 77.6 73.9 79.4 91.2 79.2 75.4 81.9 91.8 84.0 78.7 84.8 0.42

SeG [74] 94.0 89.0 85.0 89.3 91.0 89.0 87.0 89.0 93.0 90.0 86.0 89.3 0.51

CoRA (ours) 94.0 90.5 82.0 88.8 98.0 91.0 86.3 91.8 98.0 92.5 88.3 92.9 0.53

Ablations

Base∗ (CoRA w/o Collaborating) 90.0 89.0 85.3 88.1 93.0 90.0 85.3 89.4 93.0 90.5 87.0 90.2 0.52

Base w/o Ent Emb in §4.2.2 83.0 74.0 69.3 74.5 84.0 81.0 72.3 79.1 85.0 80.0 73.3 79.4 0.45

Base w/o Sent2rel Attention in §4.2.3 83.0 74.0 66.6 74.5 82.0 79.0 68.3 76.5 84.0 79.5 73.0 78.8 0.43

Base w/o Attention-pooling in §4.2.3 90.0 87.0 84.0 87.0 93.0 88.0 85.0 88.7 94.0 88.5 86.0 89.5 0.52

Base w/o Aux Obj L(att) in Eq.(4.16) 80.0 70.0 65.7 71.9 83.0 74.0 68.0 75.0 85.0 80.0 70.3 78.4 0.41

Dataset and Evaluation Metrics. By following previous works [1, 4, 37], we employ

the only popular distantly supervised relation extraction dataset, New York Times (NYT)

dataset [35]. It contains 53 distinct relations which include a NA class denoting the rela-

tion between the entity pair is unavailable. And it consists of 570K and 172K sentences

in training and test sets respectively. Two metrics, 1) area under precision-recall curve

(AUC) and 2) top-n precision (P@N) are usually used to measure the effectiveness. We

also use Hits@K for long-tail relations by following [5].
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Setups. Following previous works, dw, dp, dx, dc, dh and Q are 50, 5, 150, 230, 690 and

3 respectively. λ in Eq.(4.1) is 0.05. NYT offers two more high-level (coarse-grained)

relations (i.e., M = 2), and the numbers of distinct relations at three levels are 53, 36, and

9. During training, we use minibatch SGD [77] with Adam [78] optimizer. The learning

rate is 0.1. The batch size is 160. The dropout probability is set to 0.5. The weight decay

of L2 regularization is 10−5.

Comparative Approach. We compare the proposed approach with extensive previous

works that are summarized as follows. “∗” denotes it is proposed for the long-tail problem.

• PCNN+ATT [37] proposes a selective attention to alleviate wrong labeling.

• PCNN+HATT∗ [4] employs hierarchical attention to exploit the relations.

• PCNN+BAG-ATT [11] proposes intra-bag and inter-bag attentions to handle wrongly-

labeled sentences at sentence level and bag level respectively.

• PCNN+KATT∗ [5] integrates externally pre-trained graph embeddings with rela-

tion hierarchies for long-tail relations. Note, standard AUC and P@N values are

not available while only Hits@K is defined and reported for long-tail settings.

• SeG [74] focuses on one-sentence bags and proposes selective gate mechanism.

4.3.1 Evaluation on Benchmark

As shown in Table 4.1 and Figure 4.2 (left), we compare our CoRA with previous

competitive approaches on the benchmark in terms of top-n precision, AUC and PR

curve. Specifically, CoRA significantly outperforms the selective attention baseline, i.e.,

PCNN+ATT. It also surpasses the selective gate framework that shows inferior perfor-

mance on long-tail relations. In addition, compared to PCNN+HATT utilizing relation

hierarchies, CoRA achieves much better results in both P@N and AUC.
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Attn Accuracy:

98.2%
95.2%
93.8%

Figure 4.2 : Left: Precision-recall (PR) curves on NYT for model comparison. Middle:

PR curves for ablation study. Right: Probability (normal) distribution of maximum atten-

tion score, max(α(l))), in sent2rel attention, where attention accuracy is whether the max

score max(α(l)) corresponds to r(l).

4.3.2 Ablation Study

To further evaluate the effectiveness of each module in the proposed framework, we

conduct an extensive ablation study at the bottom of Table 4.1 and Figure 4.2 (middle).

Since the performance drop is consistent in P@N and AUC, we mainly use AUC as the

metric to perform the following study. Compared to CoRA, the base model without rela-

tion collaborating features only shows a marginal precision drop when the recall > 0.3 in

PR-curve, but there is a significant drop on long-tail relations (detailed in the next section).

Also, as an alternative to selective attention, our base model outperforms PCNN+ATT by

a large margin. Then, removing simple entity embeddings in §4.2.2 leads to remarkable

degeneration, verifying its importance. It is also rational to compare PCNN+ATT with

“Base w/o Ent Emb” (+0.06 AUC) to demonstrate our relation-augmented framework is

indeed better than selective attention. Then, removing “Sent2rel Attention”, “Attention-

pooling” and “Aux Obj” reduces the AUC by 0.10, 0.01, and 0.12 respectively.
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Table 4.2 : Hits@K (Macro) on the relations whose number of training instance <

100/200. “Hits@K” denotes whether a test sentence bag whose gold relation label r(0)

falls into top-K relations ranked by their prediction confidences. “Macro” denotes the

macro average is applied regarding relation labels.

# Training Instance <100 <200

Hits@K (Macro) 10 15 20 10 15 20

PCNN+ATT [37] <5.0 7.4 40.7 17.2 24.2 51.5

PCNN+HATT [4] 29.6 51.9 61.1 41.4 60.6 68.2

PCNN+KATT [5] 35.3 62.4 65.1 43.2 61.3 69.2

CoRA 66.6 72.0 87.0 72.7 77.3 89.4

Base 33.3 44.4 66.6 45.5 54.5 72.7

Base w/o Aux Obj 18.5 44.4 61.1 33.3 54.5 68.1

Base w/o Sent2rel Attention 5.0 33.3 61.1 22.7 45.5 68.1

4.3.3 Evaluation on Long-Tail Relations

To prove the capability of CoRA in handling long-tail relations, we conduct an eval-

uation solely on long-tail relations. Our evaluation setting is identical to [4, 5], where

Hits@K (Macro) is used to represent statistical performance on long-tail relations. As

shown in Table 4.2, we compare CoRA with competitors and our base models. It is ob-

served that, CoRA improves the performance on long-tail relations by a large margin and

delivers a new state-of-the-art results. Compared to previous works (PCNN+HATT/+KATT)

that also leverage the relation hierarchies, our relation-augmented attention (Base) with-

out any hierarchy even gets competitive results, not to mention pre-trained graph embed-

dings used in PCNN+KATT. Further comparing our base model with selective attention

(PCNN+ATT), the huge performance gap demonstrates the advantages of our framework
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Table 4.3 : Two example sentences with top-3 sent2rel attention scores at all relation

levels. Both sentences express the same long-tail relation “/business/company/founders”.

Example Sentence 1: Muhammad yunus, who won the nobel peace prize, last year, demonstrated with grameen bank,

the power of microfinancing.

Top-3 of attention score α(2) Top-3 of attention score α(1) Top-3 of attention score α(0)

/business: 0.422 NA 0.383 NA 0.387

NA: 0.384 /business/company: 0.272 /business/company/founders: 0.197

/location: 0.037 /business/person: 0.063 /business/person/company: 0.063

Example Sentence 2: On sunday, though, there was a significant shift of the tectonic plates of bangladeshi politics, as

muhammad yunus, the founder of a microfinance empire, known as the grameen bank and the

winner of the 2006 nobel peace prize, announced that he would start a new party and step into

the electoral fray.

Top-3 of attention score α(2) Top-3 of attention score α(1) Top-3 of attention score α(0)

/business: 0.755 /business/company: 0.679 /business/company/founders: 0.652

NA: 0.103 NA: 0.089 NA: 0.069

/people: 0.031 /business/person: 0.059 /business/person/company: 0.057

in handling both wrong labeling and long-tail relations. Finally, as shown in the table’s

last row, removing the proposed sent2rel attention leads to significant decrease, which

emphasizes its importance for long-tail relations.

4.3.4 Analysis and Case Study

Distributions of Sent2rel Attention Scores. Sent2rel attention used to incorporate multi-

granular relation embeddings is an essential module in CoRA, so its normalized atten-

tion scores (i.e., attention probabilities) derived from Eq.(4.6) are critical to measure the

knowledge transfer crossing relations. We show a probability distribution of maximum

attention score in Figure 4.2 (right). Obviously, a high-level sent2rel attention tends to

produce larger maximum attention score and more accurate attention target. It is easily

inferred that, 1) accurate attention at high-level promotes the knowledge transfer through

the relation hierarchies, and 2) attention probability distribution is more smooth at low-
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level to further boost embedding sharing crossing relations. To dig this out, in Table 4.3,

we conduct a case study by showing top attention scores at all three relation levels. It is

observed that attention scores and the corresponding relations are intuitively consistent

with the analyses above. One exception is that NA class appears to be assigned with high

attention score at low-level sent2rel attention, which indirectly explains 1) our base model

w/o collaborating relation features only delivers inferior performance and 2) sent2rel at-

tention for low-level relations are inaccurate.

Performance based solely on Sent2rel Module. Multi-granular relation labels are used

as supervision signals for sent2rel attention modules, and the accuracy of each module is

greater than 90% as in Figure 4.2. Therefore, it is interesting to check if the attention

scores can be directly used to predict relations at the bag level. We present two settings:

1) only using attention scores on fine-grained relations, i.e., α(0), and 2) using products of

attention scores at all three levels to make the best of relation hierarchies. Conclusively,

the AUC of settings 1 and 2 is 0.41 and 0.43, which outperforms some works in Table 4.1

Error Analysis. To investigate the possible reasons for misclassification, we manually

check several randomly-sampled error examples from the test set and find the following

factors can cause wrong predictions. 1) Most error cases demonstrate the proposed model

still struggles in handling the wrong labeling problem, possibly because the limited ex-

pressive power of text representation is incompetent at handling noisy, imbalanced data.

2) The sent2rel attention could be invalid when sibling relations have distinct meanings

and post negative effects on relation extraction. For example, /people/person/children

and /people/person/profession refer to opposite meanings. 3) Since a sentence embed-

ding is augmented by multiple semantically-related relation embeddings, the relation am-

biguity problem deteriorates to post errors. For example, it is hard to distinguish /peo-

ple/deceased person/place of death and /people/deceased person/place of burial.
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Chapter 5

Hierarchical Relation-Guided Type-Sentence Alignment

5.1 Introduction

To mitigate the long-tail problem, some works [4, 5, 20] resort to the hierarchy of

relations for knowledge transfer from data-rich relations to the long-tail ones since the

relations have coarse-grained overlap. They focus on interactive operations between hi-

erarchical relations and intra-bag sentences, including relation-to-sentence attention [4]

as a hierarchical extension of selective attention, and sentence-to-relation attention [20]

enriching sentences with multi-granular relations. As such, they achieve knowledge trans-

fer by learning to distinguish coarse-grained relations for sentences with sufficient data,

which provides a latent constraint for the long-tail relations. However, a coarse-grained

relation usually denotes the only basic attribute of the distant oracle triple fact in KG, so

a sentence scarcely contains its semantics and we can only imply the relation via back-

ground information. Again, true-labeled “Jobs founded Apple”, does not explicitly con-

tain any semantics of its coarse-grained relation “/BUSINESS/COMPANY”, but we can

directly reason it from the predicate founded and type of Apple. Thus, it is a challenge

for a hierarchical DSRE model to correctly imply coarse-grained relations based solely

on sentences, not to mention the existence of the wrong labeling problem.

A direct yet promising way to overcome this challenge is to incorporate extra infor-

mation for entities [79, 80, 81]. One popular source is the entity types, i.e., an entity’s

“ISA” attributes in KG, which characterizes the entity from multiple perspectives [82].

As Figure 5.1 shows, although the 1st sentence’s semantics is irrelevant to relation, the

pairwise types people.deceased person and location.location directly align with the fine
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This is the tale of the depression-era boxer james_j._braddock, played by 
russell crowe, who was described by the new_york_city, police.

Subject Entity Types Object Entity Types
people.person
film.actor

people.measured_person
people.deceased_person

BLANK

location.location
location.statistical_region/people/deceased_person

/people

location.dated_location
location.citytown

BLANK/people/deceased_person/place_of_death

A 49-year-old man arrested in belfast this week was charged with murder
 in the killing of robert_mccartney, a 33-year-old, catholic, who was...

Subject Entity Types Object Entity Types
people.person

government.politician
org.org_founder

BLANK

location.location
location.statistical_region/people/deceased_person

/people

location.dated_location
location.citytown

BLANK/people/deceased_person/place_of_death

Figure 5.1 : Two sentences with the same long-tail relation. For each sentence, multi-granular

relations from top to bottom are pointed by its best pairwise types, which indicates not all pairwise

types provide the same contribution. Blue is subject entity, and red is object entity. The 1st

sentence relies on the direct pairwise types due to its relation-irrelevant semantics while the 2nd

sentence integrates its relation-relevant semantics and pairwise types to enhance its representation.

grained relation. However, existing works [79, 81] ignore this potential of explicit struc-

tured types information.

In this work, we aim to improve DSRE by exploiting structured information in the en-

tity types from both pairwise and hierarchical perspectives to alleviate the wrong labeling

and the long-tail problems respectively. To this end, we first propose a context-free type-

enriched embedding module to generate word embeddings with pairwise types associated

with the entity pair in a bag. As shown in Figure 5.1, even without the corresponding

semantic support, pairwise types can provide direct attributes of entities to align with

the relation. Besides, we develop a context-related type-sentence alignment module to

generate robust sentence representation with pairwise types. Since entities have specific

characteristic in certain semantics, we leverage semantics to select proper pairwise types
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and then enrich sentence representation, as the 2nd sentence in Figure 5.1 shows. Such

an alignment is enhanced by a guidance from the relation to auto-seek for associations

between pairwise types and sentences.

At the meantime, hierarchical information has been proven crucial in knowledge trans-

fer for long-tail relations [4, 5, 20]. Thereby, we naturally extend the base alignment

module into a hierarchy by proposing a hierarchical type-sentence alignment module.

An intuitive example in Figure 5.1 shows that different grained relations are pointed by

various granular pairwise types. This indicates that these pairwise types contain hierar-

chical semantics, which makes it feasible to extend base alignment into hierarchy. Thus,

the strong association between pairwise types and coarse-grained relations can improve

knowledge transfer for long-tail relations.

We conduct extensive experiments on two popular benchmarks, NYT-520k and NYT-

570k, showing that our model achieves new state-of-the-art overall and long-tail perfor-

mance. Further analyses reveal insights into our model.

5.2 Approach

Task Definition. Given a bag of sentences B = {s1, . . . , sN} containing a pair of sub-

ject e(s) and object e(o) entities, the distant supervision [34] assigns the sentence bag with

a relation label r according to KG triple fact. The goal of relation extraction is to predict

the relation label r̂ of an entity pair based on the corresponding sentence bag B. Labels

of coarse-grained relations, [r(1), . . . , r(M)], can be derived from the mention of r. For in-

stance, when r = /BUSINESS/COMPANY/FOUNDERS, r(1) = /BUSINESS/COMPANY and

r(2) = /BUSINESS. In the following, we will detail our approach, as illustrated in Figure

5.2.
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PCNN
Sentence Encoder

Relative Position Word Emb

Subject Emb Object Emb Subject Types & Object Types Emb

 Type-enriched Embedding

Context-free Type-enriched Word Embedding

Pairwise Type Embedding

Context-Related
Type-sentece Alignment

Multi-Layer
Perceptron Module

Relation Guided by Classifier Rel Guided 

A sentence bag w/ an entity pair and their type sets

Pairwise Type

Mul-Sel-Attn & Classifier Main Loss

Hierarchical Type-Sentence Alignment

Tokenize each word      
with its            and             

Type-enriched

Figure 5.2 : Our proposed model, called Hierarchical Relation-guided Type-Sentence

Alignment Model (HiRAM), for DSRE.

5.2.1 Context-Free Type-Enriched Word Emb

Following most previous DSRE works, we first tokenize each sentence sj ∈ B and

employ a word2vec method [25] to derive a sequence of word embeddings by looking

up a learnable matrix W (emb) ∈ Rde×|V|, i.e., X̃j = [x̃j
1, . . . , x̃

j
n] ∈ Rde , where V de-

notes word vocabulary. j denotes the index of a sentence in the bag and n denotes the

sentence length. In the sequel, we omit j if no confusion is caused. Then, as a com-

mon practice in DSRE [21], a word’s relative distances to both the subject and object

entities (a.k.a relative positions) also play significant roles. The distances are first de-

noted as two integers (dist(s) and dist(o) ∈ Z) and then embedded into two learnable

vectors (x̃(ds)
i and x̃

(do)
i ∈ Rdp). Therefore, the updated sequence of word embeddings is

Xj = [x1, . . . ,xn], where xi = [x̃i; x̃
(ds)
i ; x̃

(do)
i ] ∈ Rdw , [; ] denotes vector concatenation,

and dw := de + 2dp.

Previous works [20,74] also found that explicitly enriching each word with both entity

embeddings (i.e., e(s) and e(o)) in a context-free manner is important to DSRE’s success.

However, many entities scarcely appear in the raw corpus and have multi-characteristics
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(e.g., Apple could be a fruit or a company). Thus, the model is hard to distinguish the

relations only via sentence semantics. Therefore, we leverage entity types to characterize

entities’ attributes. That is, given an entity e, its types are defined as a set of type mentions,

i.e., T = {t1, t2, . . . }. However, previous works [81] directly concatenate the entity types

of both e(s) and e(o), completely regardless of potentials of explicit structured information

of types. As demonstrated by [83], a relation in KG is usually constrained by the entity

types of e(s) and e(o) simultaneously (i.e., pairwise types), instead of their individuals. We

thereby propose a pairwise type embedding module to enrich the word embedding X also

in a context-free manner.

Type and Pairwise Type Embedding. First, given an entity type set T = {t1, t2, . . . }

(either T (s) for subject or T (o) for object), we tokenize each type mention tj into a se-

quence of words, then embed the words by looking up W (emb), and lastly derive the type

embedding tj by applying a mean-pooling to the word embeddings of the mention. The

embedding of the entire type is

T = [t1, t2, . . . ] ∈ R|T |×de . (5.1)

As such, we subsequently define the embedding of the pairwise type by considering a

combination of every subject ∀t(s)l ∈ T (s) and object type ∀t(o)k ∈ T (o). Instead of sole

semantics via a vector concatenation, we take into account the prior structured information

in each type pair by leveraging a translational scheme [56]. Hence, we represent each type

pair (t(s)l , t
(o)
k ) as

cl,k = [c̃
(sem)
l,k ; c̃

(str)
l,k ] ∈ R4de , (5.2)

where, c̃(sem)
l,k = t

(s)
l ⊙W (sem)t

(o)
k ,

and c̃
(str)
l,k = t

(o)
k − t

(s)
l .

Here, “⊙” denotes Hadamard product, and W (sem) denotes a learnable projection. c̃(sem)
l,k

aims to capture the prior semantic relation in the pair [84] since not all types combinations
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are valid in the whole dataset. c̃
(str)
l,k aims to measure its structured relation. Lastly, we

denote all the embeddings of pairwise types as

C = {cl,k}∀l∈[1,|T (s)|],∀k∈[1,|T (o)|], (5.3)

where C ∈ R4de×m and m = |T (s)| · |T (o)|.

Type-Enriched Word Embedding. However, an open question still remains about how

to operate on variable-length embeddings of pairwise types, C, to enrich each word em-

bedding, xj ∈ X , in a context-free manner. Inspired by self-attentive sentence encod-

ing [37], we present a bag-level type-attentive module, which compresses C into a single

vector representation to facilitate type-enriching. Intuitively, such self-attentive module

is focused on the prior knowledge of the type pair in the corpus. Formally, we first gen-

erate a global query [37] with structured information of both entities and types to retrieve

possible prior pairwise types, i.e.,

q̃(f)=[e(o);Pool(T (o))]−[e(s);Pool(T (s))], (5.4)

followed by a standard Bilinear-based attention,

q(f)=C · softmax(CTW (sa)q(f))∈R4de , (5.5)

where “·” denotes matrix multiplication and W (sa) is a learnable weight matrix. Lastly,

we use a gate as in [20] to derive the context-free type-enriched word embedding, i.e.,

g
(gf)
i = Sigmoid(MLP([xi; q

(f)]; θ(gf1))), (5.6)

x
(gf)
i = MLP([xi; q

(f)]; θ(gf2)), (5.7)

vi = g
(gf)
i ⊙ xi + (1− g

(gf)
i )⊙ x

(gf)
i , (5.8)

where MLP denotes a multi-layer perceptron (MLP) module. Hence, word embeddings

for s are updated to V = [v1, . . . ,vn] ∈ Rdw×n.
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5.2.2 Context-Related Type-Sent Alignment

Sentence Encoding. In DSRE, piecewise convolutional neural network (PCNN) [1] is

used for sentence embedding. 1D-CNN [55] is first invoked over V for contextualized

representations. Then a piecewise max-pooling performs over the output sequence to

obtain sentence-level embedding with highlighted entity positions:

H = [h1, . . . ,hn] = 1D-CNN(V ; θ(cnn)),

s=tanh([Pool(H (1));Pool(H (2));Pool(H (3))]),

where H(1), H(2) and H(3) are three consecutive parts of H by dividing H w.r.t. the

indices of subject e(s) and object e(o) entities. Consequently, s ∈ Rdh is the resulting

sentence-level embedding.

Type-Sentence Alignment. Considering that types are not comprehensive enough to

align with multi-granular relations, we leverage semantic context to select valid pairwise

types for generating robust sentence representation. Hence, we first calculate alignment

scores between a sentence s ∈ Rdh and the embeddings of pairwise types C ∈ R4de×m

by using a simple Bilinear layer, i.e.,

C̃ = MLP(C; θ(p)) ∈ Rdh×m, (5.9)

a = softmax(C̃TW (al)s) ∈ Rm. (5.10)

Then, we enrich the sentence embedding with the aligned type pairs via another gating

mechanism:

z = C̃ · a (5.11)

g = Sigmoid(MLP([s; z]; θ(g))), (5.12)

ũ = g ⊙ s+ (1− g)⊙ z. (5.13)
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Lastly, following previous success [8, 20], we leverage a residual connection [62] with

layer normalization [63] to derive the final context-related type-enriched sentence em-

bedding, i.e.,

u = LayerNorm(s + ũ; θ(lm)). (5.14)

Relation-Guided Alignment at the Sentence Level. Due to the severe wrong labeling

problem at the sentence level, previous DSRE works usually skip over sentence-level re-

lation supervision. Fortunately, empowered by the proposed context-free type enrichment

and context-related type-sentence alignment, we can utilize the sentence-level relation la-

bel even if the relation label is wrong. The reason for this is that a sentence has already

been equipped with the structured background to support sentence-level relation even if

the sentence semantics cannot deliver the relation. We applied an MLP-based neural clas-

sifier to the type-enriched sentence embedding u, to determine the relation at the sentence

level, i.e.,

P (sl)(r̂|u) = softmax(MLP(u; θ(sl))), (5.15)

where, P (sl)(r̂|u) is a categorical distribution over all possible relations. Hence, the train-

ing objective is to minimize the cross-entropy loss,

L(sl) = −
∑
D

∑
B

logP (sl)(r̂ = r|u), (5.16)

where D denotes a DSRE dataset consisting of sentence bags B. The guidance from the

sentence-level relation leads to strong type-sentence alignment (as illustrated in §5.3.1 and

§5.3.2). As a result, the sentence-level wrong labeling problem is alleviated. In contrast,

previous works w/ sentence-level relation supervisions [85] suffer from the confirmation

bias problem [86] caused by the sentence-level wrong labeling.
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5.2.3 Hierarchical Type-Sentence Alignment

Inspired by former works [4,5,20] for handling long-tail relations, we also extend our

basic model into the hierarchy. However, the basic attributes contained by coarse-grained

relations are irrelevant to the semantics of sentences. Thus, instead of directly operating

on the hierarchy of relations (i.e., from fine-grained r to coarse-grained [r(1) . . . r(M)]

relations), we leverage coarse-grained entity types describing the domain/type properties

of the entities in the triple facts to enrich each sentence via the guidance from coarse-

grained relation.

Formally, we adapt the relation-guided type-sentence alignment (§5.2.2) into the hier-

archy, which shares a high-level inspiration with multi-head attention [7]. First, we reuse

the architecture from Eq.(5.9-5.14) by defining

a(l), C̃(l) = TS-Align(l)(s,C), ∀l ∈ [1,M ],

u(l) = TS-Integrate(l)(a(l), C̃(l), s), (5.17)

where TS-Align() denotes Eq.(5.9-5.10) to obtain type-sentence alignment a(l) and TS-Integrate()

denotes Eq.(5.11-5.14) to generate enriched sentence representation u(l) at level l. Note

that, these modules are parameter-untied from each other. Then, we update the sentence-

level relation-guided loss in Eq.(5.16) to its hierarchical version, i.e.,

L(sl) = −
∑

D,B,l∈[1,M ]

logP (sl)(r̂(l)=r(l)|u(l)) (5.18)

Again, learnable parameters of the sentence-level classifiers across l are also untied.

Lastly, we obtain the hierarchical type-enriched representation, i.e.,

u(h) = [u;u(1); . . . ;u(M)] ∈ R(1+M)dh . (5.19)

Different from previous works [4, 5, 20] focusing on hierarchical relation embeddings,

our work explores the constraints by pairwise types for relations to mitigate sentence-

level wrong labeling and uses the hierarchy of entity types on par with that of the relation

to improving long-tail performance.
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5.2.4 Relation Classification and Objectives

Lastly, we put the sentences back into the bag and derive bag-level embedding for

the final relation classification. Hence, for a bag B = [s1, ...sN ], we can obtain sen-

tence embeddings of all the sentences U (h) = [u
(h)
1 , . . . ,u

(h)
N ], where u

(h)
j is hierarchical

type-enriched sentence encoding derived from Eq.(5.19). To preserve the hierarchical in-

formation learned in u
(h)
j , we proposed to apply multiple selective modules to its different

parts, i.e.,

b = Mul-Sel-Attn(U (h)) = [b(0); b(1); . . . ; b(M)],

b(0) = Selective-Attn([u1;. . . ,uN ]),

b(l)=Selective-Attn([u
(l)
1 ; . . . ,u

(l)
N ]), ∀l ∈ [1,M ].

where, Selective-Attn(·) represents the selective attention among the sentences in each

granular relation, and Mul-Sel-Attn(·) represents the selective attention among the multi-

granular bag representations. For bag representation, b(0) denotes the finest grained and

b(l) denotes coarser grained. Lastly, we use an MLP-based classifier upon b to derive a

bag-level categorical distribution, i.e.,

P (bl)(r̂|e(s), e(o),B). (5.20)

Meanwhile, the corresponding training loss is

L(bl) = −
∑
D

P (bl)(r̂ = r|e(s), e(o),B). (5.21)

Therefore, the final training objective is to minimize a linear combination of both sentence-

level in Eq.(5.16) and bag-level (in Eq.(5.21)) losses, i.e.,

L = L(bl) + βL(sl). (5.22)

5.3 Experiments

Datasets. We evaluate our HiRAM on DSRE benchmarks, New York Times – NYT

[35], including NYT-520K and NYT-570K. NYT datasets have 53 distinct relations, in-
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cluding an NA class denoting the unavailable relation between entity pairs. Each relation

includes two coarse-grained relations (i.e., M = 2), and the number of relations from

fine to coarse are 53, 36 and 9. NYT-520K and NYT-570K have the same testing set

containing 172,488 sentences, with 96,678 entity pairs. The only difference is that there

is an overlap of 11,416 entity pairs between training and testing in NYT-570K. Thus,

NYT-520K has severer wrong labeling and long-tail problems.

Evaluation Metrics. Following previous works [4, 5, 20, 37, 81], we use the area un-

der precision-recall curve (AUC) and top-N precision (P@N) to measure models’ perfor-

mance with the disturbance of wrong labeling and use Hits@K to measure the perfor-

mance on long-tail relations. AUC measures the ability of relation classification, while

P@N measures the precision of high-confidence predictions ranked by the model.

Settings. For both versions of NYT datasets, de, dp, dw, dh and M are 50, 5, 60, 690,

and 2 respectively. The type number of each entity is various but we set an upper limit and

pad BLANK as a choice. We use AdaDelta [77] with 0.1 learning rate. The batch size is

160 with 15 epochs and 5-th is the best, dropout probability is 0.5, weight decay of L2-reg

is 10−5. We use random initialization or RoBERTa-base to initialize our models. Whole

experiments are computed by a single Titan XP, except for RoBERTa w/ RTX6000.

Comparative Approach. We compare our HiRAM with many strong competitors, in-

cluding (1) PCNN+ATT [37] proposes a selective attention to alleviate wrong label-

ing. (2) PCNN+HATT [4] extends selective attention with hierarchical relations. (3)

RESIDE [79] leverages side KGs’ information to improve DSRE. (4) PCNN+BAG-

ATT [11] proposes intra-bag and inter-bag attentions to handle the wrongly labeled sen-

tences. (5) PCNN+KATT [5] integrates externally pre-trained graph embeddings with

relation hierarchies for long-tail relations. (6) SeG [74] focuses on one-sentence bags

and proposes entity-aware embedding. (7) CoRA [20] transfers multi-granular relations
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Figure 5.3 : Each heatmap represents the distribution of type-sentence alignment a in

Eq.(5.10) and al in Eq.(5.17). The horizontal axis represents the types of subject entity,

and the vertical axis represents the types of object entity. The top row, from left to right,

represents three alignment distributions of first case, and the bottom row represents three

alignment distributions of second case, as Table 5.4 shows. Notice that “VC” is the ab-

breviation of venture captial.

features into sentences in hierarchies for long-tail relations. (8) InSRL [81] integrates

sentence, entity description and types together via intact space representation learning.

5.3.1 Overall Performance on Benchmarks

As shown in Tables 5.1 and 5.2, HiRAM outperforms former baselines on NYT-570K.

Different from CoRA’s poor performance on NYT-520K, HiRAM achieves a new state-of-

the-art on both popular benchmarks in P@N and AUC. Compared with InSRL integrating

both clean entity types’ concatenation and accurate entity descriptions, HiRAM increases

the AUC score by nearly 7%, verifying the capability of our specific model designer.

5.3.2 Ablation Study

We conduct an ablation study on NYT-520K, as shown at the bottom of Table 5.1.

Compared to HiRAM, “HiRAM w/o Hierarchy” drops 6% in AUC. “HiRAM w/o Rel
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Guidance” performs well on P@N and AUC but has huge gap in P@One, which rep-

resents that the relation-Guided alignment in hierarchy can empower sentence represen-

tation with less data in Multi-instance Learning. Meanwhile, top-n precision of “Hi-

RAM w/o CF” drops by nearly 10.5%. To prove the superiority of our specific design,

we replace the pairwise type in §5.2.1 with simple type concatenation. The AUC score

of “HiRAM w/ TC” decreases by 4.5% and nearly 5.6% of top-n precision. To further

emphasize our word embedding §5.2.1 is module-agnostic, we combine RoBERTa [40]

with our module respectively. As the bottom panel shows, “RoBERTa w/ CF” makes

great progress, and “RoBERTa w/ HiRARM” achieves the best performance among three

RoBERTa-related experiments. However, due to the strong ability of RoBERTa model,

the wrong labeling problem hurt the performance severely, especially in P@N.

5.3.3 Performance on Long-Tail Relations

Since former baselines are mainly trained on NYT-570K, we reproduce CoRA on

NYT-520K for fair comparison as shown in Table 5.3. HiRAM achieves a new state-of-

the-art result in Hits@K with 20% superiority. Removing hierarchy module in §5.2.3,

the performance of “HiRAM w/o Hierarchy” decreases by nearly 30% on Hits@10 but is

better than baselines in other settings, verifying the importance of hierarchical model for

long-tail relations. The huge decline of “HiRAM w/o Rel Guidance” verifies the necessity

of relation guidance. Due to lacks of plenty reliable training data, RoBERTa is hard to

handle the long-tail problem but our specific modules further increase its performance.

5.3.4 Case Study

Firstly, we conduct a case study to qualitatively analyze the effect of our model in

§5.2.3 The case study of two samples are shown in Table 5.4 and the type-sentence align-

ment distribution is shown in Figure 5.3. Secondly, we investigate the possible reasons

for the misclassifications of HiRAM.
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Distribution of Type-Sentence Alignment. For the first case, despite the failure in ex-

pressing the long-tail relation “/PEOPLE/PERSON/RELIGION”, the selected pairwise types

are sufficient to predict this relation. As the top row of Figure 5.3 shows, people.person

with BLANK helps to identify the character of subject entity, and religion.religion with

high alignment score can provide direct attributes. For the second case, the semantics is

implicitly related to its long-tail relation “/BUSINESS/COMPANY/FOUNDER”. The proper

pairwise types are selected by coarser relation guidance, like (organizer.organizer, orga-

nizer.founder).
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Table 5.1 : Model Evaluation and ablation study on NYT-520K. “P@N” denotes preci-

sion values for the entity pairs with the top-100, -200 and -300 prediction confidences

by randomly keeping one/two/all sentence(s) in each bag. The abbreviation “CF” repre-

sents Context-Free embedding in §5.2.1; “TC” represents Type Concatenation replacing

CF. “RoBERTa” directly predicts relations via [CLS] token. “RoBERTa w/ CF” adds a

context-free type-enriched word embedding module on the output of RoBERTa to gener-

ate sentence representation. “RoBERTa w/ HiRAM” denotes the combination of HiRAM

and RoBERTa.

P@N (%)
One Two All

AUC
100 200 300 Mean 100 200 300 Mean 100 200 300 Mean

Comparative Approaches

CNN+ATT [37] 76.2 65.2 60.8 67.4 76.2 65.7 62.1 68.0 76.2 68.6 59.8 68.2 -

PCNN+ATT [37] 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 67.4 72.2 0.341

CoRA [20] 78.0 69.0 66.0 71.0 79.0 72.0 66.3 72.4 81.0 74.0 68.3 74.4 0.344

RESIDE [79] 80.0 75.5 69.3 74.9 83.0 73,5 70.6 75.7 84.0 78.5 75.6 79.4 -

InSRL [81] - - - - - - - - - - - - 0.451

HiRAM 93.0 89.0 83.0 88.3 93.0 88.5 84.0 88.5 93.0 88.5 86.0 89.2 0.484

Ablations

HiRAM w/o Hierarchy in §5.2.3 88.0 84.5 83.0 85.2 90.0 86.0 85.0 87.0 90.0 86.5 85.0 87.2 0.450

HiRAM w/o CF in §5.2.1 78.0 75.5 74.3 75.9 87.0 76.5 74.0 79.2 87.0 77.5 74.7 79.7 0.425

HiRAM w/o Rel Guidance in Eq. 5.16 89.0 86.0 76.7 83.9 93.0 88.0 81.7 87.6 93.0 87.0 86.7 88.9 0.482

HiRAM w/ TC 84.0 82.0 75.3 80.4 85.0 81.5 79.7 82.1 89.0 82.5 78.0 83.2 0.462

RoBERTa [40] 44.0 46.5 43.3 44.6 38.0 39.5 38.7 38.7 33.0 36.5 37.7 35.7 0.301

RoBERTa w/ CF 80.0 76.0 74.0 76.7 81.0 78.5 76.0 78.5 81.0 76.0 75.0 77.3 0.488

RoBERTa w/ HiRAM 85.0 83.0 79.3 82.4 86.0 85.5 81.3 84.3 89.0 86.0 81.7 85.6 0.518
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Table 5.2 : Model Evaluation on NYT-570K, published by PCNN+HATT [4]

.

P@N (%)
One Two All

AUC
100 200 300 Mean 100 200 300 Mean 100 200 300 Mean

Comparative Approaches

PCNN+HATT [4] 84.0 76.0 69.7 76.6 85.0 76.0 72.7 77.9 88.0 79.5 75.3 80.9 0.42

PCNN+BAG-ATT [11] 86.8 77.6 73.9 79.4 91.2 79.2 75.4 81.9 91.8 84.0 78.7 84.8 0.42

SeG [74] 94.0 89.0 85.0 89.3 91.0 89.0 87.0 89.0 93.0 90.0 86.0 89.3 0.51

CoRA [20] 94.0 90.5 82.0 88.8 98.0 91.0 86.3 91.8 98.0 92.5 88.3 92.9 0.53

HiRAM 96.0 91.5 85.7 91.1 98.0 94.5 89.3 93.9 98.0 95.0 92.3 95.8 0.580
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Table 5.3 : Hits@K (Macro) tests only on the relations whose number of training instance

< 100/200. “Hits@K” denotes whether a test sentence bag whose gold relation label r(0)

falls into top-K relations ranked by their prediction confidences.“Macro” denotes macro

average is applied regarding relation labels. “∗” denotes the model is trained on NYT-

570K.

# Training Instance <100 <200

Hits@K (Macro) 10 15 20 10 15 20

PCNN+ATT [37] <5.0 7.4 40.7 17.2 24.2 51.5

PCNN+HATT∗ [4] 29.6 51.9 61.1 41.4 60.6 68.2

PCNN+KATT∗ [5] 35.3 62.4 65.1 43.2 61.3 69.2

CoRA∗ [20] 66.6 72.0 87.0 72.7 77.3 89.4

CoRA [20] 66.6 66.6 75.9 71.7 72.7 80.3

HiRAM 72.2 96.3 96.3 77.3 96.9 96.9

HiRAM w/o Hierarchy in §5.2.3 50.0 88.9 92.6 59.1 90.9 93.9

HiRAM w/o CF in §5.2.1 66.6 88.9 92.6 72.7 90.9 93.9

HiRAM w/o Rel Guidance in Eq. 5.16 55.6 66.7 88.9 63.6 72.7 90.9

HiRAM w/ TC 72.2 77.7 88.9 77.3 81.8 90.9

RoBERTa [40] 0 0 0 0 0 11.6

RoBERTa w/ HiRAM 38.8 61.1 66.6 50.0 54.5 72.7
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Table 5.4 : Two cases with long-tail relations are mis-classified by previous works

whereas HiRAM is competent. Analysis of the attention probability shown in Figure

5.3 proves the utility of context-related type-sentence alignment with relation guidance.

Case Sentence 1: although the regime of president bashar al-assad hails from an obscure

offshoot of shiism – the alawites – syria is nearly three-quarters sunni,

with alawites, members of other muslim sects and ...

r(2): /people r(1): /people/person r(0): /people/person/religion

Case Sentence 2: having so many operating systems makes it expensive to make software,

said faraz hoodbhoy, the chief executive of camera phones save and share multimedia content.

r(2): /business r(1): /business/company r(0): /business/company/founder
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Chapter 6

Counterfactual Contrastive Prefix-Tuning

6.1 Introduction

Although fine-tuning paradigm has achieved great success in natural language pro-

cessing, effectively transferring knowledge to specific tasks, there remains a considerable

gap between pre-training and fine-tuning, which can inhibit the transfer and adaptation of

knowledge in PLMs to downstream tasks. This gap primarily arises from the diverse ob-

jective forms that downstream tasks take on. To narrow this gap, Prompt-tuning [46, 47]

has been proposed to unify the objective of different tasks into a cloze-style task to pre-

dict target words. Compared to the prevalent fine-tuning, the prompt-tuning paradigm is

consistent with language model pre-training and thus generalizable by with few learnable

parameters [46, 87, 88, 89].

To bridge the gap to masked language models (MLMs), a task-specific template and

verbalizers, are necessary to form a cloze-style task and achieve prompt tuning. Normally,

the template can be a natural language prompt or a series of continuous tokens to query

the language model, while the verbalizers are usually natural language phrases to rep-

resent task-specific labels. For example, in natural language inference (NLI), a training

instance can be concatenated with a natural language prompt “[Premise] [MASK] [Hy-

pothesis]”. As such, a set of label words is designed as the candidate set for filling into that

placeholder (e.g., [MASK]) in the designed template. Again, in NLI, the verbalizers are

defined as {Then, Maybe and But}, corresponding the three-class categories {entailment,

neural and contradiction}. Obviously, it is relatively tractable for experts to select valid

label words as there are clearly semantic bounds among these mutual-exclusive labels.
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As a stage actor, Greg has been a resident company member of the 
Alley Theatre in Houston, Texas.
Q: The type of Greg is _________.

Instance: 

A. Person-Actor B. Person-Employee

Why Person-Actor?

As a stage actor, Greg has been a resident company member of the 

Alley Theatre in Houston, Texas.

Why Person-Actor not Person-Employee?

As a stage actor, Greg has been a resident company member of the 
Alley Theatre in Houston, Texas.

Figure 6.1 : An illustrative example of entity typing task from FewNERD [10] dataset.

Option A is its ground-truth label, and Option B is the counterfactual. Red words are the

related attributes for the question.

However, with the increase of label space, the semantic boundary among many-class

labels becomes obscure, which may overlap leading to the verbalizer ambiguity problem.

This explains why some works [90, 91] point out that the performance is quite sensitive

to the choice of label words. For instance, as shown in Fig 6.1, “Person-Actor” and

“Person-Employee” are the common classes in the entity typing task and share the same

hypernym word “Person”. To overcome the verbalizer ambiguity problem, [9] manually

designs logic rules to merge several sub-prompts together as the final prompt for each

class, however, limited by costly expert-required logic rules.

Taking inspiration from the social science research [92], we adopt the contrastive

procedure of human explanation to generate diverse information prefixes for training in-

stances. Concretely, rather than explaining “why A”, it is more effective to explain “why

A not B”, where B serves as an implicit counterfactual of A within the current context.

In Figure 6.1, we present an instance from the FewNERD [10] dataset, where the task is

to classify the type associated with Greg. From a machine learning perspective, a well-

trained model will recognize that Greg is associated with multiple attributes, including

“Houston”, “company” and “actor”, all of which are deemed valuable for prediction. As

illustrated in Figure 6.1, these contributed attributes can be redundant for prediction as
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highlighting. Hence, the contrastive explanation approach tends to overlook most simi-

larity attributes between “Employee” and “Actor”, focusing instead on the more salient

semantics that are critical for the model’s differentiation task.

In this chapter, we propose Counter-factual Contrastive Prefix-tuning, dubbed CCPre-

fix, which aims to minimize semantic obscurity among verbalizers and mitigate the prob-

lem of verbalizer ambiguity. Our process begins by constructing all possible fact-counterfactual

label pairs, with each class alternately assumed as the fact while the other classes are

treated as counterfactuals. Each instance is then projected onto the subspaces spanned

by these fact-counterfactual pairs, generating a range of potential contrastive attributes.

These potential attributes are subsequently filtered through a global prototype alignment

learning method, resulting in an instance-dependent soft prefix. Lastly, we employ a

straightforward Siamese representation learning approach for each instance to ensure sta-

bility throughout the training process. This methodical multi-step approach strives to

reduce ambiguity and enhance the effectiveness of prefix-tuning in the realm of natural

language processing.

To comprehensively validate the efficacy of CCPrefix, we conduct extensive exper-

iments on three many-class classification tasks in both fully supervised and few-shot

settings, including relation classification, topic classification and entity typing. The ex-

perimental results suggest that our work presents a promising step forward in the field,

demonstrating the substantial potential of CCPrefidx in handling complex classification

tasks in natural language processing.

6.2 Methodology

In this section, we will detail our approach, whose overall architecture is shown in

Figure 6.2.
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Figure 6.2 : Our proposed model, CCPrefix. For easy comprehension, we zoom in con-

trastive prefix construction and contrastive attributes generation in Section 6.2.2. The

losses Lcls, Ls and Lcon are defined in Equation (6.9), Equation (6.8) and Equation (6.5).

The black line is the forward path for both training and inference, while the green line is

the training path with supervised signal.

Task Definition. First of all, we provide the task definition about the classification prob-

lem in fine-tuning paradigm. The classification tasks can be denoted as T = {X ,Y},

where X is the instance set, Y = {y1, y2, . . . , y|R|} is the class set, and |R| is the number

of classes. The first token of the input is [CLS] which contains the special classification

embedding. PLMs models take the hidden state h of the first token [CLS] as the repre-

sentation of the whole sequence. A simple softmax classifier is then added to the top of

PLMs to predict the probability of class yc:

p(yc|h) = (Wh) (6.1)

where W is the task-specific parameter matrix. Both the parameters from PLMs and W

will be jointly fine-tuned by maximizing the log-probability of the correct label.

6.2.1 Prefix Tuning for Classification

Formally, prefix tuning consists of a series prefix tokens {c1, . . . , cm} and a verbalizer

φ : V → Y that bridges the class set Y and the set of answer words V . To construct the
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Algorithm 1 Contrastive Attributes Construction
Input: the class set Y , instance x, a PLM model M

Output: Contrastive attributes C ∈ R|R|×(|R|−1)×de

1: Initialize the verbalizer V = ϕ(Y) ∈ R|R|×de

2: Initialize the matrix C ∈ R|R|×(|R|−1)×de

3: Obtain instance representation hx = Pool(M(x))

4: for all vi ∈ V do

5: for all vj ∈ V , i ̸= j do

6: Construct the contrastive subspace ui,j = vi − vj ∈ Rde

7: Project the instance onto the subspace ci,j =
ui,j⊗u⊤

i,j

⟨u⊤
i,jui,j⟩

hx

8: end for

9: Form Ci,∗ representing the attributes between i-th fact and the other label

10: end for

11: return C ∈ R|R|×(|R|−1)×de

cloze-style tasks, at least one placeholder [MASK] should be placed into the template for

the PLMs, M, as the following shows:

T (X,C) = {e1, . . . , el, c1, . . . , cm, e[MASK]}, (6.2)

where {e1, . . . , el} is the embedding of instance X . With the soft prefix template T (·)

and the verbalizer ϕ, the learning objective is to maximize 1
|X |

∑
x∈X log p([MASK] =

ϕ(yx)|T (x)).

6.2.2 Contrastive Prefix Construction

We would elaborate on the process of exploring all potential contrastive attributes

from each instance and the way we construct the prefex templates.

Contrastive Generation. Thus, for classification tasks, following [93], we construct

all causal factors by projecting the sentence representation into the contrastive space.
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First of all, each instance x would be encoded by a deep neural encoder f(·) that trans-

forms x into X = {e1, e2, . . . , el} ∈ Rl×de , where l is the sentence length and de the

embedding dimension. Then, we use a multi-layer perception (MLP) with ReLU acti-

vation, and mean pooling over the sequence to get the whole sentence representation,

hx = Pool(MLP(X)).

Commonly, the prediction of the model Whx is linear in the latent input representa-

tion. The processor of prediction is aim to map hx to a specific direction wi via dot prod-

uct to obtain the logits of class i. As proposed by [93] in terms of contrastive explanation,

given two classes, yp and yq, if we are particularly interested in the contrastive attributes

that the model predicts yp rather than yq, we can construct a new basis, up,q = wp −wq,

which represents a contrastive space for yp and yq. Thus, yp is the fact while yq is one

of its counterfactuals. However, for each instance, the golden label is unavailable before

prediction. Hence, we hypothesize that the i-th class yi is the fact in turn while the rest

in the finite-label space are counterfactuals to build fact-counterfactual pairs. Specifi-

cally, we employ the derivable vectors as the verbalizer V ∈ R|R|×de to map to the class

set Y . Thus, supposing that i-th class yi is the fact while one of the rest class yj is the

counterfactual, the contrastive subspace is:

ui,j = vi − vj ∈ Rde , i ∈ |R|, j ̸= i (6.3)

Then, by projecting the instance representation hx onto the subspace ui,j , the contrastive

attribute between the specific fact-counterfactual pair is explored:

ci,j =
ui,j ⊗ u⊤

i,j

⟨u⊤
i,jui,j⟩

hx (6.4)

where ⊗ is the outer product and ⟨·⟩ is the inner product. For the contrastive attributes

generated between the same fact and the rest counterfactuals, we denote these attributes

as Ci,∗ ∈ R(|R|−1)×de , where i, ∗ represents the fact-counterfactual pairs consisting of the

i-th fact and the rest labels assumed as counterfactuals. Sequentially operating eq.6.3 and
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Selected 

Contrastive Attribute 
Prototype 

Figure 6.3 : An illustration of the selection process of top-2 contrastive attributes ci,j

using the similarities between all possible ci,j and their corresponding prototypes pi,j ,

where i-th class is fact and j-th class is its counterfactual.

eq.6.4, we extract all contrastive attributes C ∈ R|R|×(|R|−1)×de from each instance. We

summarize the former procedure of constructing contrastive attributes in Algorithm 1.

Prototype Constraint. Obviously, since we suppose each label as the fact to form fact-

counterfactual pairs in turn, it is inevitable to face the noisy attributes projected by invalid

fact-counterfactual pairs for each instance. Therefore, the contrastive attributes should be

selected only if it is generated by the valid fact-counterfactual pairs formed by the accu-

rate label. To distinguish valid contrastive attributes, we introduce a set of global pro-

totypes {P0,∗,P1,∗, . . . ,P|R|,∗} ∈ R|R|×(|R|−1)×de corresponding to contrastive attributes.

Concretely, for the contrastive attributes ci,j generated by projecting instance onto the

subspace between i-th fact and j-th counterfactual, there is only one corresponding pro-

totype pi,j . The fine-grained global prototypes can learn the common features of their
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corresponding fact-counterfactual attribute among the whole training instances. During

training, according to the instance’s ground-truth label, these prototypes can be split into

two groups. One is the set of positive prototypes while the other is the rest negative pro-

totypes P−,∗ ∈ R(|R|−1)×(|R|−1)×de . The positive prototypes represent the common knowl-

edge of the corresponding attributes C+,∗ generated by the valid fact-counterfactual pairs.

These prototypes are trained with the following self-contrastive learning loss:

Lcon = − log
exp(⟨WC+,∗,P+,∗⟩)∑
− exp(⟨WC+,∗,P−,∗⟩))

(6.5)

where W ∈ Rde×de is the learning weight matrix and ⟨·⟩ is the inner product to calculate

the similarity. This objective forces the positive prototypes to draw up positive contrastive

attributes. Simultaneously, the negative contrastive attributes would be pushed away from

the positive prototypes.

Prefix Construction. Thus, by calculating the similarities between the instance’s con-

trastive attributes and the corresponding prototypes, we select the top-m’s most similar

attributes Csel ∈ Rm×de as additional prefix tokens, as shown in Figure 6.3. The selected

contrastive attributes will be considered as a series of tokens in the prefix template T (·),

as Equation (6.2).

6.2.3 Siamese Prefix Tuning Objective

We note that some selected top-m contrastive attributes may inevitably take false

classes as facts, thereby introducing unwanted noise. Therefore, it is crucial to force

the PLMs to focus on the valid contrastive attributes and consequently stabilize the model

performance. Hence, we leverage a simple Siamese representation learning method [94]

to simultaneously train the PLMs, M, via maximizing the similarity between the prefix

templates with selected contrastive attributes Csel and the same instance with all positive

attributes C+,∗. These two inputs with different contrastive attributes are fed into M to
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obtain the [MASK] representation z and z+:

z = M(X̂) = T (X,Csel),

z+ = M(X̂+) = T (X,C+,∗).

(6.6)

Then, we minimize the negative cosine similarity between two outputs with an MLP f(·):

D(z, z+) = − f(z)

||f(z)||2
· z+

||z+||2
(6.7)

Following [94], we use a symmetrized loss with the stop-gradient operation:

Ls=
1

2
D(f(z), (z+))+

1

2
D(f(z+), (z)). (6.8)

Here, X with attributes C+,∗ receives no gradient from z+ in the first term, but it receives

gradients from f(z+) in the second term, and vice versa.

Finally, the learning objective is to minimize the following loss:

Lcls = − 1

|X |

|X |∑
k=1

logp([MASK] = vk|xk) (6.9)

where p([MASK] = vk|xk) is the predicted distribution for the k-th sample in dataset X

and vk is the answer word corresponding to its ground truth label yk. Overall, our final

training loss is

L = Lcls + Ls + Lcon (6.10)

6.3 Experiments

We conduct experiments on several classification tasks, including relation classifica-

tion (RC), topic classification (TC) and entity typing (ET).

6.3.1 Datasets

We adopt 4 popular datasets for relation classification, i.e., TACRED [95], TACREV

[96], ReTACRED [97] and SemEval 2010 Task 8 [98] (SemEval), one for topic classifi-

cation, i.e., DBPedia [99], and one for entity typing, i.e., FewNERD [10].
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• TACRED, TACREV and ReTACRED are used widely for relation classification.

While TACRED is the origin, TACREV and ReTACRED are its revised versions

with modifications in test sets and some relation tpyes.

• SemEval is a traditional dataset for RC.

• DBPedia is an ontology dataset with structured information extracted from WikiPedia.

We privately set a 10% of the training dataset as the validation set.

• FewNERD is a manually large-scale dataset of entity typing containing 66 fine-

grained entity types. We focus on the inter-task, where train/dev/test splits may

share coarse-grained types while keeping the fine-grained entity types mutually dis-

joint.

More details of these datasets are shown in Table 6.1. For evaluation, we use F1 scores

as the metric for RC, and mean accuracy for TC and ET.

Dataset #Class Task |Dtrain| |Ddev| |Dtest|

TACRED 42 RC 68,124 22,631 15,509

TACREV 42 RC 68,124 22,631 15,509

ReTACRED 40 RC 58,465 19,584 13,418

SemEval 19 RC 6,507 1,493 2,717

DBPedia 14 TC 56,000 5,600 70,000

FewNERD 66 ET 338,753 48,667 96,901

Table 6.1 : Basic statistics of the datasets, where RC stands for relation classification, TC

stands for topic classification, and ET stands for entity typing.
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Extra Data TACRED TACREV ReTACRED SemEval

C-GCN [100] - 66.3 74.6 80.3 -

ROBERTALARGE [40] - 68.7 76.0 84.9 87.6

KNOWBERT [101] ✓ 71.5 79.3 - 89.1

SPANBERT [102] ✓ 70.8 78.0 85.3 -

LUKE [103] ✓ 72.7 80.6 90.3 -

PTR [9] - 72.4 81.4 90.9 89.9

CCPrefix (Ours) - 72.6 82.9 91.2 90.6

w/o ConAtt in §6.2.2 - 70.0 80.9 90.6 90.1

w/o Prototypes in §6.2.2 - 71.9 81.2 90.5 90.4

w/o Lcon in Eq.6.5 - 71.3 81.8 90.6 90.2

w/o Siamese in §6.2.3 - 72.0 81.8 90.8 90.1

Table 6.2 : F1 scores (%) for RC tasks on the 4 datasets in the fully supervised setting.

“w/o ConAtt” denotes using manually Prefix template and soft verbalizer. “w/o Proto-

types” denotes that the cluster is rely on the verbalizer. “w/o Siamese” denotes that the

input of Prefixs template only maintain instance and selected contrastive attribute.

6.3.2 Settings

To fairly compare with SoTA baselines, we evaluate CCPrefix under fully supervised

and few-shot settings for RC tasks, and exclusively in few-shot settings for TC and ET,

where for each class, K instances are sampled for training and validation. Following

previous works [9, 104], we set K as 8, 16, 32 for relation classification and 1, 2, 4, 8, 16

for topic classification and entity typing. We use a fixed set of 5 random seeds to sample

instances and take the average of all results as the final result.
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TACRED TACREV ReTACRED

8 16 32 8 16 32 8 16 32

Fine-Tuning (Ours) 12.2 21.5 28.0 13.5 22.3 28.2 28.5 49.5 56.0

PTR [9] 28.1 30.7 32.1 28.7 31.4 32.4 51.5 56.2 62.1

CCPrefix (Ours) 30.1 33.4 37.6 29.8 33.0 34.0 54.5 61.4 65.2

w/o ConAtt in §6.2.2 18.1 29.6 32.6 18.1 29.0 32.7 41.1 55.5 64.1

w/o Prototypes in §6.2.2 28.5 33.1 36.3 30.4 31.7 33.2 54.2 56.3 62.1

w/o Lcon in Eq.6.5 28.2 33.2 37.3 28.9 32.1 33.8 53.5 59.7 64.4

w/o Siamese in §6.2.3 23.8 33.1 32.9 27.9 30.4 33.2 50.6 57.7 63.4

Table 6.3 : F1 scores (%) for RC tasks in the few-shot setting. We use K = 8, 16, 32 for

few-shot settings.

6.3.3 Implementation Details

Our model is implemented based on PyTorch [105] with V100 and the Transformer

repository of Huggingface [106]. For RC and TC tasks, our model is based on ROBERTALARGE

[40], while for ET, it is based on BERTBASE [8]. Adam optimizer [78] is used for all

datasets, where the learning rate is manually tuned ∈ {1e-5, 3e-5, 5e-5 }, and the de-

cay rate is set to 1e-2, and the batch size is set to 16. For the fully-supervised setting,

the epoch is 5 while for few-shot setting, it is 30. The best model is selected based on

the performance on the development set. We select top-m attributes as prefix, where

m = |R| − 1.

6.3.4 Comparison Methods

We mainly compare CCPrefix with several representative methods in many-class clas-

sification tasks, including learning-from-scratch methods, fine-tuning methods and Prefix-
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tuning methods. 1) C-GCN [100] is a learning-from-scratch based on graph neural net-

works for relation classification. 2) For fine-tuning vanilla PLMs, we directly select

ROBERTALARGE as our baselines for relation classification. 3) Since entity information

is crucial in relation classification, we select SPANBERT [102], KNOWBERT [101] and

LUKE [103] as our baselines. 4) We select PTR [9], a prompt augmentation model, for

relation classification. 5) For topic classification and entity typing, our baselines are Pro-

toVerb [104] that uses manual prompts, and PETAL [47] that extracts words as prompts.

DBPedia FewNERD

1 2 4 8 16 1 2 4 8 16

PETAL [47] 60.06 78.21 86.40 88.41 92.90 20.88 31.28 43.10 50.78 55.49

ProtoVerb [104] 72.85 85.49 90.91 95.75 96.30 25.00 35.72 48.28 56.06 61.29

CCPrefix (Ours) 84.02 93.26 95.17 97.66 98.45 22.78 32.47 51.49 58.54 63.38

Table 6.4 : Few-Shot TC & ET performance of F1 scores (%) on the DBPedia and FewN-

ERD datasets. We use K = 1, 2, 4, 8, 16 for few-shot settings.

6.3.5 Main Quantitative Evaluation

We compare CCPrefix with several recent methods to conduct an in-depth analysis.

Fully Supervised Setting As indicated in Table 6.2, CCPrefix significantly outperforms

former baselines, even surpassing KNOWBERT and LUKE that leverage external task-

specific knowledge to enhance models. Compared to PTR [9], which manually constructs

logic rules as the prompt, CCPrefix even outperforms. Such comparison indicates that the

unique task-related information to form a unique prefix can better stimulate task-specific

knowledge in PLMs.
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Few-Shot Setting To further assess our model, we evaluate CCPrefix in few-shot set-

tings. For relation classification, as shown in Table 6.3, CCPrefix outperforms PTR, with

an average improvement of 6.6% on ReTACRED. For topic classification, as shown in

the left panel of Table 6.4, CCPrefix exceeds PETAL and ProtoVerb by a large margin.

Specifically, in the extreme data scarce scenario (K = 1, 2), our model surpasses Pro-

toVerb by 15.3% and 9.1%. This demonstrates that, if the class labels are semantically

diverse, our model is capable of acquiring sufficient knowledge from the PLM even in

this limit. For entity typing, our model exceeds former baseline in several scenarios

(K = 4, 8, 16) but not good when training instances are extremely scarce (K = 1, 2).

We infer that for fine-grained entity typing, although our model can cancel out most of

the attributes between two classes sharing the same coarse class with subtle differences in

semantic (e.g., ‘building-theater” and “building-library” are under type “building”), it is

hard to discriminate such contrastive attributes in extreme data scarce scenario.

6.3.6 Ablation Study

We carry out an ablation study on relation classification datasets to further invetigate

the effectiveness of each component in CCPrefix, as detailed in the bottom panel of Ta-

ble 6.2 and Table 6.3. “w/o ConAtt” causes more performance degradation in the few-shot

setting than in the fully supervised one, which indicates that contrastive attributes can fur-

ther stimulate the knowledge in PLMs. For “w/o Prototypes”, attribute-verbalizer similar-

ities are used as the slection criteria, causing a significant performance drop due to noise

attributes, although it slightly outperforms CCPrefix in TACREV under K=8. “w/o Lcon”

has less performance reduction in few-shot setting than that in fully supervised setting.

We infer that the unbalanced training data distribution may hurt the performance signif-

icantly. The performance of “w/o Siamese” drops severely in the extreme data scarce

scenario (K = 8), indicating that simple representation learning can force the PLMs to

focus on the valid contrastive attributes in prefix.
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Relation Top selected counterfact

per:siblings per:title

per:parents per:countries of residence

org:dissolved org:member of

per:origin org:dissolved

per:children per:country of birth

per:city of birth per:city of death

per:employee of per:countries of residence

per:religion per:city of death

org:alternate names org:founded by

per:cause of death per:country of death

org:website org:members

Table 6.5 : The top selected counterfactual relation learned by the model for some relation

types.

6.3.7 Selected Counterfact

Since the prefixes are instance aware, we limit our analysis to a subset of 7K instances

in the test set that could be correctly classified. For each relation type, we count the most

frequently selected counterfactual relation. Part of the results are shown in Table 6.5. It

is notable that most of the time the model can match a pair per relations, or a pair of org

relations. Also, the model prefers to select two relation types semantically correlated but

with subtle differences. For example, for relation per:city of birth or org:dissolved, the

corresponding contrastive attribute factor is per:city of death or org:member of.

6.3.8 Case Study

To analyze the influence of individual tokens on model prediction, we conduct a case

study on the relation per:city of birth between entities “he” and “Potomac”. “Potomac”,
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y∗=per:city of birth (y∗, y’)=per:city of birth, per:city of death

Gross , a 60-year-old

native of Potomac ,

Maryland , was working for

a firm contracted by USAID

when he was arrested Dec

3 , 2009 , and sent to

Cuba ’s high-security Villa

Marista prison .

Gross , a 60-year-old

native of Potomac ,

Maryland , was working for

a firm contracted by USAID

when he was arrested Dec

3 , 2009 , and sent to

Cuba ’s high-security Villa

Marista prison .

Figure 6.4 : The highlighted tokens of the same sentence where the two enti-

ties are underscored. On the left, the tokens are projected onto the ground truth

y∗=per:city of birth, and on the right onto the contrastive space between y∗ and the coun-

terfactual y’=per:city of death.

as depicted in Figure 6.4. We compute the similarity between each word and the fact

y∗=per:city of birth, as well as the contrastive attribution factor between y∗=per:city of birth

and y’=per:city of death. For clarity, words with similarity scores exceeding the average

are highlighted. Our results reveal that the contrastive attribute factor yields concentrated,

key determinant highlights such as “native of”. In contrast, using y∗ alone results in scat-

tered highlights, diverging from human expectations of the significant predictors.

6.3.9 Error Analysis

Our model operates under the strong assumption that all labels, save for the golden

one, act as counterfactuals of the golden label. This hypothesis neglects the semantic cor-

relations and overlaps among different classes, potentially impacting model performance.

This issue is especially apparent in the entity typing task, where fine-grained entity types
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mayu semantically overlap, thereby challenging our assumption. When class labels pos-

sess subtly distinct semantics, more data is needed to construct valid contrastive attributes.

This can cause model performance to drop in scenarios of extreme data scarcity, like with

the FewNED dataset at K = 1, 2.

6.4 Related Work

Prefix Tuning in Classification. The templates can be categorized into two groups,

i.e., discrete prompt [46, 47, 49] and continuous prefix [53, 54]. Discrete prompts often

manually designed for all training instances with task descriptions. [9] leverage manual

logic rules to combine label-related sub-prompts together. Although it is a concrete man-

ifestation of human’s interpretation of the task, discrete prompts may not be the optimal

solution. Continuous prefixes [53,54], attached to instances, have proven useful but fail to

fully capture the diversity of training instances. Our work inspired by the human decision

process, introduces an instance-dependent prefix, better addressing the discrimination of

label space.

Verbalier in Classification. Reformulating problems as language modeling tasks has

been explored in few-shot scenarios [46, 87, 88, 89]. Traditional manual verbalizer map-

pings demand expert knowledge, thus making automatic verbalizer search [47, 49] an

appealing alternative. This approach iteratively enhances the label-to-word mapping in a

greedy fashion.

Counterfactual Contrastive. Explanation of artificial intelligence is widely concerned

in recent years. [92] presents the philosophical foundations of explanation that human

relies on the contrastive explanations. [93] highlights the attributes in the latent space to

provide fine-grained explanation of model decision. Furthermore, [107] produces con-

trastive explanations by editing the inputs for the contrast case while [108] uses it for
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evaluation. [109] builds contrastive prompts with instance-specific information for expla-

nation. [110] employs contrastive counterfactuals with the multi-instance framework for

vision-language grounding. [111] tasks humans with revising dataset to revise the dataset

with counterfactuals. Meanwhile, [112] produces high-quality augmented data with coun-

terfactuals to overcome out-of-distribution data in the field. Due to the strong explanation

of counterfactual, we leverage counterfactual to disambiguate the semantic overlap be-

tween labels.
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Chapter 7

Conclusion and Discussion

7.1 Conclusion

With the explosive growth of text data and computer power, data-driven algorithms,

e.g., deep learning, enable breakthrough advances in various NLP tasks. Most of this text

data is unstructured and unlabeled. However, RE tasks rely on a large amount of anno-

tated data for training a robust RE model. Since it is time-consuming and labor-intensive

to manually annotate the structured triple set from plain text, the DS method introduces

existing KGs to automatically annotate training data with a strong assumption. The strong

assumption hypothesizes that two named entities in various sentences represent a consis-

tent relationship. Such arbitrary assumption is inevitably faced with two major challenges:

1) the wrong labeling problem, and 2) the long-tail relations. Though the multi-instance

learning framework and the selective attention network are proposed to tackle the wrong

labeling problem in DSRE, the ontology knowledge between sentences, named entities,

and hierarchical relations is not been fully leveraged.

In this research, we first focus on tackling the two major challenges in DSRE with

sufficient labeled training data. Then, we also try to solve the RE task in the data-scarce

setting, a.k.a., the few-shot setting.

We first propose a selective gate framework with the entity-aware embedding ap-

proach for DSRE. Compared to existing work, our novel entity-aware embedding ap-

proach is able to dynamically integrate entity information into each word embedding

for generating more expressively-powerful representations. Based on the specifically de-

signed embedding layer, we develop a lightweight self-attention mechanism to make up
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for the lack of PCNN. Thus, the sentence distributed representation contains both local

structured information and the long dependencies between words. Based on the preced-

ing features, we replace the former selective attention network with a selective gate to

aggregate sentence-level into bag-level.

Secondly, we mainly focus on addressing long-tail relations. Unlike former works

that set up isolated multi-granular relation embedding as the query of attention network,

we propose collaborating relation-augmented attention network in the hierarchy. With the

relation-augmented process, the sentence representation is also fulfilled with the relational

information. In the relational hierarchy, such information will be transformed from data-

rich relations into long-tail ones, which is far more efficient than former works.

Thirdly, we introduce extra ontology knowledge, type information of named entities,

from existing KGs. Though former works leverage relational hierarchy to share the in-

formation with the long-tail relations, the coarse-grained relation is hard to align with the

sentence’s semantics. Thus, the type of information is a direct and promising way to over-

come this challenge while former works ignore this potential of explicit structured type

information.

Finally, we also research in RE task with less truly labeled training data, a.k.a., few-

shot setting. There will be semantic overlap between the relations of the RE task. Many

works leverage the strong ability of PLMs and fine-tuning paradigms to stimulate the

knowledge in PLMs. To accurately predict the relation with less training data However,

the PLMs are hard to fine-tune with insufficient labeled training data. Thus, inspired by

the research in social science humans rely on exploring contrastive attributes between

the object factual and other potential counterfactuals, rather than the explicit evidence of

the objective factual to classify. Hence, we propose a counterfactual contrastive prompt-

tuning approach to extract the contrastive attributes for tackling the RE task and other

many-class classification tasks under the few-shot setting.
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7.2 Discussion and Future Work

In this section, we will discuss the implications of our findings, the limitations of the

current study, and the potential future research directions in the field of the RE task. The

rapid advancement of generative pre-trained models, like GPT-3, has notably enhanced

the efficacy of RE tasks. Meanwhile, with the rapid increase in computational power

and the expansion of model sizes, an increasing amount of knowledge is being encapsu-

lated within large language models, enabling them to adeptly handle a variety of tasks.

However, for Relation Extraction (RE), there remain some challenges. For instance, chal-

lenges include how to counter adversarial samples, how to enhance the utility of large

language models through integration with knowledge graphs, and how to broaden the ap-

plication scope of RE tasks by incorporating multi-modal information among others. We

will explore several possible research directions and opportunities for future work.

1. The effectiveness of RE tasks significantly fluctuates across various domains. En-

hancing their resilience, particularly against adversarial samples and attacks, ne-

cessitates a focus on domain adaptation and transfer learning. By harnessing cross-

domain capabilities, we can optimize the use of pre-trained models for domain-

specific RE tasks while bolstering the models’ robustness to diverse attack types.

This cross-domain prowess is crucial for understanding and adapting to the unique

characteristics of data in different fields, ensuring stable and effective performance

even against sophisticated or malicious adversarial samples.

2. By integrating large language models with KGs, we can enhance the authenticity of

the output, mitigating certain levels of illusion. Simultaneously, the objective truths

inherent in knowledge graphs can serve as background knowledge, assisting large

language models in making accurate judgments during relation extraction tasks.

This integration facilitates a degree of knowledge transfer, enabling the models to

apply learned concepts and relationships to new and diverse contexts.
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3. Most existing relation extraction research focuses on text data. However, relation

extraction in real-world applications may require information from various types

of data, such as images, videos, and audio. Integrating multi-modal data into the

models could potentially broaden the application scenarios of relation extraction.

4. Future work should also emphasize ontological knowledge learning in proprietary

domains, where data privacy is paramount. To establish effective models capable

of capturing limited, domain-specific data, leveraging federated learning becomes

essential. Federated learning allows for the construction of robust models by train-

ing across multiple decentralized devices or servers holding private data, without

exchanging them. Thus, it ensures data privacy while aggregating and improving

ontological knowledge capture. Some existing studies [113,114,115,116,117,118,

119, 120] have successfully begun to construct such neutral models, demonstrat-

ing the feasibility and potential of this approach. Advancing these techniques will

enable more precise and secure extraction of ontological knowledge in specialized

fields, addressing the unique challenges of privacy-sensitive domains.
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