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ABSTRACT

With the rapid advances in technology in the current era and the emergence of multiple
technologies that have transformed society, Deep reinforcement learning (DRL) offers
promising solutions and enhanced capabilities with demonstrated superior results. Deep
reinforcement learning is a subfield of artificial intelligence that has attracted significant
research attention and development over the past few years. Reinforcement learning (RL)
is enabled by deep learning to address the intractable problems previously encountered,
for example, how an agent learns to play video games with only pixels as input. In the
field of robotics, deep reinforcement learning algorithms are employed where control
policies for robots can be learned directly from camera inputs in the real world. Deep RL
aims to maximize the cumulative reward through the process of trial and error to find
the optimal policy. The learning method is carried out by executing the action, receiving
corresponding rewards and then moving to the next state. In some complex problems,
it is necessary to have more than one RL agent, which leads to the idea of multi-agent
reinforcement learning, where more than one agent works together and shares the same
environment to achieve a certain goal. An example of multi-agent RL is multiple robotics
working to rescue an individual.

Nowadays, deep reinforcement learning is used in various areas, such as recommen-
dation systems, robotics, and health applications. While there are enormous benefits to
using these technologies, there are also significant privacy concerns associated with them.
The learning process in deep reinforcement learning involves performing the action,
receiving the reward, and moving to the next state. Deep reinforcement learning is
vulnerable to adversary attacks, and private information can be inferred by an adversary
using recursive querying. The trained policy could be released to the client side, which
could enable the adversary to infer private information from the trained policy, pose a
real risk, and constitute a breach of privacy. This research focuses on deep reinforcement
learning and multi-agent reinforcement learning and the related privacy issues. The
contributions made by this research are as follows:

• This research proposes a solution for online food delivery services to increase
the number of food delivery orders and thereby increase the long-term income of
couriers. The solution involves leveraging multi-agent reinforcement learning by
employing two multi-agent reinforcement learning algorithms to guide couriers to
areas with a high demand for food delivery orders.
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• This research proposes a solution to protect privacy in Double and Dueling Deep
Q Networks by adopting the Differentially Private Stochastic Gradient Descent
(DPSGD) method and injecting Gaussian noise into the gradient.

• This research proposes the Protect User Location Method (PULM) to protect
customer location information in online food delivery services. This method injects
differential privacy Laplace noise based on two factors: the size of the city and the
frequency of customer orders.

• This research proposes a Protect Trajectory and Location in Food Delivery (PTLFD)
method to maintain the privacy of the customer’s stored data in online food delivery
services. This method leverages multi-agent reinforcement learning and differential
privacy to protect customer location information.

Keywords: Multi-agent reinforcement learning, Deep reinforcement learning, Pri-

vacy, Differential privacy, Online food delivery, Trajectory
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1
INTRODUCTION

Artificial intelligence (AI) refers to simulating critical thinking and intelligent

behaviour similar to a human being using computers and technology. The term

AI described as the science and engineering of making intelligent machines

was first proposed in 1956 by John McCarthy [62]. Machine learning is a subfield of

artificial intelligence that has been used broadly in various areas in recent years. Ma-

chine learning has emerged as the method of choice to develop practical software such

as natural language processing, computer vision, speech recognition robot control, and

other applications. Various applications have used machine learning and have achieved

remarkable results in a wide variety of domains.

Machine learning is a technical domain lying at the intersection of statistics and

computer science and is at the core of data science and artificial intelligence. Machine

learning addresses the question as to how to build computers that improve automatically

through experience. Numerous studies have been conducted to make machines learn

by themselves without being explicitly programmed and several approaches have been

applied by mathematicians and programmers to find a solution to this issue. The recent

advancement in machine learning has been achieved by the development of theory

and new learning algorithms and the huge availability of low-cost computation and

online data [44]. Training machines on how to handle data more efficiently is one of

the essential roles of machine learning. In cases where it is difficult to interpret the

information extracted from data, machine learning can be used to assist this process.
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The application of machine learning is increasing, with 65% of companies adopting it

to help them make faster and more accurate decisions. Machine learning is robust as it

is able to achieve about 92% accuracy in predicting COVID-19 mortality. By employing

a machine learning algorithm that makes personalized content recommendations for

users, Netflix was able to save $1 billion [103] [61].

1.1 Deep Reinforcement Learning

Deep reinforcement learning (DRL) is a subfield of machine learning that can be used to

learn valuable representations for problems with high dimensional raw data input [66].

DRL has revolutionized the machine learning (ML) field and has enabled autonomous

systems to be built with a greater ability to understand the visual world. DRL uses

algorithms that integrate deep learning models into reinforcement learning algorithms,

achieving great success [58]. A deep reinforcement learning agent interacts with its

environment and seeks to learn an optimal policy by trial and error for sequential

decision-making problems [52]. Recently, there has been an interest and increase in the

use of deep reinforcement learning, which has led to recent advances in deep reinforce-

ment learning algorithms. DRL algorithms are used in the field of robotics, where control

policies for robots can be learned directly from camera inputs in the real world [11]. De-

spite most attention and development of algorithms being in gaming, Deep reinforcement

learning algorithms have mostly been applied to gaming, however, they can be applied in

other fields, such as self-driving, medical diagnosis and face recognition [78] [58] [106] [4].

1.2 Multi-agent Reinforcement Learning

Reinforcement learning and deep reinforcement learning recently received significant at-

tention from the research community due to its ability to solve a large range of problems

without the need for prior knowledge of the dynamics of the problem to solve. Although

deep reinforcement learning has achieved great success, there are a number of real-world

problems that a single agent cannot solve alone and more than one agent is required to

solve it [21]. Multi-agent reinforcement learning deals with the problem of sequential

decision making where multi-autonomous agents operate in the same environment.

Every agent aims to maximize its long-term return by interacting with other agents

and the environment. Generally, multi-agent reinforcement learning algorithms can
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be classified into three types, depending on the types of settings they address: fully

competitive, fully cooperative, and a mix of the two. In the cooperative setting, agents

collaborate to maximize the common long-term return; in the competitive setting, the

return of agents is usually summed to zero; and the mixed setting involves both coop-

erative and competitive agents [120]. Multi-agents can experience high computational

complexity with an increase of the discrete state-action space in the number of state and

action variables. Also, multi-agents can face non-stationarity issues, as in a multi-agent

environment, all the agents learn simultaneously. Thus, the optimal policy could change

because other agents’ policies change [20].

1.3 Privacy

With the increase in the use and popularity of machine learning and deep reinforcement

learning, serious privacy concerns have been raised. There is a strong possibility that

private information may be leaked in some recent machine learning models. For instance,

in a black-box membership inference attack, it is possible that the data points of individ-

uals that are used to train the model can be identified where the adversary who tries

to infer some private information by indirectly sending inputs to the machine learning

model and receives output where the adversary later try to construct a shadow model

from the data collected [87] [85]. Moreover, the trained policy in deep reinforcement

learning could be released to the client side, which is trained based on some inputs and

signals of rewards that usually rely on sensitive data. An example is the recommen-

dation system in DRL, which frequently may use reward signals that based on user

historical records. This could enable the adversary to infer private information from the

policy [4] [104]. Pan et al. [74] conducted an experiment to examine private information

leakage in deep reinforcement learning in the Grid World environment. The agent in

this environment is tasked with finding a path from his current location to a particular

destination while avoiding obstacles in the Grid World environment. After being trained

using DQN, the agent is able to find the path to the goal without colliding with obstacles.

Surprisingly, when all obstacles are removed, the agent still follows the same trajectory.

This experiment indicates that optimal actions can be revealed from the trained policy,

and the structure map can be inferred using this information which is based on the

optimal action of the agent at every location [74]. Moreover, certain vulnerabilities in

deep reinforcement learning can be exploited by adversaries with the means to change

or disrupt control policies, resulting in unintended and potentially harmful actions. For
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example, the manipulation of navigation policies and obstacle avoidance learned by

autonomous unmanned aerial vehicles allow the systems to be used by the adversary as

kinetic weapons by inducing actions that lead to intentional collisions [15].

Different defence methods have been proposed to tackle these issues such as differ-

ential privacy, or anonymity. The anonymity aim to hide the real identity to protect the

privacy [26] [23]. Differential privacy is one of the robust methods that can be used to

protect privacy. The method of differential privacy was proposed by Dwork et al. [35] [36]

in 2006. It is a privacy guarantee method that has a robust standard for algorithms on

aggregate databases. It has various characteristics that make it beneficial in applications

like group privacy, robustness to auxiliary information and composability [3].

1.4 Research Objective

This research investigates deep reinforcement learning, multi-agent reinforcement learn-

ing and the related privacy issues. Initially, we designed a multi-agent reinforcement

learning method that increases the number of received online food delivery orders and

correspondingly increases the long-term income of the courier. However, deep reinforce-

ment learning suffers from several privacy issues, such as inference attacks. Therefore,

we also investigate privacy protection in Double and Dueling Deep Q Networks, which is

a variant of deep reinforcement learning from being inferred by the adversary.

As it is possible that the personal information of a user of a food delivery service

could be disclosed by the adversary, particularly the user’s location, two privacy methods

are proposed. First, we propose the Protect User Location Method (PULM) to protect

information on the customer’s location. This method injects differential privacy noise

using two factors: the city area size and the frequency of the customer’s online food

delivery orders. Also, we propose the Protect Trajectory and Location in Food Delivery

(PTLFD) method to protect information on the customer’s location by leveraging multi-

agent reinforcement learning and differential privacy.

1.5 Main Contributions

This section describes in detail the main contribution of this research.
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1.5.1 Multi-Agent Reinforcement Learning for Online Food
Delivery Services

Online food delivery services are becoming increasingly popular these days and demand

for this service has increased sharply, particularly during the COVID-19 pandemic.

Improving the efficiency of this service is critical, which will benefit the company

owner, couriers, customers and restaurants. We propose a solution to increase the number

of orders received by couriers and thereby increase the couriers’ long-term income. This

method employs two state-of-the-art multi-agent reinforcement learning algorithms,

QMIX and IQL, to run multiple agents concurrently to simulate real-world problems. We

report our result with the average accumulated rewards of multi-agent reinforcement

learning and the average number of received orders, and we attempt to compare our

result with single-agent reinforcement learning. Our experiment is conducted on two

datasets ( Iowa USA and Shenzhen China) and one random synthetic dataset.

1.5.2 Privacy Preserving in Double and Dueling Deep Q
Networks With Differential Privacy

Deep reinforcement learning is the combination of two concepts, deep learning and

reinforcement learning, which uses a neural network instead as an approximator instead

of a table. Recently, improvements into deep reinforcement learning algorithms have

emerged, such as prioritized experience replay [83], Double Deep Q Network [102] and

Dueling Deep Q Network [108]. While these algorithms show good improvement, there

are potential privacy vulnerabilities. The trained policy could be released to the client

side, which could allow the adversaries to infer the customer’s demographic information

from the policy. Moreover, in the model, there are many parameters, some of which could

include sensitive information implicitly, which enables the adversary to infer sensitive

information.

In this part, we consider the Double DQN and Dueling DQN algorithms and how to

preserve privacy using these algorithms. We adopt the Differentially Private Stochastic

Gradient Descent (DPSGD) method which is a sophisticated approach aiming to protect

the privacy of training data and manage the added noise to protect the data without

destroying the utility by injecting the controlled noise into the gradient. We show our

results with average rewards and different amounts of injected noise [3].
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1.5.3 Protecting User Location In Online Food Delivery Services

With the increased use of online food delivery services, particularly after COVID-19, sig-

nificant privacy concerns have been raised about the protection of customer information

when using these services. An adversary could infer and disclose private information

about the user, such as the user’s location or behavioural patterns, leading to privacy

breaches.

In this part, we consider this issue and we propose the Protect User Location Method

(PULM) to protect the customer’s location information when using online food delivery

services. PULM injects differential privacy Laplace noise into the user’s location and

courier’s trajectory where the city area size and customer frequency of online food delivery

orders are used to determine privacy parameters ϵ. We utilized several metrics to analyse

our results, such as privacy parameter intensity and trajectory data utility.

1.5.4 Protecting the Customer’s Location in Food Delivery
Service with Differential Privacy and Multi-Agent
Reinforcement Learning

Protecting the customer’s information when using online food delivery services is a

critical issue. Therefore, we continue focusing on this issue and try to propose another

more advanced method that leverages and combines differential privacy and multi-agent

reinforcement learning.

In this part, we propose the Protect Trajectory and Location in Food Delivery (PTLFD)

method, which leverages the differential privacy Laplace mechanism and multi-agent

reinforcement learning QMIX algorithm for improved results. After the courier receives

the order and delivers the order to the customer, the agent constructs N number of ob-

fuscated trajectories with different privacy parameters ϵ. The multi-agent reinforcement

learning then chooses one of the obfuscated trajectories from the constructed trajectories.

The selected trajectory is then evaluated in terms of three factors: the similarity between

the selected trajectory and the original trajectory, the sensitivity of the destination

location and the frequency with which the customer uses online food delivery services.
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1.6 Research Challenges

1.6.1 Multi-Agent Reinforcement Learning for Online Food
Delivery Services

The popularity of online food delivery services has skyrocketed recently, especially after

the COVID-19 pandemic. While there is an increased use of online food delivery services,

there is a challenge faced in improving service efficiency and improving their services to

be able to serve more people and thereby increase their long-term income. To solve this

challenge, we propose a method based on a multi-agent reinforcement learning algorithm

and using QMIX and IQL that aims to increase the number of orders received by couriers

and thereby increase long-term income.

1.6.2 Privacy Preserving in Double and Dueling Deep Q
Networks With Differential Privacy

The deep reinforcement learning (DRL) algorithm is a promising algorithm that performs

well. The developer recently focused on this algorithm, and different variants, such as

Double DQN and Dueling DQN algorithms, recently appeared. While this algorithm

shows great results, some challenges face the algorithm, such as privacy vulnerability.

The trained policy could be released to the client side, which could allow the adversaries

to infer the customer’s demographic information from the policy. Moreover, in the model,

there are many parameters, some of which could include sensitive information implicitly,

which enables the adversary to infer sensitive information.

As the importance of the new variants of DRL such as Double DQN and Dueling

DQN algorithms we focus on these algorithms. To solve the privacy challenge in these

particular algorithms we consider preserving privacy by adopting the Differentially

Private Stochastic Gradient Descent (DPSGD) method to protect the privacy of training

data and manage the added noise.
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1.6.3 Protecting User Location In Online Food Delivery Services

Online food delivery services have recently gained popularity, particularly after the

COVID-19 pandemic. While this service is highly demanded, there is a challenge related

to significant privacy concerns, especially related to disclosing private information about

the user, such as user location information.

To solve this issue, we propose two methods to protect customer location information

in online food delivery services. We propose the Protect User Location Method (PULM),

which injects differential privacy Laplace noise into the user’s location and courier’s

trajectory where the city area size and customer frequency of online food delivery orders

are used to determine privacy parameters ϵ. The second method is the Protect Trajec-

tory and Location in Food Delivery (PTLFD) method, which leverages the differential

privacy Laplace mechanism and multi-agent reinforcement learning QMIX algorithm for

improved results.

1.7 Significance of this Research

This research focuses on new robust technology and how to utilize this to solve real-world

problems. Deep reinforcement learning and multi-agent reinforcement learning achieve

promising results in various areas and are durable enough to solve sequential decision-

making problems. We focus on online food delivery services, which are frequently used

today and particularly during the COVID-19 pandemic. We propose a solution using

multi-agent reinforcement learning to enable couriers to receive more food delivery

orders and thereby increase their long-term income.

While these technologies achieve significant results, there are significant privacy

concerns that need to be addressed. We focus on the inference attack in some new

variants of deep reinforcement learning. We use an advanced defence method to protect

the model from inference attacks during the training process. Moreover, it is possible

that the personal information of a user of a food delivery service could be disclosed by

the adversary, particularly the user’s location. Thus, we consider the privacy issues

which arise when using online food delivery services and how to protect the customer’s

private information. We propose two defences methods to protect the customer’s location

information in online food delivery services.
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1.8. THESIS ORGANIZATION

1.8 Thesis Organization

This thesis contains two parts and is divided into seven chapters. A summary of the

details of each chapter is as follows.

• Part 1:

• Chapter 1: presents an overview of the research, outlining the main objective,

contributions and significance of the research.

• Chapter 2: presents preliminary information about reinforcement learning and

privacy, including an overview of deep reinforcement learning, a description of the

basic components of deep reinforcement learning, and an overview of multi-agent

reinforcement learning. Also, it provides an overview of privacy, differential privacy

and privacy attacks. Moreover, it presents a literature review for a selected topic of

privacy and deep reinforcement learning.

• Part 2:

• Chapter 3: presents the issue of online food delivery services and how to use

multi-agent reinforcement learning to increase the number of food delivery orders

collected by the couriers and correspondingly increase their long-term income.

• Chapter 4: presents the privacy issue in the Double and Dueling Deep Q Network

and how to protect the customers’ privacy by using DPSGD with different amounts

of noise.

• Chapter 5: presents the privacy issue in online food delivery services and explains

the PULM, which is proposed to protect information on the customer’s location

when using online food delivery services.

• Chapter 6: presents the privacy issue in online food delivery services and explains

the PTLFD, which is proposed to maintain the privacy of the customers’ data

when using online food delivery services by leveraging differential privacy and

multi-agent reinforcement learning.

• Chapter 7 concludes the thesis and summarizes the main contribution and future

work.
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PRELIMINARY

This chapter shows the preliminary and literature review on the topics of deep rein-

forcement learning and privacy preservation. Initially, it presents an overview of deep

reinforcement learning with its definition and key elements, such as agent, reward,

actions and the Bellman Equation. Also, it shows the recent deep reinforcement learning

methods such as double deep Q networks, dueling deep Q networks and multi-agent

reinforcement learning. The second part presents an overview of privacy and an overview

of differential privacy with differential privacy key elements. Finally, it presents a

literature review for a selected topic of privacy and deep reinforcement learning.

2.1 Reinforcement Learning

Reinforcement learning is part of machine learning that works with continuous decision-

making [38]. The agent in reinforcement learning attempts to learn behaviour by trial-

and-error interactions in the dynamic environment to solve the problem they face [54].

Reinforcement learning allows self-decision makers, such as traffic signal controllers, to

learn, observe and select the best action needed to take. For example, in order to manage

traffic, it seeks to decide on suitable traffic timing and phases [114]. Reinforcement

learning is learning from punishments and rewards [33] [45].

The main aspect of reinforcement learning is that the agent learns the desired

behaviour from trial and error. The agent in reinforcement learning acquires or modifies

13
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Notations Explanation
s state of the environment before action
s′ state of the environment after action
S set of states
a action
A set of action
t time sequence
r reward

Q(s,a) Q function
π policy
T transition function
α learning rate
γ discount factor

Table 2.1: Reinforcement learning notations

new skills and behaviours incrementally. One of the essential features of reinforcement

learning is that it uses and practices trial-and-error in the opposite, other technologies

should suppose to know all needed knowledge of the environment in advance like

dynamic programming. Therefore, reinforcement learning doesn’t need to have control

or full knowledge of the environment, and it needs to collect and interact with the

environment. The experience is acquired prior in an offline setting then it is used for

learning as a batch. While, the data in the online setting, available in sequential order,

update the agent behaviour continuously. In both situations, the learning algorithms

are basically the same, but the main difference is the agent in an online setting can

influence how it obtains the experience so that it is more beneficial to learn. The agent

needs to deal with the exploitation and exploration dilemma while learning which it

considers an additional challenge. The agent in an online setting can get information on

the interesting part of the environment, which makes learning useful. For this reason,

the reinforcement learning method provides the most computationally effective approach

in practice, even if the environment is entirely known, as compared to other methods like

dynamic programming that would be ineffective due to this shortage of specificity [38].

2.1.1 Reinforcement Learning Notation

There are some basic notations used in reinforcement learning, and the following is the

description of the main notation. For example, s represents the state of the environment,

a represents the action, r represents the reward, and t represents the time sequence.
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More reinforcement learning main notations are available in Table ?? [85].

2.1.2 Basic Design of Reinforcement Learning

The principal concept of reinforcement learning is learning by interaction [11]. Figure 2.1

represents the primary design of the system of reinforcement learning with learning loops

and their action. In this figure 2.1, the agent learns by interaction with the environment

in order to choose the more suitable possible action ( at ) within the given state( st )

in the environment at step t. The agent action changes the environment state from st

to st+1 and produces a reward r t for the agent. After that, the agent determines and

takes the appropriate action for the new state (st+1) , that way getting reward r t+1, these

actions are repeated till the agent reaches the desired destination after the numbers

of reparations referred to in the conducted experiment, where the agent learns and

trains himself and improves his ability to make the next decisions by choosing the most

suitable action that can be taken in a certain environment state, using the received

rewards during the process of training. The main environment role is to give the agent

the probable and possible states that the agent may face for this problem and that the

agent needs to react with. To help the agent in the learning process the environment

gives a penalty as a negative reward or reward based on the action that has been taken by

the agent at each particular state. Therefore the reward is a function for both state and

action and not only just for the action. This means the same action may get a different

reward with different states [84].

Figure 2.1: Basic design of Reinforcement Learning

2.1.2.1 Examples of Reinforcement Learning

The following are some examples of reinforcement learning to illustrate the concept of

reinforcement learning better.

15



CHAPTER 2. PRELIMINARY

Robots are advancing technology, and reinforcement learning is deployed heavily

in this technology, which allows Robots to learn and work independently. An example

is the robots that are enabled by reinforcement learning to obtain optimal behaviour

by using trial-and-error. In table tennis, the robot is trained to be able to return the

ball over the net, the robot needs to learn from the mistake he made and improve his

playing later [48]. Another example of reinforcement learning is a chess player. The

player makes movements based on the player’s planning and anticipating of probable

replies. The player in the game learns from his mistakes over time and improves his

performance [94]. Moreover, traffic congestion in cities has become a noisy phenomenon,

and it has negative effects, many of which include psychological and financial. The idea

was to adopt reinforcement learning to monitor and control traffic lights. Reinforcement

learning can learn what are the quiet times and busy times are and can provide better

control of traffic lights, which results in reducing congestion and waiting times for the

driver [114].

2.1.3 Elements of Reinforcement Learning

There are four main elements of reinforcement learning: policy, a value function, a

reward signal and the model of the environment. The following are more details about

these elements.

In reinforcement learning, the policy π determines the way how the agent learns the

behaviour at a given time. Generally, the policy π links the states in the environment to

the action that is intended to be taken. It corresponds to what are called associations or

stimulus-response rules in psychology. The policy π in some cases may look up a table or

a simple function and, in other cases, it may contain extensive computations, possibly a

search process. The policy π is the most important element in reinforcement learning as

it determines the behaviour of reinforcement learning.

A reward r signal determines the goal of reinforcement learning. The environment

on each time step sends to the agent of reinforcement learning reward. The agent’s

main goal is to get as much as they can of rewards r over time. The reward r signal

determines what is the bad and good events for the agent. The reward r method in

reinforcement learning is similar to a biological system, and it is analogous to pain or

pleasure experiences. The agent receives the reward r at any time based on the current

action of the agent and the current situation of the agent’s environment. The reward r
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mechanism can not be altered or changed by the agent. The agent can only influence

the reward signal by the agent’s actions, as it can directly affect to reward or indirectly

through changing the status of the environment. The simplest example of reward signals

is when the agent has a goal of eating breakfast. In this case, the agent of reinforcement

learning directs his behaviour to receive different reward signals when eating breakfast

based on the level of hunger. Also, it includes his current mood and other features of

his body, the primary basis for altering the policy is to obtain the reward signal. When

the agent does actions based on the current policy and get a low reward in the future,

the policy may change to pick up other action for the same situation. Generally, the

function of reward signals may be stochastic for the state of the actions taken and the

environment [94].

A value function determines what is beneficial in the long term, while the reward

signal defines what is good in the current time and represents the agent preference in

a succinct form [10]. The reward specifies the environmental state immediate intrinsic

desire, and the value represents the long-term desire with consider the states that are

likely to follow and the rewards available in those states. For instance, a state might

continuously produce immediate low rewards however, it still has a high value as it is

frequently followed by other states that produce high rewards and the opposite could

also be true. For example, in our life, when pain (low) and pleasure (high) are somewhat

considered as rewards, whereas values correspond to farsighted judgment and a further

refinement of how displeased or pleased we are in a particular state of our environment.

The rewards are in a primary sense, while values, like reward predictions, are secondary.

If there are no rewards, there might be no values, and the only objective of value esti-

mating is to collect more rewards. However, the values are the most targeted at the time

of evaluating and making decisions. We are looking for action that gives a higher value

of states not actions that produce the highest reward, as these actions bring a higher

amount of rewards over a long period.

The fourth main element of reinforcement learning is the environment model. The

model of the environment is the representation of the agent for the environment, in-

cluding the reward model and the transition model [52]. It simulates the environment’s

behaviour or, more generally, allows the making of inferences about what will be the

behaviour of the environment. For instance, the resultant of the next state and the

next reward could be predicted by the model from given a state and action. The main
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purpose of modes is for planning, by which we mean for any decisions on the action and

by assessing potential future situations before they are actually experienced [95].

2.1.4 Goals and Rewards

The goal of the agent in the environment is to increase accumulative reward as the feed-

back that the agent receives from collected reward shows to the agent which action led to

failure or success [109]. The goal or the purpose of the agent in reinforcement learning is

summarized in terms of the agent receiving a reward signal from the environment.

The reward in every time step t is number r t ∈ R. The primary objective of the agent

is to increase the total number of rewards. The maximizing of rewards does not mean

immediate rewards but long-run accumulative rewards. This idea could be stated as the

reward hypothesis, and one of the most unique characteristics of reinforcement learning

is using a reward signal to represent the goal. In the beginning, it seems the meaning

of goals in the context of reward signals is very limited, but it demonstrated that it is

broadly applicable and flexible. For instance, in order to teach the robot how to walk,

it should be given a proper reward for every time step that the robot forward motion.

Also, to teach the robot to escape from the maze, it could be given -1 of reward for each

time step passed prior to escape, so by this method the agent will try and learn to escape

faster. Furthermore, in order to make recycling for empty cans, we can teach the robot

how to collect cans by giving the agent zero rewards of the time and for every time the

agent collects can get +1 reward. Also, the robot can get -1 reward when it crashes with

anything or if someone shouts at it. Also, the agent can learn to play chess or checkers

by giving +1 when it wins and -1 when the agent loses.

From the previous examples, it can be seen that the agent usually tries to learn

how to increase the earned rewards. In the same way, we can determine any goal that

we want the robot to perform and give the agent a proper reward when it wins and a

negative reward when it loses. Therefore, when we set up the rewards in the right way,

we can achieve our goal. Additionally, not only the rewards are used to give the agent

prior information about how to accomplish our goal. For instance, the agent in the game

of chess-playing game must get a reward only when achieving the main goal, not sub

goal like taking a chess piece from the opponent or controlling the centre of the board.

When we give the agent a reward for the sub goal, the agent will try to collect rewards
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from sub-goal and not focus on the main goal [94].

2.1.5 Markov Decision Process

The Markov Decision Process (MDP) is formed of two terms: Markov, which refers to the

Markov Property and the Decision Process. MDP is defined as a discrete time stochastic

control process, and it uses the Markov Chain property to provide a Decision Process.

Reinforcement learning could be defined as a Markov decision process that contains

a group of action A, a group of states S with the start state p(s0), dynamic transition

T(st+1|st,at) to link a state-action at time t into a distribution of states at time t+1,

instantaneous/ immediate reward function R(st,at, st+1) and a discount factor γ ∈ [1,0],

a higher emphasis on immediate rewards when lower values.

Generally, the policy π links the states into the probability distribution over ac-

tions. After every episode of length T the state reset if the MDP is episodic. In the

episode, a series of actions, states and rewards constitute a rollout or trajectory of the

policy. Accumulating rewards from the environment for every rollout of a policy giving

R =∑T−1
t=0 γtr t+1. Finding the best policy π that gains from all states the maximum ex-

pected return is the goal of reinforcement learning [11] [84].

2.1.5.1 Bellman Equation

The name of Bellman Equation has been named based on the American mathematician

Richard Bellman. This equation provides a recursion solution for Markov Decision

Process problem. The optimal action and value function follow the Bellman equation

[65]. The form of this recursive is adopted to overcome the problem of Markov Decision

Process by using the algorithms of computer science such as linear programming and

dynamic programming. It provides solution mathematically to evaluate the value of

action for Q-function and value function.

2.1.5.2 The Action Value/Q Function

The quality of specific actions in a state is represented by Q-Function [57]. The Value

Function has been discussed previously in the above section and how the agent uses their

decision to get the best state and how later it picks up the suitable action to increase
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the chance of obtaining a good state. This is a more indirect method to pick up the most

desirable action. Decisions can be made by defining the most suitable action in a given

current state, this is the " Action Value Function ", which is symbolised as Q(s,a). To

make it more clear the action-value function Q(s,a), also called Q-Function is not the

same as the like value function. The Value Function just only function of state s whereas

Q-Function or action-value function Q(s,a) is a function of both the action a and the

state s.

2.1.5.3 Deep Q-Networks

In Deep Q Networks, the word Deep refers to the Deep Convolutional Neural Networks

(CNN). Convolutional Neural Networks (CNN) are deep learning architecture work such

as the brain visual cortex area, like humans to interpret and understand the received

images from sensors [84]. In the algorithm of reinforcement learning, tabular style like

SARSA or Q-learning has a lookup table known as Q-values or Q-table to represent the

expected value estimates of a state, or state-action pair. With a small environment, this

kind of approach works well, but this approach gets a lot of issues when the number

of states increases as the table gets larger. As well, the number of actions increased

in an action-value version of SARSA or Q-learning leads to increases in the table size,

and the table becomes infinite if agent actions are continuous. Replacing the table with

an approximation function is the popular solution to this issue. Building approximates

function is an alternative option of storing the map of how states and actions alter

the expected return. The agent looks at the current state-action pair at each time step

and predicts the expected value. To solve this, there are a wide variety of regression

algorithms [84].

2.1.6 Double Deep Q Network

This algorithm was initially introduced by Hado Hasselt in 2010 [39], and in 2016,

it came up with an update for deep reinforcement learning Hasselt et al. [102]. In

general, the state space and state size may be extremely large in some situations of deep

reinforcement learning. The agent could take more time to learn sufficient information

about the environment and which state/actions give the agent more rewards. In this

situation, the exploration may be overwhelmed, and the agent may get stuck to estimated

state-action combinations and exploit the explored that have relatively higher values.

This could result in Q Value overestimation that causes suboptimal training. Also, in
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DQN and Q-learning, the same max operator used the same values for both evaluating

and selecting an action which is more likely to select overestimated values. Split the

selection from the evaluation was used to prevent this issue. In Double DQN, they split

the Q network into two separate Q networks. Figure 2.2 demonstrate more details about

the two networks, the first one is an online/active Q network, and the second is a target Q

Network. The target Q network is not updated immediately only after a certain number

of steps does it get an update. This gave more stable target values in the target Q

Network [84]. In double DQN the greedy policy is evaluated based on the online network,

and using the target network to evaluate its value, the Double DQN can achieved based

on the following [52].

(2.1) yDouble−DQN
t = r t+1 +γQ(st+1 ,arg max

a
Q(st+1,at;θt);θ−

t )

Figure 2.2: Double DQN diagram Oppermann A [73]

2.1.7 Dueling Deep Q Network

The architecture of Dueling network architecture was proposed by Wang et al. in 2016

[108]. The main idea of Dueling network architecture is that estimating the value of

each action for many states is unnecessary. This method seeks to determine which states

are valuable without having to learn the effect of each action for each state. For instance,

in the game setting of Enduro, learning whether to move right or left is only needed

when a crash is imminent [108]. However, in Dueling network architecture rather than

using a single sequence of fully connected convolutional layers, they used two streams

of fully connected layers. The Dueling network architecture works by estimating the

advantage function A(s;a) and state value function V (s), which later they estimate
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action value function Q(s;a) by combining them. Figure 2.3 shows the architecture of

the Dueling network architecture as it shows there are two CNN layer FC streams that

are used by the Dueling network in order to estimate the value function and advantage

function separately, which they later combine to estimate action-value function. Thus

to get Q(s;a), it needs to combine the V (s) and A(s;a). To obtain Q(s,a) in the Dueling

network we use the following equation:

(2.2) Q(s,a;θ,α, β) =V (s;θ,β)+
(
A(s,a;θ,α)−max

a′ A(s,a′;θ,α)
)

The parameters of the convolutional layers are denoted by θ, while α and β are the

parameters of the two streams of fully-connected layers [84].

Figure 2.3: Double DQN diagram Wang et al. [108]

2.1.8 Multi-Agent reinforcement learning

One of the widespread solutions for sequential decision-making problems is reinforce-

ment learning. In the setting of multi-agent reinforcement learning (MARL) we move

to the problem of having more than one agent in the environment and abandon the

problem of having one single agent. In this setting, there are more than one agent

involved and multi-agent reinforcement learning deal with sequential decision-making

problems. More specifically, the joint actions of all agents affect the evolution of the

system state and the reward received by each agent. Each agent owns his reward and

needs to optimise it this will be become all agent’s policies function [120]. Figure 2.4

shows a multi-agent reinforcement learning diagram and how the agents in multi-agent

reinforcement learning interact with their environment [101] [27].
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Multi-agent reinforcement learning is the integration of two concepts: reinforcement

learning to accomplish tasks and agents interacting with other agents. The Markov

decision process is used as a model in the fully observation domain of multi agent

reinforcement learning. It can define the multi agent fully observable Markov decision

process as 6 tuples containing (1)I = {1, ..., j}, representing the set of agents and j is

the number of the agent. (2) S, at each time step, the environment’s true state. (3)

A = {a1, ···,an} , is the agent available actions, whereas the action index is represented by

the symbol n. (4) The transition function T, which is depend on the action of the agent. (5)

The agent reward function R. (6) Each agent discount factor γ. In the domain of partial

observation, it can be described as 8 tuples which comprised (7) A set of observations

O. (8) Based on agent action, observation function B. The domain at each step t is in

state s ∈ S , the agent pickup an action a ∈ A, and this action transfers the domain to a

new state s′ with probability T(s′|s,a), the agent then gets a reward r based on R(s,a),

this process is repeated until agent stop. Learning the policy π is the primary goal of

the agent, which will raise its expected discounted future reward E[
∑

0≤t<∞γtrt] as the

number of sequential steps is t [27].

Figure 2.4: Multi-Agent reinforcement learning diagram

2.1.9 QMIX algorithm

In a multi-agent framework, every agent selects an action that creates a collective

action at, and then the global immediate reward r t is shared to assess the collec-

tive action taken. For the collective action, there is collective agent-value function

Qtot(st,at)= Est+1: ∞,at+1: ∞[Rt|st,at], where at time t the discounted return is Rt. One

of the main challenges in multi-agent reinforcement learning is how to assess every

agent contribution individually and accurately to get a separate value function from the

collective action-value function. The agent A i individual value functions are represented
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by Q i(ot,at).

QMIX is an advanced technique of value-based aims to train uncentralized policies in

an end-to-end centralized method [79]. To implement the QMIX method, there are two

challenges that need to be overcome. The first challenge is in the process of centralized

training where every agent needs to calculate the influence action based on a single

global reward. The second challenge is when agents interact in a decentralized manner,

and we need to guarantee that the ensemble of the optimal actions of agents is the

optimal action of the ensemble of agents [122]. There is a belief in QMIX that it can

interpret the total action-value function as the mixing network of each action-value

function or a linear combination of each action-value function. Thus, it is expected that

the QMIX-based method acts in cooperation with nearby agents. [118].

2.1.10 Independent Q-learning IQL

Independent Q-Learning (IQL) was proposed by Tampuu et al. [96]. The Independent

Q-Learning is an algorithm that abandons centralized training where for each agent

in IQL the Q-learning is performed separately. In some way, this method avoids the

implementation issue of CTDE framework. Consequently, in a large probability, the

single agent action can interfere with the overall environment and other agents of the

state. Therefore, this makes the IQL can’t converge in a complex environment. The IQL

algorithm still has a number of applications in small scenarios of reinforcement learning

applications such as Atari games.

In IQL, each agent trained decentralised Q-functions, while QMIX is a method

learned in end-to-end of decentralised policies in a centralised setting. QMIX is composed

of networks of agents representing every Qa, and a mixing network that merges them

into Qtot. The most commonly used method in multi-agent learning is Independent Q

learning (IQL), which consists of a group of concurrent single-agent that use and share

the same environment where every agent learns individually [118] [79] [80] [34]. In our

research, we intend to use different multi-agent reinforcement learning settings in order

to show more results from our experiments.
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2.2 Privacy

The issue of privacy is of profound importance to the world. In almost every nation, nu-

merous regulations, judicial decisions and constitutional rights seek to preserve privacy.

In the constitutional laws of some countries, privacy is enshrined as a primary right.

Even though the US Constitution didn’t mention the word privacy clearly, it protects

the confidentiality of communications and the sanctity of the home from government

intrusion. Additionally, the US Supreme Court has emphasised that the Constitution

should preserve a "zone of privacy" including decisions that people make about their

health, birth control, and sexual conduct, as well as protecting their personal information

from unwarranted disclosures by the government [88].

The vast majority of countries explicitly protect privacy in their constitutions. For

example, in Brazil, it was mentioned in the Brazilian constitution which was issued in

October 1988, that "protects the right to privacy, including the secrecy of correspondence,

telegraphic, telephone and data communications" [2]. While in Australia, they have intro-

duced The Australian Privacy Act 1988, which contains 13 privacy principles to protect

the individual’s privacy and to regulate how organizations and Australian Government

agencies should handle personal information [69].

Additionally, privacy is recognized as a primary human right. The United Nations has

a declaration on Universal Human Rights of 1948 that nobody should be subjected to the

interference of their privacy, correspondence, home, family or attacks on their reputation

and honour [67]. Also, Article 8 of the European Convention on Human Rights states that

everybody has the right to respect for his family life, privacy and their correspondence

and their home [71]. Therefore, there is worldwide agreement on the importance of

privacy and the necessity for privacy protection, as privacy is a primary right of the

human being, the protection of human dignity and essential to autonomy, serving as the

basis upon which several other human rights are built.

In terms of privacy definitions, there are numerous definitions the following some

definitions of privacy. According to Solove (2008) [88] privacy is a comprehensive concept

containing thought freedom, our ability to control our bodies, control of our personal

information, isolation at home, reputation protection, nobody is spying on us and protec-

tion from search and questioning. According to Post (2000) [76], privacy is a value, very
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complicated, very entangled in competing and contradictory dimensions, so engorged

with different meanings that I feel sometimes despair if I can be usefully addressed at

all. Privacy has been defined by The Office of The Australian Information Commissioner

as the fundamentals of human rights that support freedom of association, thought and

expression, as well as the freedom from discrimination. Privacy, from a technical perspec-

tive is aims to invent and creation of privacy-preserving mechanisms to preserve privacy

in information and statistics data [68]. The privacy should include the following rights:

• Should be free from intrusion and interference.

• Associate freely with anyone you want.

• Should be able to control who can use or see information about you [70].

With the rapid development of technologies, communication and mobile devices. A

large amount of data is collected from several different entities, such as governments,

organizations, companies and social media. These data contain sensitive information

such as personal information, health and bank, which raises serious concerns about

privacy, as this information can be exposed or poorly used and threaten an individual’s

privacy.

Today, in the information technology field, there is a lot of research on preserving

privacy that aims to protect privacy and not disclose private information. In general,

these research methods can be categorized as follows: anonymity, perturbation, and

encryption [112]. However, some of these methods are only able to solve some of the

privacy issues, while there are other issues that are not solved. Background knowledge or

linkage attacks still cause a potential risk of sensitive information leakage, making the

anonymity method ineffective. In spite of this, encryption schemes provide high integrity

and confidentiality of the data but it is not precisely linked to privacy in some sense.

Additionally, after encryption, data cannot be used by a third party anymore. Moreover,

the encryption schemes need high computational costs in practice, which may limit their

usage.

Data perturbation is the most common approach in privacy preservation, where

it is a technique for masking the data. The data perturbation uses the random value

perturbation-based method to preserve the privacy of the data by adding random noise

[46]. In 2006, Cynthia Dwork proposed differential privacy, which is a new promising
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privacy model. Differential privacy is a form of data perturbation based on a probability

that guarantees that the adversary’s ability to create any harmful for the individual

data in a dataset is similar. Differential privacy is resisting the majority of the attacks

on privacy and provides a reliable privacy guarantee [125].

2.3 Differential Privacy

Today, with the advancement of data analysis and mining, data privacy threats are

vastly increasing. Differential privacy, mainly, is a mathematical model that ensures the

privacy of a statistical dataset [60]. It is a common model for privacy that provides pri-

vacy guarantees without knowing anything about the in trader’s background knowledge.

The differential privacy model is introduced to reduce the potential of disclosure risk

that occurs when returning a result of the queries on a database [90]. The data collector,

also called the curator, which is responsible for publishing data, provides aggregated

information to the users that the users can use for further investigation. Figure 2.5

shows the privacy model located among the untrusted public users and trusted curator.

The following is the definition of differential privacy.

Figure 2.5: Privacy model

Definition 1. (ϵ,δ) differential privacy is a randomized mechanism M gives (ϵ,δ) for

each set of Z output and for any D and D′ neighboring datasets if M satisfies

(2.3) P[M (D) ∈Z ] ≤ exp(ϵ) ·P[M (D′) ∈ Z ] + δ

If δ = 0, the M randomized mechanism gives ϵ differential privacy by its strictest

definition. Differential privacy gives the freedom to break strict differential privacy
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Notations Explanation
χ Universe
D Dataset
D′ Neighbour dataset
D Data distribution
r Record
d Dataset dimension
n Size of dataset
N size of histogram
f Query
F Query set
m Query number
M Mechanism
f̂ Noisy output
n Noise
ϵ Privacy budget
∆ f Sensitivity
c Concept
C Concept set
h Hypothesis
H Hypothesis set
l(.) Loss function
θ Threshold
δ Confidence parameter

α,β Accuracy parameter

Table 2.2: Differential privacy notations

for low probability events. The notation ϵ known as pure differential privacy and (ϵ,δ)

differential privacy with δ> 0 known as approximate differential privacy.

2.3.1 Differential Privacy Preliminaries

2.3.1.1 Notation

This section presents and describes some of the main notations used in differential

privacy. The χ symbol indicates the finite data universe with the size of |χ|. The symbols

D and D′ represent the neighbor dataset that has different records where r indicates to

the record in the dataset and n is the number of records in the dataset. The f symbol

represent the function, F represents the group of function, and m is used to represent
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the number of queries in F. Table 2.2 shows more notation with description.

2.3.1.2 Privacy Budget

The privacy budget is a parameter that defines the privacy guarantee level of the mech-

anism M where the notation of ϵ is used to represent the privacy budget. Smaller ϵ

defines a stronger privacy level and lower data utility [112]. For privacy budget, there

are two theorems commonly used: parallel composition and sequential composition.

Theorem 1 ( Parallel Composition ). Assume there is group of privacy mechanisms

M = {M1, ...,Mm} . If every Mi gave ϵi differential privacy assurance on a disconnected

subset of whole dataset, M will produce (max{ϵi, ...ϵm}) differential privacy.

Theorem 2 (Sequential Composition). Assume we have group of privacy mechanisms

M = {M1, ...,Mm} performed sequentially on dataset , every Mi produces ϵ differential

privacy assurance, Thus, M will provide (m . ϵ) differential privacy [125].

2.3.1.3 Sensitivity

Sensitivity is a parameter that defines how much perturbation is required for a specific

query in a mechanism.

Definition 2 (Sensitivity). For a query f : D → R, and D and D′ dataset, the definition

of sensitivity is :

(2.4) ∆ f =max
D,D′ || f (D)− f (D′)||

The absolute maximum distance of | f (D)− f (D′)| is the definition of sensitivity as D
and D′ are neighbouring inputs [3].

2.3.1.4 Principle of Differential Privacy Mechanisms

Any mechanism could be considered as differentially private if it meets the definition

of (2.3). To guarantee differential privacy, two main mechanisms widely used for this

purpose are the Laplace and the exponential mechanisms.
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2.3.1.5 Laplace Mechanism

The Laplace Mechanism performs differential privacy by adding independent noise

randomly from the Laplace distribution to the output [105]. The symbol Lap(b) is used

to show the noise sample of a Laplace distribution with an amount of b.

Definition 3 (Laplace mechanism). over dataset D and for each function f : D −→ R,

the mechanism M provides ϵ differential privacy

(2.5) M (D)= f (D)+ lap
(
∆ f
ϵ

)

2.3.1.6 Exponential Mechanism

For non-numeric queries, the exponential mechanism is used to randomize the results

where the score function q(D,φ) is used to evaluate the quality of the mechanism output

φ. Determining function score depends on an application which leads different applica-

tions to several score function.

Definition 4 (Exponential mechanism): assume q(D,φ) is the score function of the D
dataset which evaluates the quality of output φ ∈Φ, where ∆q represents the sensitive

of φ then exponentially. Mechanism M satisfies ϵ differential privacy if:

(2.6) M (D)=
(
return φ ∝ exp

(
ϵq(D,φ)

2∆q

))

2.3.1.7 Gaussian Mechanism

Definition 5 (Gaussian mechanism): The gaussian mechanism is defined based on

(2.7) M (D)∆= f (D)+N (0,∆S 2
f . σ2)

where the normal (Gaussian) distribution is N (0,S 2
f . σ2) with mean 0 and standard

deviation S f σ. The Gaussian mechanism for single application to sensitivity ∆ f satisfies

differential privacy (ε,δ) if δ≥ 3
4 exp(−(σε)2/2) and ε< 1 [3].
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2.3.1.8 Utility Measurement of Differential Privacy

There are various utility measurements used for data publishing and analysis when the

privacy level is fixed to ϵ.

• Noise size measurement: how much noise is added to the query result is the easiest

way to calibrate the noise. The approach of utility measurement is extensively used

in data publishing.

• Error measurement: It can measure the utility by calculating the variance between

the private and non-private outputs. The accuracy parameters usually represent

the error measurement [125].

2.3.2 Differentially Private Data Publishing

The primary role of data publishing of differentially private is to provide aggregate

information to the public without disclosing any individual record. It can be demonstrated

this problem as follows: if there is a group of queries F = { f1, ···, fm} received by the curator

which has a dataset D. The curator has to answer every query and follow differential

privacy constraints. In the publishing scenario, there are two settings: non-interactive

and interactive. In the setting of an interactive scenario, it cannot issue the query f i till

published the previous query f i−1. In the setting of non-interactive the curator receives

all queries at one time, and with full knowledge, the curator provides answers to the

query set. To illustrate the difference between the two settings, let’s suppose the curator

received these queries:

• f1: How many patients have blood pressure at the age of 40 to 55?

• f2: How many patients have blood pressure at the age of 55 to 75?

Assume for each query, the privacy budget ϵ is fixed. The curator in the interactive

setting will begin with f1 and start counting the number of patients who have blood

pressure at the age of 40 to 55 and add independent Laplace noise to the result where the

sensitivity equal is 1, Lap(1/ϵ). When the curator moves to second query f2 the sensitivity

will be 2, so the total noise will be Lap(1/ϵ)+Lap(2/ϵ). On the other hand, all queries

submitted to the curator one time in the setting of non-interactive. The sensitivity in

this case will be 2 and the total added noise is 2×Lap(2/ϵ), which is bigger than the

interactive setting [125].

31



CHAPTER 2. PRELIMINARY

2.3.3 Differentially Private Data Analysis

The Differentially private data analysis primary role is to convert and extend existing

non-private algorithms to be differentially private algorithms. This task can be achieved

by different frameworks, generally categorized into private learning frameworks and

exponential/Laplace frameworks. In terms of optimization, the frameworks of private

learning consider data analysis as a learning problem. A series of objective functions have

been defined to solve the learning problems. A private learning framework has a precise

aim when compared to the exponential/Laplace framework, and in terms of risk bound

or sample complexity, the results produced by a private learning framework are easier

to compare. However, the private learning frameworks work only with limited learning

algorithms, whereas the implementation of almost all types of analysis algorithms can

be undertaken on the Laplace/exponential framework [125].

2.3.4 Data Inference Attack

The form of data inference attacks can be modelled as an inversion attack or membership

inference attack, where every one of them has a different goal. The target model in these

attacks is assessed by the owner and it is open to public users and the attackers as well.

Only in the manner of black-box the model can be accessed, as the attacker receives

the corresponding output when inputting the data sample into the model. The following

shows more details about the membership inference attack and the inversion attack.

2.3.4.1 Membership Inference Attack

The goal of a membership inference attack is to infer and check if the training datasets

in the target model have a particular data record. The model’s prediction scores can

be accessible by the attacker in these types of attacks. Therefore, to infer the record

membership, the normal strategy is to train the model of attack that is commonly a

binary classifier. The input can be any of the following: the given data record confidence

score vector or its label or both. The output is the prediction of whether the record

exists in the training datasets. It needs to be trained in a shadow model on an auxiliary

dataset that is drawn from the same data distribution before training the attack model.

Then training the model of the attack model on the confidence score vectors of non-

membership/membership predicted by the shadow model.
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2.3.4.2 Model Inversion Attack

By using confidence score vectors that the target model predicts, the model inversion

attacks have the objective of reconstructing the input data. Separate attack models are

trained by the attacker on an auxiliary dataset that works to the inverses the target

model. The target model confidence score vectors are used by the attack model as input

and then the attacker tries to produce the target model actual input data [115].

2.3.5 Trajectory Protection

Assume universe of locations is L = {L1,L2, · · ·,L|L |} and |L | is the universe size and it

assumes the locations is discrete spatial areas in a map and it assumes a list of order

locations that are drawn from the universe form the trajectory.

Table 2.3: Sample trajectory database

Rec # Path

1 L4→ L5→ L6
2 L2→ L3
3 L2→ L4→ L5
4 L3→ L5→ L6
5 L4→ L5
6 L1→ L3
7 L3→ L2
8 L1→ L3→ L5→ L2

Definition (Trajectory): With length of |T| the trajectory T is an ordered list of

locations T = t1 → t2 →·· ·→ t|T| , where ∀1 ⩽ i ⩽ |T|

In T the locations could be occur successively and could occur multiple times in

T. Therefore, it is a correct trajectory L = {L1,L2,L3,L4} , T = L1 → L2 → L3. The

timestamps, in some cases, could be included in the trajectory. The trajectory database

consists of a multiple trajectories and the record owner of movement history is shown in

every trajectory. The following is the formal definition:
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Definition (Trajectory Database): With size of |D|, the trajectory database D is a

multiset of trajectories D = {D1,D2, · · ·,D|D|}.

A sample of database trajectory has been shown in Table 2.3 with L = {L1,L2,L3,L4}

[24]. The attacker may get the user’s location via the analysis of trajectory data. In this

research, a defence method based on Differential privacy has been provided for some

attack models existing in trajectory analysis. A properly calibrated of randomization

mechanism injected with a meaningful amount of differential private noise drawn from

a trajectory sensitivity function described in section 2.3. This will create differential

private spatio-temporal data, the sanitization of a trajectory path is a result of the

perturbation of these traces. Therefore, the perturbed trajectory path will prevent the

attacker from determining the original trajectory path and preserve user privacy.

2.4 Literature Review

This section presents a literature review on certain topics related to deep reinforcement

learning, multi-agent reinforcement learning, and preserving privacy.

2.4.1 Multi Agent Reinforcement Learning for Online Food
Delivery

The delivery problem has been broadly studied in the literature and remains challenging.

This part presents previous work on the delivery service problem and briefly explains

our solution.

Chen et al. [25] focus on same-day delivery by drones and vehicles. By using vehi-

cles multiple packages in one route can be delivered while the travel is fairly slow. In

drones, travel is much faster, but it frequently requires battery charging and has limited

capacity. Their proposed method is based on a deep Q-learning approach. The method

learns to assign the delivery to the new customer to either vehicles, drones or the option

of not providing the service at all. Liu et al. [56] focus on route planning. In order to

capture the preferences of the delivery men from their historical GPS trajectories and

recommend their preferred routes, they developed a deep inverse reinforcement learning

(IRL) algorithm. Also, the Dijkstra algorithm was adopted in their work instead of value

iteration to define the current policy and compute the IRL gradient. Xing et al. [110]
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consider path problems. To optimize the delivery path, they use the improved method

Heuristics in Deep Reinforcement learning and they analyze the aspects of delivery such

as time constraints, timeliness and high coordination. Also, they compare their method

with the traditional tabu search algorithm.

Ding et al. [32] consider an alternative to traditional delivery such as delivery by the

crowd. Based on public transport, they develop a crowdsourcing delivery system, and

they consider multiple aspects like multi-hop delivery, time constraints and profits. From

massive package data and passenger data, reinforcement learning has been used to

learn the optimal order dispatching strategies. Zou et al. [126] propose a reinforcement

learning Double Deep Q Network (DQN) framework that gradually learns and tests the

dispatch order policy by communicating with an Online to Offline (O2O) business simu-

lation model designed by SUMO. Bozanta et al. [19] propose a model incorporating the

order destination, order origin and courier location. Every courier has a task to gather the

given order and deliver it to the wanted place. This model is designed to increase income

from served requests on a limited number of couriers over a period of time. The model

of the Markov decision process is considered to simulate actual food delivery service.

The model has been applied to Q-Learning and Double Deep Q-Networks. Jahanshahi

et al. [42] propose a model that employs deep reinforcement algorithms to solve a meal

delivery service problem. The primary objective is to increase total profit by giving the

orders to the most suitable couriers, reducing the expected delays and postponing or

rejecting orders. Their result shows that the model significantly enhances the overall

quality of service with incorporating the restaurant’s geographical locations, customers,

and the depot. Hu et al. [40] consider the dispatch problem in instant delivery services,

where they dispatch a large number of orders to a few numbers of couriers, especially

during peak hours. Based on multi-agent actor-critic, the method of Cross-region courier

displacement has been proposed to solve this problem. The method not only can balance

supply (courier’s capacity) and demand (picking up orders), but it can also enhance the

effectiveness of delivering orders by decreasing idle displacing time.

Many research tackles the delivery problem by using different methods, such as

assigning the delivery request to the most appropriate courier, trying to minimise the

rejected request or proposing an effective dispatch mechanism. In this work, we consider

this issue and we employ multi-agent reinforcement learning. We used the novel algo-

rithm QMIX and IQL to guide the courier to the area with high order demand to increase
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the number of orders received by the courier and raise the long-term income.

2.4.2 Privacy-Preserving in Double and Dueling
Deep-Q-Network With Differential Privacy

This part presents the related work for privacy-preserving in Double Deep-Q-Network

and Dueling Deep-Q-Network and briefly explains our solution. Recently, there have been

some researches that discuss privacy-preserving approaches for reinforcement learning.

Tang et al. [97] proposed a method called Heda, which is privacy-preserving for machine

learning that combines of differential privacy and a holomorphic cryptosystem that

employs some techniques for managing privacy budget and reducing sensitivity. Balle et

al. [14] proposed differentially private algorithms built on top of Monte Carlo methods

for policy evaluation in the full MDP setting. Furthermore, [86] [117] [116] discuss

preserving privacy in multi-agent system. Other research focuses on privacy-preserving

approaches to protect neighbouring rewards from being distinguished in bandit prob-

lems, such as Tossou and Dimitrakakis [98], by using mechanisms to add noise to the

estimates of the reward distribution. Also, Ma et al. [60] proposed differentially private

mechanisms for ϵ− greedy and Softmax to achieve differentially private guarantees

in the K-armed bandit problem. Wang and Hegde [104] discuss privacy-preserving ap-

proaches in reinforcement learning that use neural networks (DQN) in continuous space

by protecting neighbouring rewards.

These researches did not apply the privacy-preserving in Double Deep-Q-Network

and Dueling Deep-Q-Network methods proposed by van Hasselt et al.[102] and Wang et

al.[108] as an improvement to normal DQN. In this work, we extend the research and

apply differential privacy into Double Deep-Q-Network and Dueling Deep-Q-Network

and inject noise into the gradient. Our research result has been presented by performing

four experiments of Double Deep-Q-Network and Dueling Deep-Q-Network in order to

demonstrate the ability to preserve privacy.

2.4.3 Protecting User Location in Online Food Delivery Services

Many scholars and experts have recently conducted much research on location and tra-

jectory privacy protection. Mainly, location and trajectory privacy protection methods can
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be classified into two main methods: differential privacy and anonymity or pseudonyms

where researchers commonly use the model of k-anonymity to achieve trajectory protec-

tion in the anonymity [26] [123]. Moreover, deep reinforcement learning achieves great

success in various areas, and some studies adopt deep reinforcement learning to enhance

their solution to preserving location privacy. This part presents some previous studies

of protecting location information and trajectory by using various methods and briefly

explains our solution.

The anonymity method is prevalent for achieving privacy protection in location and

trajectory, following some previous research in this field. Zhou and Wang. [124] propose a

defence algorithm based on k-anonymity and fog computing. A scheme of trajectory pro-

tection has been designed for the protection of offline data in trajectory publication and

the protection of real-time trajectory data with continuous queries. The mobility and local

storage provided by Fog computing to guarantee physical control and the cloaking region

for each snapshot constructed by k-anonymity. Khacheba et al. [47] propose a context-

based location privacy scheme (CLPS). Their developed scheme provides a pseudonym

changing strategy that lets the vehicle based on its context change pseudonyms. Also,

the scheme provides a cheating attack or linkability threat that affects the proposed

pseudonym changing strategy negatively. This mechanism aims to let vehicles to catch

misbehaving vehicles that establish the attack of cheating and evaluate the success of

the pseudonym change. Hwang et al. [41] proposed a comprehensive trajectory privacy

technique and combined ambient conditions to protect the information of the location

depending on the user privacy profile in order to avoid the user trajectory malicious LBS

reconstructing. In the beginning, they preprocess a group of similar trajectories R to hide

the actual trajectory of a service user by using the r-anonymity mechanism. They then

combine k-anonymity with s road segments to safeguard user privacy. The sequence of

the query issuing time for a service user breaks by a time-obfuscated technique to confuse

the LBS. Zhang et al. [121] and based on the trusted anonymous server (TAS), propose

a scheme of a trajectory privacy-preserving that aims not to allow the location-based

service provider (LSP) to perform the inference attack. A group of requests generated by

TAS meets the spatial k-anonymity of the user group. The TAS is the continued query

that checks if the user is going to leave its security zone and determines if the group

request needs to be resent in order to decrease the chance that the LSP rebuilds the

actual trajectory of the user. Chiba et al. [28] propose an algorithm that in a certain

range, when the position information is acquired their algorithm will mismatch the time
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with the position information. They defined indicators that represent position distortions

and information of the time. Tu et al. [99] focus on semantic attacks, as if the data

of trajectory is published without appropriate handling could lead to severe privacy

leakage where the existing solutions did not provide adequate protection to protect

against semantic attacks. This means that the attacker could obtain an individual’s

private information by using the semantics features of frequently visited locations in the

trajectory. Therefore, they propose an algorithm that provides high privacy safeguards

against semantic attacks and re-identification while keeping the data utility at the

highest level

The differential privacy model has been favoured by many scholars as it has a rig-

orous mathematical background, following some previous studies that use differential

privacy with location. Andres et al. [9] propose a formal privacy notion of geoind for

location-based systems that protect the user’s exact location by permitting to release

of approximate information that is usually required to get a certain service. By adding

to the user’s location managed random noise, the geoind achieves privacy preservation.

Deldar and Abadi. [31], study how not to increase the risk of a privacy breach and

how different geographical map locations can meet the requirements of user individual

privacy protection. To achieve user location preserving privacy, the personalized-location

differential privacy (PLDP) concept was introduced for the database of trajectory. A per-

sonalized noisy trajectory tree is used by PLDP-TD, which is built from the underlying

trajectory database to provide a response to statistical queries by using the differential

private method. Zhao et al. [123] proposed based on clustering and using differential

privacy, a novel trajectory privacy-preserving method. In the cluster, to prevent the

attack of continuous query, a Laplace noise is added to the count of trajectory location.

The radius-constrained Laplace noise is added to the trajectory location data in the

cluster to avoid too much noise affecting the clustering. The noise clustering centre in the

cluster is obtained according to the noise location data and the count of noise location.

Yang et al. [111] consider the issue of user location privacy protection. As the centralized

server requires to get each user location precisely to ensure optimal task allocation,

this will raise a privacy concern of exposing the workers’ exact locations. To tackle this

issue, a crowdsensing data release mechanism that meets differential privacy has been

proposed to provide strong protection of worker locations. Pang et al. [75] consider the

Internet of vehicles and location privacy. The vehicle user is able to offload computing

tasks in different areas to MEC servers by using the wireless channel. The vehicle, when
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performing the task, has to send the real location. This could cause the vehicle location

privacy disclosure, in this sense they used differential privacy to protect the location

privacy information.

Moreover, some studies adopt reinforcement learning or deep reinforcement learning

in their data protection method. The following presents some of these studies. Min

et al. [63] proposed a sensitive semantic location privacy protection scheme based on

reinforcement learning. This scheme selects the perturbation policy based on the sensi-

tivity of the semantic location and the attack history and uses the idea of differential

privacy to randomize the released vehicle locations. A deep deterministic policy gradient

based semantic location perturbation scheme (DSLP) is developed to solve the location

protection problem with high-dimensional and continuous-valued perturbation policy

variables. Wang et al. [107] consider the privacy of the trajectory for VANET. Based

on the differential privacy mechanism, they propose reinforcement learning (RL) to

randomise the released vehicle locations and use reinforcement learning to select the

obfuscation policy to protect the vehicle’s semantic trajectory. Berri et al. [16] consider

the issue of broadcast scheduling throughput optimisation from road-side units (RSUs)

to vehicles with protecting the vehicles privacy by allowing them to submit obfuscated

location information to the server and use reinforcement learning (RL) to learn suitable

obfuscated policy. Chen et al. [26] consider vehicular ad hoc network vehicle trajectory

protection. For vehicular ad hoc networks, they proposed a scheme of optimized privacy

differential privacy with reinforcement learning. To achieve a good balance between

semantic security and geolocation obfuscation, the privacy budget allocation is dynami-

cally optimised by the proposed schema for each location on the vehicle trajectory. The

experiment results show that their scheme can ensure the balance between utility and

privacy and decrease the risk of geographical and semantic location leakage. Erdemir

et al. [37] study the trade-off between privacy-utility in location sharing such as LBS.

They propose the mechanism of information theoretically optimal privacy preserving

location release, which focuses on temporal correlations. They reformulate the problem

as a Markov decision process (MDP) to tackle the history-dependent mutual information

minimization. Zhang et al. [119] consider providing the balance between availability and

privacy in LBS services. By using reinforcement learning and differential privacy, they

developed Hasse Diagram Sensitivity to balance availability and privacy in LBS services.

Min et al. [64] consider the privacy protection mechanism for 3D location by perturbing

the location of the user based on 3D geoindistinguishability. To balance the quality of
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service and privacy protection and based on reinforcement learning they proposed a

scheme to alter the perturbation policy.

The user location information is vital, and it is necessary to protect this information

and not disclose it. Multiple research has studied this issue, and a method such as

k-anonymity and differential privacy has been used to safeguard the user’s location.

We considered protecting user location information in online food delivery services and

proposed two different methods for this purpose.

The first method is the Protect User Location Method (PULM) which aims to protect

the user’s location in online food delivery services. The PULM employs differential pri-

vacy and injects Laplace noise into the user location along with the courier trajectory.

This method considers two crucial factors, the city area size and customer frequency of

online food delivery orders to identify the amount of injected noise. The second method is

the Protect Trajectory and Location in Food Delivery method (PTLFD) which aims to

protect the customer location information in online food delivery services. This method

leverages multi-agent reinforcement learning and differential privacy Laplace mecha-

nism to obfuscate the customer location and trajectory of the courier.
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MULTI AGENT REINFORCEMENT LEARNING FOR ONLINE

FOOD DELIVERY

Today, online food delivery services are considered essential and this industry has

attracted significant attention worldwide. Many companies and individuals are involved

in this field, as it provides a good income and numerous job opportunities. In this

chapter, we delve into the problem of online food delivery services and how the number

of orders can be increased, thereby increasing long-term income for couriers. Multi-agent

reinforcement learning is employed to guide couriers to areas with a high demand for

online food delivery orders. The map of the city is divided into small grids, each grid

representing a small area of the city. The agent has to learn which grid has the high

demand for online food delivery orders to select. To demonstrate the results of this

experiment, two datasets were used, Shenzhen, China and Iowa, USA.

3.1 Introduction

Emerging advanced technologies such as smartphones have grown rapidly and substan-

tially impacted customer behaviour in online shopping, specifically during the COVID-

19 pandemic. Today, online food delivery businesses are considered one of the most

widespread businesses worldwide that have grown globally. It is expected that online

food delivery will grow to 2.5bn users by 2027, and it is expected that in the grocery

delivery segment, the average revenue per user will be US$449.00 in 2023 [93]. Today,

43



CHAPTER 3. MULTI AGENT REINFORCEMENT LEARNING FOR ONLINE FOOD
DELIVERY

many people, especially in urban areas, do not have enough time to prepare meals for

many reasons such as long working hours hence they often turn to online food delivery

services which connect restaurants or food outlets with couriers, who then deliver the

food to the customer.

Online food delivery applications are considered essential for many people nowadays.

However, many of these applications experience many operational issues that reduce

their efficiency. In the city, each area has a different number of food delivery orders

compared with other areas. Most food delivery couriers rely on their experience to find

areas with high food delivery order demands. However, sometimes they may go to areas

with low demand. This issue could reduce the number of orders received by the couriers

and lead to a decrease in their income in the long term and can increase the customer

waiting time in a busy area as there are not enough couriers, which could reduce cus-

tomer satisfaction. This is why many companies seek to improve their applications and

attempt to increase the number of acquired food delivery orders to help to increase the

company and couriers’ income, reduce the waiting time for customers in busy areas and

increase customer satisfaction.

This study introduces a method based on multi-agent reinforcement learning for

online food delivery services that utilizes two multi-agent reinforcement learning algo-

rithms. The primary objective of this method is to increase the number of received food

delivery orders and increase the long-term income for the courier. This method also helps

to reduce the waiting time for customers in busy areas by guiding couriers to areas with

a high demand for food orders. The map of the city is split into small grids, and each grid

represents a small city area and the agent has to learn to locate the area with high food

delivery order demands. This approach enables the courier to find an area with a high

demand for food delivery orders makes the courier get more orders and helps them to

increase their long-term income [5].

This work considers online food delivery services and how to increase the number of

received orders and increase long-term income. The contributions of this chapter are as

follows:

• Improving the efficiency of online food delivery applications by guiding the couriers

to areas with high demand, thereby increasing their income in the long term.
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• To obtain more results and to make more comparisons, this research employs

two multi-agent reinforcement learning methods, QMIX and IQL, to increase the

courier’s number of received orders and increase their long-term income.

• Use two datasets with different city sizes and different geographic areas to obtain

more results.

• Consider weekdays and weekends factors in the agent’s learning process to obtain

better results as the number of orders can vary on weekdays than at weekends.

The remainder of this chapter is organized as follows. Section 3.2 presents the problem

statement. Section 3.3 details the methodology. Sections 3.4, 3.5 and 3.6 represent the

experiment design, results and conclusion.

Figure 3.1: Overview of the model. The yellow car represents the delivery cars, and the
red circle represents areas with a high demand for food delivery orders

3.2 Problem Statement

This section presents a detailed explanation of the problem statement, model overview

and multi-agent reinforcement learning formulation, such as agent actions, reward

function and state transition.

3.2.1 Model Overview

In most cities, particularly large cities, the demand volume varies from one particular

area to another and from time to time. To increase the number of received online food

delivery orders, many food delivery couriers try to locate areas with a high food delivery
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demand based on their experience. However, sometimes they may go to an area with a

low food delivery demand and receive fewer food delivery requests.

To tackle this issue, we propose a solution that aims to increase the number of orders

received by the courier and thereby increase the courier’s long-term revenue. This also

could help minimize the waiting time of the customer during rush hours as there will

be enough couriers in areas with a high demand for food delivery orders. We leverage

multi-agent reinforcement learning to increase the number of orders received by the

courier, using two multi-agent reinforcement learning algorithms, QMIX and IQL.

We consider the urban area and specific area of the city, which we then divide into

multiple parts. We assume this area to be a rectangular shape that can be split into

N ×M cells. Every divided cell indicates a small area in the city, as shown in Fig 3.1.

The yellow car represents the couriers, and the red circle represents areas with a high

demand for food delivery requests. The courier of food delivery is waiting and receiving

the delivery request from a customer without any previous data as customer data is only

available after the customer requests the service. The courier has to learn to select the

cell with a high number of food delivery requests based on an analysis of the collected

data by an agent. Each time, the courier tried to improve himself by selecting the most

appropriate cell to increase the number of received orders and increase long-term income.

3.2.2 Multi Agent Reinforcement Learning Formulation

To design our model, we used the Markov decision process where the transition prob-

ability in our case is unknown. The idea of model-free is more appropriate for such

situations. Details of the main components of the model and the Markov decision process

formulation are given in the following sections.

3.2.2.1 Agent

In our environment, more than one agent created {A1, A2, ...An}, to allocate the learning

policy to the agent. In this multi-agent reinforcement learning problem, the courier

is considered to be the agent. The agent’s main goal is to select the cell with high

demand for food delivery orders, which enables the courier to increase the number of

food delivery requests received and thereby increase their income. Initially, the agent’s
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policy is uncertain and requires interaction with the environment to learn. The agents

then evaluate his policy and iterate consecutively.

3.2.2.2 State

The global state st is maintained at each time t, and the courier’s spatial distributions

are considered. In our dynamic model, the states are defined based on grid location and

time. The state space for our problem is characterized as follows:

• The grid location: The certain area of the city map is considered and divided

into N ×M cells. Every divided cell indicates a small area in the city. The agent

interacts with the environment and updates his status, the agent then analyses

and computes the available information about the environment and tries to select

the cell with a high food delivery demand.

• Weekdays and weekends: On the one hand, during weekdays and weekends,

different situations need to be notable and considered in the model. Therefore this

model considers the weekdays and weekends during the learning process for better

performance.

3.2.2.3 Action

For each state, the agent chooses the cell that will enable the courier to receive more

food delivery orders and thereby increase their long-term revenue. The map is split into

N ×M cells, and each cell represents a particular area that may have high demand or

not or perhaps there is no restaurant at all. The model analyses and predicts the cells

that have a high food delivery demand based on the current information. The agent has

to perform an action on this by selecting the most proper cell to increase his rewards. In

this case, the agent has N ×M actions and needs to choose one cell at each time.

3.2.2.4 Reward Function

The agent in the environment performs the action, and accordingly, the agent receives

the rewards from the environment. Only if the agent is able to increase the number of

received orders and reach or above the approximate average number A the received

reward is positive; otherwise, the reward is negative, and this can be defined based on

the following:
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(3.1) r(k)=
1, i f N ≥ A .

1−, Otherwise .

r(k) is the function of reward, N is the number of orders, and A is the approximate

average number of orders for every agent.

3.2.2.5 State Transition

In our setting, the action is passed from agents and received by the environment. The

state st then is generated, and the new state is observed by the agent and takes collective

action at. This action is evaluated by the environment, and the environment returns

a reward r t. A tuple of state transition {st,at, r t, st+1} is formed at this point, and then

multi-agent reinforcement learning is used to find the relationships between these tuples.

3.3 Methodology

3.3.1 Dueling Network Architecture

Dueling DQN is a deep reinforcement learning algorithm model-free solving Bellman

equation iteratively [113], proposed in 2015 by Wang et al. [108] as an improvement to

DQN. The main insight of this new architecture is that there is no need to estimate the

value of each action choice for many states. For example, knowing whether to move left

or right in the Enduro game setting only matters when a crash is close. It is essential

to know which action to take in some states, while in other states, the chosen action

does not affect what happens [108]. In this algorithm, the main improvement is that the

Q-values Q(s,a), which the network tries to approximate, can be split into two parts:

the advantage of actions of the state A(s,a) and the value of the state, V (s). Based on

the definition Q(s,a) = V (s)+ A(s,a), the advantage A(s,a) is assumed to bridge the

gap from A(s) to Q(s,a). We could suppose advantage A(s,a) is delta, telling us how

much reward we can earn from each specific action in each particular state. In general,

the advantage could be negative or positive or can be any magnitude [49]. There is no

sequential architecture such as deep learning in Dueling DQN. The model layers are

divided into two different streams after the convolutional layers. Each stream has its own

fully connected layer and output layers [84]. The outputs of the two separate estimators

can be integrated as follows:
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(3.2) Q(s,a;θ,α, β) =V (s;θ,β)+
(

A(s,a;θ,α)− 1
|A |

∑
a′

A(s,a′;θ,α)

)
The parameters of the convolutional layers are denoted by θ, while α and β are the

parameters of the two streams of fully-connected layers.

3.3.2 QMIX Algorithm

Every agent selects an action in a multi-agent framework resulting in collective action

at, and then the global, immediate reward r t is shared, which evaluates the collective

action taken previously. For the collective action, there is collective agent-value function

Qtot(st,at)= Est+1: ∞,at+1: ∞[Rt|st,at], where at time t the discounted return is Rt. One

of the main challenges in multi-agent reinforcement learning is how to assess every

agent contribution individually and accurately to get a separate value function from the

collective action-value function. The agent A i individual value functions are represented

by Q i(ot,at).

The QMIX is an advanced technique of value-based aims to train uncentralized

policies in an end-to-end centralized method [79]. To perform this, it needs to overcome

two challenges by QMIX: the first challenge is the process of centralized training, where

every agent needs to calculate the influence action based on a single global reward. The

second challenge is that we need to guarantee that the ensemble of the optimal actions

of agents is the optimal action of the ensemble of agents when agents interact in a

decentralized manner [122]. There is an assumption that the QMIX can interpret the

total action-value function as the mixing network of each action-value function or a linear

combination of each action-value function. Thus, it is expected that the QMIX-based

method acts in cooperation with nearby agents. [118].

3.3.3 Independent Q-Learning IQL

Independent Q-Learning (IQL) was proposed by Tampuu et al. [96]. The Independent

Q-Learning is an algorithm that abandons centralized training where for each agent

in IQL, the Q-learning is performed separately. In some way, this method avoids the

implementation issue of the CTDE framework. Consequently, in a large probability, the

single agent action can interfere with the overall environment and other agents of the

state. Therefore, this makes the IQL can’t converge in a complex environment. The IQL
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Algorithm 1 QMIX algorithm for online food delivery environment
1: With size N initialize reply buffer D

2: With random weight θ initialize action value function
3: With θ̄← θ initialize target action value function
4: Mixing network φ is initialized
5: while Episodes training not finished do
6: Environment reset
7: while the state not in termination do
8: for agent in Agents do
9: Observing the state ot

i by the agent
10: Select a random action at with probability ε

11: Else select argmaxat (ot,at : θ)
12: end for
13: Perform action at, move next state st+1 and obtain reward r t and termination informa-

tion
14: Insert (ot,at, st+1, r t ) to D reply buffer
15: Random sample K minibatch from D

16: Qtot = mixing((Q1(o1
t ,a1

t )+Q2(o2
t ,a2

t )+ ...Qn(on
t ,an

t ))
17: Loss function computed L = (

r t +γmaxatQtot(st,at|θ̄)−Qtot(st,at|θ)
)2

18: On L implement gradient descent step to the network parameter θ

19: Updating the θ̄ parameter of the target network
20: Rate ϵ of exploration updated
21: end while
22: end while

algorithm still has a number of applications in small scenarios of reinforcement learning

applications such as Atari games.

In IQL, each agent trained decentralized Q-functions, while QMIX is a method

learned in end-to-end of decentralised policies in a centralised setting. QMIX is composed

of networks of agents representing every Qa, and a mixing network that combines them

into Qtot. The Independent Q learning (IQL) is the most commonly applied method in

multi-agent learning, and it consists of a group of concurrent single agent that use and

share the same environment where every agent learns individually [118] [79] [80] [34].

In our research, we intend to use different multi-agent reinforcement learning settings

in order to show more results from our experiments.

50



3.4. EXPERIMENT DESIGN

3.3.4 Multi Agent Reinforcement Learning for Online Food
Delivery

An overview of the QMIX algorithm for online food delivery has been presented in

algorithm 1. During the training process and using gradient descent, the loss function

is minimized by considering parameter θ at iteration i, where the neural network is

employed as an approximator in this process. In the beginning, with size N , we initialize

reply buffer D. In lines 2 to 4, with random weight θ, we initialize the action value

function and copy weight θ̄← θ and initialize the target action value function and then

initialize the QMIX mixing network. In lines 5 and 6, if the episode has not ended,

the environment then resets. In lines 9 to 11, the current observation is observed by

the agents, and the agent then chooses the action based on probability ϵ, else chooses

the highest value from argmaxat(ot,at : θ). In line 13, the action is performed and the

corresponding rewards are obtained, then the agent observes the next state. In line 14,

the experience tuples are inserted into memory such as the action taken, the state, the

next state and the obtained reward. From the reply buffer D, the sample is extracted and

loss function L is computed. In line 18, implement the step of gradient descent. In lines

19 and 20, the parameter θ̄ of the target network and exploration rate ε are updated.

Figure 3.2: Comparison of size of Iowa (left) and Shenzhen (right)

3.4 Experiment Design

The following section gives a breakdown of details on how each experiment of online

food delivery method was set up. We conduct some experiments to show how the agent

51



CHAPTER 3. MULTI AGENT REINFORCEMENT LEARNING FOR ONLINE FOOD
DELIVERY

Table 3.1: Sample records from the Shenzhen dataset

Seq Day Sender lat Sender long Receiver lat Receiver long Send hour Send min Receive hour Receive min Order cnt
0 0 22.47 113.91 22.46 113.89 11 18 11 32 1
1 0 22.48 113.89 22.48 113.89 9 31 9 41 1
2 0 22.48 113.89 22.51 113.89 11 25 11 57 1
3 0 22.48 113.91 22.48 113.89 18 28 18 52 1

can accumulate rewards using different algorithms of deep reinforcement learning on

various datasets and by how much the agent can increase their received number of food

delivery orders over time.

3.4.0.1 Applyin Different Deep Reinforcement Learning Algorithms

An extensive experiment was conducted to illustrate the results of using multi-agent

reinforcement learning for online food delivery services. Two multi-agent reinforcement

learning algorithms were used with one single agent. We used QMIX and IQL to imple-

ment multi-agent reinforcement learning and Dueling Deep Q Networks to implement

single agent. We attempted to simulate the results from a single agent by multiplying

the results from a single agent to be equal to the number of agents in multi-agent

reinforcement learning. We run these algorithms with different datasets from different

cities that have different city sizes. In each episode, the agents could run multiple times.

The datasets that were used are Shenzhen, China and Iowa, USA. Moreover, we apply

the algorithm to synthetic dataset (random data) to show more comparisons and the

effects of our proposed method.

3.4.0.2 Number of Food Delivery Orders

In this experiment, we implement multi-agent reinforcement learning for the online food

delivery method, showing the number of orders the driver can obtain and how much

increase in revenue the driver can receive over time. QMIX was used on two datasets,

Shenzhen and Iowa. The results of the total number of orders for three agents were

shown. The experiment demonstrates to what extent all agents can gain more orders in

Shenzhen and Iowa datasets.

3.4.1 Dataset Description

Two different datasets with different city area sizes were used for our experiments to

test the approach for multi-agent reinforcement learning. Figure 3.2 shows the difference
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Day Sequence Time Customer location Restaurant number Time food ready
1 1 1 41.63790381, -91.50545655 67 5
1 2 1 41.68937752, -91.49441381 47 11
1 3 3 41.69378731, -91.57940298 22 10
1 4 4 41.64175802, -91.57129212 56 8

Table 3.2: Sample records from the Iowa dataset

in the size of Iowa compared to Shenzhen.

The first dataset for Shenzhen, China, provided by Alibaba Local Service Lab [32]

contains on-demand food delivery order data. This dataset has 1048575 orders and 93

restaurants, with the location of each restaurant and the delivery destination locations

and time of pickup of the meal from restaurants and delivery time, table 3.1 shows a

sample of the dataset records. The second dataset used in our experiment is provided by

Ulmer et al. [100]. This dataset contains data of meal delivery services in Iowa, USA. In

this dataset, there are 111 restaurants and 1200391 delivery records, table 3.2 shows

sample records of this dataset. In this dataset, the actual location is used with random

generation of order and equal request probability for each point of time and location.

For both cities, we consider a particular area to conduct our experiment. The data may

have been modified from the source for certain purposes, such as obfuscating the exact

location or any other reasons.

3.5 Experiment Results

In multiple domains, it has shed light on deep reinforcement learning to resolve compli-

cated sequential decision-making problems [122]. In this section, we detail our result by

using the multi-agent reinforcement learning QMIX and IQL along with a single agent

of Dueling Deep Q Networks on different datasets, and we demonstrate how much the

couriers can increase the number of food delivery orders they receive.
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((a)) ((b)) ((c))

Figure 3.3: Comparison of results of the average accumulated reward of multi-agent
reinforcement learning for the online food delivery method using the Shenzhen, China
dataset with two multi-agent reinforcement learning methods QMIX, IQL and single the
agent Dueling Deep Q Networks, with different runs of 5000, 10000 and 20000.

3.5.1 Applying Different Deep Reinforcement Learning
Algorithms

Figure 3.3 shows the results of the average accumulated reward using QMIX and IQL,

represented by black and blue lines, respectively and a single agent of Dueling Deep Q

Networks represented by the red line. The Shenzhen, China dataset was used in this

experiment, and we show the result of different runs of 5000, 10000 and 20000. The

agents in this experiment increase their accumulative rewards over time and are able

to reach the highest level. The single agent increases his accumulative rewards over

time, which shows that multi-agent reinforcement learning achieves higher results. This

experiment has been repeated in the Iowa, USA dataset and a synthetic random dataset.

Figures 3.4 and 3.5 show that agents can increase their average accumulated rewards

over time and be able to reach the highest level whereas in Figure 3.4 the agent is able

to increase the average accumulated rewards from about -80 to about 60 and Figure 3.5

the agent able to increase the average accumulated rewards from about -40 to about

40. The single agent increases his accumulative rewards over time, which demonstrates

that multi-agent reinforcement learning achieves higher outcomes in comparison with a

single agent.

54



3.5. EXPERIMENT RESULTS

((a)) ((b)) ((c))

Figure 3.4: Comparison of the results of the average accumulated reward of multi-agent
reinforcement learning for the online food delivery method using Iowa, USA dataset with
two multi-agent reinforcement learning methods QMIX, IQL and single agent Dueling
Deep Q Networks, with different runs of 5000, 10000 and 20000.

3.5.2 Number of Food Delivery Orders

Figure 3.6 illustrates the average number of food delivery orders that the driver can gain

after implementing multi-agent reinforcement learning for online food delivery methods

using QMIX with the two datasets for Shenzhen and Iowa. It shows that the agents were

able to increase the number of orders from 80 orders to 140 orders for all agents in the

Shenzhen dataset and from 10 to 40 in the Iowa dataset for all agents.

((a)) ((b)) ((c))

Figure 3.5: Comparison of results of the average accumulated reward of multi-agent
reinforcement learning for the online food delivery method using a random dataset with
two multi-agent reinforcement learning methods QMIX, IQL and single agent Dueling
Deep Q Networks, with different runs of 5000, 10000 and 20000.
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((a)) ((b))

Figure 3.6: The average number of food delivery orders that the driver can receive after
implementing multi agent reinforcement learning for the online food delivery method
using QMIX with the two datasets Shenzhen and Iowa.

3.6 Conclusion

This research considered how to increase the number of online food delivery orders

received by couriers and thereby increase their income in the long term. Multi-agent

reinforcement learning trained and guided the agent to areas with a high food delivery

order demand. The city map was divided into small grids, and each grid represented a

certain area of the city. The agent had to learn which grid had the highest food delivery

demand and had to select the most appropriate grid that can increase the number of

received orders. We used two datasets, Shenzhen, China and Iowa, USA, to demonstrate

our experiment results. The experiment result showed there was an increase in the

average accumulated reward using QMIX and IQL in Shenzhen and Iowa datasets and

the agent was able to increase the average number of orders from around 80 orders to

around 140 orders for all agents in the Shenzhen dataset and from around 10 to around

40 in the Iowa dataset for all agents.
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4
PRIVACY-PRESERVING IN DOUBLE AND DUELING

DEEP-Q-NETWORK WITH DIFFERENTIAL PRIVACY

With extensive applications and remarkable performance, deep reinforcement learn-

ing is becoming one of the most important technologies. Many applications use deep rein-

forcement learning, such as robotics, recommendation systems, and healthcare systems.

These systems could collect data about the environment or users, which may contain

sensitive information and therefore, pose a real risk when these data are disclosed. With

the success of deep reinforcement learning specifically Deep Q Networks(DQN) many

other enhancements have been presented and show more advance such as Double DQN,

Dueling DQN and Prioritized experience replay. In this chapter, we aim to preserve

the privacy of Double and Dueling Deep-Q-Network models by adopting the method of

differentially private SGD and by injecting Gaussian noise into the gradient. To demon-

strate our results, we applied our method in four separate settings, and we used various

amounts of noise with different numbers of a run for each setting in order to show the

effectiveness of using this method.

4.1 Introduction

Deep reinforcement learning has had a significant impacts on the development of ar-

tificial intelligence (AI) over the past few years, and it is considered one of the most

crucial machine learning research directions [59]. The technique of deep reinforcement
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learning aims to maximize the acquired rewards and reach desired goals via enhancing

the policy iteratively when the agent interacts with the environment [113]. The agent

of deep reinforcement learning uses trial-and-error, interacts with its environment and

recognizes the results of its actions, which enable it to learn and alter its behaviours in

response to the rewards received [11]. The game of deep reinforcement learning, such as

ATARI2600 games, received a large part of the advancement and development. However,

other applications such as health systems [7], search engines [81], recommendation sys-

tems [53], and robotic control [12] have also received a lot of attention and development.

With the success of deep reinforcement learning specifically Deep Q Networks(DQN)

many other enhancements have been presented such as Double DQN [102], Dueling

DQN [108] and Prioritized experience replay [83].

However, privacy issues have been raised recently, especially with applications that

include sensitive information such as medical [77] or financial [17]. Recently many re-

searchers have focused their efforts on these issues. The trained policy could be released

to the client side, which would enable the adversary to infer the demographic information

from the policy. Moreover, in the model, there are many parameters, some which contain

sensitive information implicitly, allowing the adversary to infer this sensitive information.

Hence, maintaining privacy is very important. Some studies show the vulnerability of

deep reinforcement learning, such as the work conducted by Pan et al. [74], which shows

how private information could leak and the ability of the adversary to infer sensitive

information. In their experiment, the agent in the Grid World has a task to navigate from

its current place to a specific destination and avoid colliding with obstacles. Figure 4.1

shows the environment where, the red box denotes the agent, the grey boxes represent

obstacles and the green box shows the goal of the agent. After training the agent, it was

able to follow the red line to the goal and based on their observations in the experiment,

they found that even when they took out all the obstacles, the agent followed the same

trajectory. This experiment shows that there is a leak of private information in the Grid

World, as the trained policy will display the optimal actions on the actual map without

seeing the map. This experiment shows that they are successfully able to infer floor plans

from some trained Grid World with a recovery rate of 95.83%.

In this work, we consider Double DQN and Dueling DQN, where the agent interacts

with it is environment for the period of a fixed length episode. The state reveals to

the agent at each time step, and the agent responds with suitable action and receives
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Figure 4.1: The environment of Grid World. Map of Grid World (left), trained agent
(middle), and environment after removing obstacles (right). Pan et al. [74]

a corresponding reward. We concentrate on situations when the states and rewards

provided by the user to the agent could contain sensitive information [104]. Therefore,

by adopting privacy preserving algorithm, we aim to maintain privacy in this particular

and by using differential privacy to inject Gaussian noise into the gradient during the

training. The following is a list of the main contributions:

• Adopt differential privacy for the Double DQN method to guarantee privacy level.

• Adopt differential privacy for the Dueling DQN method to guarantee privacy level.

• To test the performance of our method, we conduct extensive experiments.

The remainder of this chapter is organized as follows. Section 4.2 overviews the

methodology. Sections 4.3 present the experiment design. Sections 4.4 and 4.5 detail the

results and the conclusions.

Figure 4.2: Double DQN interacting with its environment: Double DQN uses two neural
networks and aims to reduce Q-Value overestimations by splitting the max operator into
action selection and action evaluation.
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4.2 Methodology

4.2.1 Overview of Double Deep Q Network privacy method

Double DQN shows good results on ATARI2600 games and achieves good performance

in overcoming the overestimation problem that experienced by DQN. As the same Q

function is used for both the selecting and evaluating action in DQN, the overestimation

of the value could occur, which could lead to a decrease in the performance of DQN. The

Double DQN uses two neural networks in its architecture: the primary network and

the target network. In our experiment, each network has three hidden layers. Figure

4.2 shows the Double DQN architecture and how it interacts with its environment. In

this experiment, the agent uses the epsilon-greedy method, which gives the agent the

opportunity to explore and learn from a random action. To do this, the epsilon is defined

to start from 1 to 0.1 with a decreased rate of 0.999. A random number is generated by

the code at each step. If the epsilon value is greater than the generated random num-

ber, then the action will be chosen randomly else, the model will choose the optimal action.

Algorithm 2 High level overview of Double Deep Q Network model
1: Initialize: Primary network θ

2: Initialize: Target network θ−

3: Initialize: Reply buffer D with size N

4: while Episodes training not finished do
5: Reset
6: while The state not in termination do
7: Observe state st
8: With probability ε select a random action at
9: Otherwise select at = argmaxQ(st, a : θ)

10: Execute action at and observe next state st+1 , receive reward r t = R(st,at)
and termination info

11: Add (state st, action at , reward r t , next state st+1 ) to reply buffer D

12: Sample random minibatch (s j,a j, r j, s j+1) from D

13: If episode terminates set Y j = r j otherwise
14: Y j = r j +γQ(s j+1,argmax

a
Q(s j+1,a j;θ j);θ−

j )
15: Call DPSGD
16: Perform a gradient descent step
17: In every C step update target network parameters
18: end while
19: end while
20: Output : Trained DDQN
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Figure 4.3: Dueling DQN architecture and how it interacts with its environment. The
network is split into two separate streams, one for estimating the state value and the
other for estimating the state-dependent action advantages after that, the two streams
are combined by an aggregation layer.

Algorithm 2 presents the high-level overview of the Double DQN model that is used

in our experiment and demonstrates the training process in the model. First, in lines

1-2, with the random weight, the primary neural network and target neural network

are initialized. The reply buffer memory D is initialized with a size of N in line 3. The

neural network is trained extensively according to the input data. The Double DQN

mode has two neural networks which play an essential role in selecting and evaluating

the actions in the system, respectively. As the epsilon greedy method is used, the action

is selected randomly or by the model prediction based on the epsilon value. In line 11,

after the action is executed, the action, reward, current state, and next state are stored

in the reply buffer. In line 15, the DPSGD is called to perform gradient descent with

privacy-preserving by using the differential privacy technique along with a moments

accountant method for tracing the privacy loss that allows the deep neural networks to

train under a modest privacy budget. In line 17, after a certain number of iterations, the

target network parameters are updated.

4.2.2 Overview of Dueling Network Architecture privacy method

The Dueling DQN was proposed as an improvement to normal DQN in 2015 by Wang et

al. [108]. The Dueling DQN is a combination of Dueling DQN and Double DQN. There-

fore, it is able to solve the overestimation problem that exists in normal DQN, as it

uses the Double DQN method. The Dueling DQN is built based on a Markov decision
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process as a standard reinforcement learning method [49]. Figure 4.3 shows Dueling

DQN architecture and how it interacts with the environment. In the Dueling DQN neural

network structure, there are two fully connected layers streams after the CNN layers to

estimate advantage function A(s,a) and value function V (s) separately. The two separate

streams are combined to estimate action value function Q(s,a) [52]. In our experiment,

the agent uses the epsilon-greedy method, which gives the agent the opportunity to

explore and learn from random actions. To perform this, the epsilon is defined to start

from 1 to 0.1 for the Health System Simulations experiment and from 1 to 0.05 for the

Ambulance Location Problem experiment with a decrease rate of 0.999. In each run step,

a random number is generated by the model, and if the epsilon value is greater than the

given random number, then the action will be chosen randomly otherwise, the model will

choose the optimal action.

Algorithm 3 High level overview of Dueling Deep-Q-Network model
1: Initialize: primary network θ

2: Initialize: target network θ− = θ

3: Initialize: reply buffer D with size N

4: Initialize: exploration procedure as εt greedy policy.
5: while Episodes training not finished do
6: Reset environment
7: while The state not in termination do
8: Observe state st
9: With probability ε select a random action at

10: Otherwise select at = argmax Q(st, a : θ)
11: Execute action at and observe next state st+1 , receive reward r t = R(st,at)

and termination info
12: Add (state st, action at , reward r t , next state st+1 ) to reply buffer D

13: Sample random minibatch (s j,a j, r j, s j+1) from D

14: calculate value function using
15: Q(s,a;θ,α, β) =V (s;θ,β)+

(
A(s,a;θ,α)− 1

|A |
∑

a′ A(s,a′;θ,α)
)

16: Call DPSGD
17: Perform a gradient descent step
18: In every C step update target network parameters
19: end while
20: end while
21: Output : trained Dueling DQN

The algorithm 3 presents the high-level overview of the Dueling DQN model that is

used in our experiment and demonstrates the training process used in the model. First,
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in lines 1-2 with the random weights, the primary neural network and target neural

network are initialized. The reply buffer memory D is initialized with a size of N in

line 3. The neural network is trained extensively according to the input data. As the

epsilon greedy method is used, the action is selected randomly or by the model prediction

based on the epsilon value. In line 12, after the action is executed, the action, reward,

current state, and next state are stored in the reply buffer. In line 16, the DPSGD is

called to perform gradient descent with privacy-preserving by using the differential

privacy technique along with a moments accountant method for tracing the privacy loss

that allows the deep neural networks to train under a modest privacy budget. In line 18,

after a certain number of iterations, the target network parameters are updated.

4.2.3 Privacy Mechanism

Differentially private stochastic gradient descent (DPSGD) is a sophisticated approach

to protect the privacy of training data and manage the added noise to protect the data

without destroying its utility. In this work, we adopt DPSGD [3] with the Double and

Dueling DQN algorithm to preserve privacy. The privacy is achieved by adding noise

into stochastic gradient descent directly by minimizing the empirical loss function L (θ)

with parameters θ. By selecting a subset of random examples from the stored data of the

reply buffer, at each step of SGD, the gradient ∇θL (θ, xi) is computed for each gradient

clipping the ℓ2 norm, we calculate the average and to protect privacy add noise and of

this average noisy gradient take a step in the opposite direction. In the end, the privacy

loss of the mechanism needs to be computed according to the information maintained by

the privacy accountant.

Norm clipping: which is bounding the influence of each individual example on g̃t is

required to prove and guarantee differential privacy. We clip each gradient in the ℓ2

norm since there is no prior bound on the size of the gradient. For example, the vector

g of the gradient is replaced by g/max(1, ∥g∥2
C ) for a clipping threshold C. The main

purpose of this clipping is to ensure if the ||g||2 ≤ C, then the g is preserved, as it gets

decreased to be of norm C if ||g||2 > C. In DPSGD, consider each layer of multi-layer

neural networks separately, which allows to set a different noise scales σ and clipping

thresholds C for each layer. Furthermore, the noise and clipping parameters could be

different with the number of training steps t. In a group of examples, the L gradient is

estimated by calculating the gradient of the loss and obtaining the average. This average

offers an estimator that is unbiased, the variance of which shrinks rapidly with the size
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of the group. This group of examples is called a lot, the main purpose of giving this name

is to distinguish a lot from the computational grouping that is usually named a batch.

Privacy accounting: is calculating the training overall privacy cost which is an impor-

tant issue for differentially private SGD. Differential privacy composability allows us to

perform " an accountant" procedure that calculates the privacy cost at each time and

uses the training data, and accumulates this cost during the training. The gradient is

typically required in training every step at multiple layers, and the accountant collects

the cost corresponding to them.

Moments accountant: There are many researchers trying to study the privacy loss

for a specific noise distribution and privacy loss composition. For the Gaussian noise,

which is used by DPSGD if it chose σ to be
√

2log 1.25
δ

/ε, with respect to the lot, this

will lead to be each step is (ε,δ) differentially private. As the lot is a database random

sample, the theorem of the privacy amplification indicates that with respect to the full

database, each step is (O(qε), qδ) differentially private where q = L⧸/N is the sampling

ratio per lot and ε≤ 1. The DPSGD have moments accountant, which is considered a

strong accounting method that lets us prove that the DPSGD is differentially private(
O(qε

p
T ),δ

)
for specific chosen settings of clipping threshold and the noise scale.

4.2.4 Rationale for using DPSGD

The technique of DPSGD allows deep neural networks to be trained with a modest

privacy budget, along with using the moments accountant method for tracing the privacy

loss. The approach of differentially private versions of stochastic gradient descent is not

a new approach there are some previous works such as Song et al. [89]. The DPSGD

followed the same previous work with some number of modifications and extensions, such

as moments accountant. Tracking privacy loss is a critical part of differential privacy,

a new tool has come to tracking of the privacy loss in privacy is moments accountant.

It permits the privacy loss of complex composite mechanisms to be tightly automated

analysed. The DPSGD achieve high accuracy by training the differential privacy with

deep neural networks and with a fair total of privacy loss, as it shows for MNIST

experiments reach 97% training accuracy and 73% accuracy for CIFAR-10 with (8, 10−5)

- differential privacy [3]. In this research, we used DPSGD proposed by Abadi et al. [3]

as it is robust and uses advanced tools such as moments accountant and showed good

results in training deep neural networks with differential privacy.
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4.2.5 Theoretical Analysis of DP-SGD

A query with sensitivity ∆ and L 2 satisfying (ϵ′,δ′) with the mechanism of Gaussian

need to add noise with standard deviation σ′ =
p

2ln(1.25/δ′)∆
ϵ′ .

Thus with ∆= 2l,σ= 16l
p

T ln(2/δ) ln(2.5T/δn)
nϵ

, every noisy gradient is ( nϵ

4
p

2T ln(2/δ)
, δn

2T )-

DP.

Next, in the choice of i t using privacy amplification by subsampling take into account

the randomness each noisy gradient is in fact ( ϵ

2
p

2T ln(2/δ)
, δ

2T )-DP.

We obtain that DP-SGD is (ϵ,δ)-DP as it is an adaptive composition of T DP mecha-

nisms.

4.3 Experiment setup

4.3.1 Double DQN experiment setup

We performed our experiment on two different Double DQN applications to demonstrate

the ability to preserve privacy by applying DPSGD [3] in Double DQN. The first exper-

iment was applied to the Health System Simulations model of Double DQN [7]. This

application was built as a simulation model of health systems and developed using the

OpenAI Gym framework and PyTorch to build the agent. This health system work to

simulate a real health system, and manages beds in hospitals such as those in emer-

gency departments. Patients went to the hospital and stay for a certain time to receive

treatment and then leave. When the patient arrives at the hospital, the Health System

Simulations check the available staffed beds and allocates a bed to this patient. There

is a limited number of beds available in the hospital at any time, and the system has

to manage the number of available staffed beds with the number of patients and try to

give each patient a bed. At any given time, the system aims to ensure at least 5% free

of the number of staffed beds in the hospital. The agent has to learn how to minimize

the loss for each unoccupied bed or patient who has no bed. The reward is calculated

based on the currently available bed and targeted bed, and usually, the reward is zero or

negative. The number of staffed beds can be requested to be changed by the system, and

this request can be performed after two days. By default, the simulation runs for 365
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Figure 4.4: The Lunar Lander environment: where Double DQN used to solve lunar
lander challenge to make the ship land softly on the ground

days. The number of patients who arrive at the hospital is not same all days, the default

number of patients who arrived is 50/day. This number changes as the number of arrival

of patients at the weekend is 50% of average arrival numbers, and the number of arrival

of patients on the weekdays is 120% of average arrival numbers. The average stay of

patients in the hospital is 7 days. In this experiment, four levels of noise were used to

measure the effect of injected noise, the ability of the agent to learn with each different

amount of noise and the ability to preserve privacy. The first time the agent runs with

no noise, then it runs with 10−10, 10−5 and 10−3 of noise respectively. In this experiment,

the agent of Double DQN has been trained for 500, 1000, 2000 and 3000 runs in order

to analyze the behaviour of the agent with each noise level and the different number of

runs. In this experiment, have been used epsilon-greedy to give the agent the opportunity

to explore and learn from random actions. The epsilon is defined to start from 1 to 0.1

with a decreasing rate of 0.999, and we use 0.9 of the moments accountant.

The second experiment was performed on Double DQN LunarLander-v2 OpenAI

Gym, figure 4.4 shows the Lunar Lander environment. The agent in this environment

has the goal of learning to land successfully on a landing pad located at coordinates

x = 0 and y= 0. The agent gets a reward when moving from the top of the screen to the

landing pad with zero speed. The lander loses rewards if it moves away from the landing

pad. For each time, the lander firing receives -0.03 points for each frame and the agent

gets a negative reward if the lander crashes or a positive reward if the lander is able to

land successfully. There are four possible actions: fire left orientation engine, fire right

orientation engine, fire main engine and do nothing, and there is no limit on fuel. In this
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experiment, four levels of noise were used. The first time the agent runs with no noise,

then it runs with 10−10, 2×10−6 and 9×10−3 of noise, respectively. In this experiment,

the agent of Double DQN has been trained for 10000, 30000, 50000 and 80000 episodes,

respectively, with the use of 0.9 of moments accountant and epsilon-greedy start from 1

to 0.1 with a decrease rate of 0.999.

4.3.2 Dueling DQN Experiment setup

We performed our experiment on two different Dueling DQN applications to demonstrate

the ability to preserve privacy by applying DPSGD [3]. The first experiment was applied

to the Health System Simulations model of Dueling DQN, which has the same settings

as the Health System Simulations of Double DQN [7]. In this experiment, four levels of

noise were used to measure the effect of injected noise, the ability of the agent to learn

with each different amount of noise and the ability to preserve privacy. The first time, the

agent runs with no noise, and then it runs with 10−10, 10−5 and 10−2 of noise, respectively.

In this experiment, the agent of Dueling DQN has been trained for 500, 1000, 1500 and

2000 runs in order to analyze the behaviour of the agent with each noise level and the

different number of runs. In this experiment, we have used the epsilon-greedy to give the

agent the opportunity to explore and learn from random action. The epsilon is defined to

start from 1 to 0.1 with a decreasing rate of 0.999 and we use 0.9 for moments accountant.

Figure 4.6 shows the exploration rate for the Health System Simulations experiment

with 250 runs, where the Y axis represents the epsilon and the X axis represents the

number of runs. The figure shows a sharp decrease in the epsilon over time.

The second experiment was conducted on the Ambulance Location Problem [8]. This is

a Dueling DQN application built based on the OpenAI framework. Figure 4.5 illustrates

how the agent interacts in his environment. The main objective of the agent is to help

the ambulance choose the best location, which can help to reduce the travel time from

the dispatch point to the scene of the accident, thus it can minimize the patient waiting

time for the ambulance. The Ambulance Location Problem simulation occurs within

areas of the world with fixed dimensions and size of 50km2. When incidents occur in

this area, the ambulances are sent from the dispatch points to the incident location. The

ambulance takes the patient and carries him to the hospital. After this, the agent guides

the ambulance to the optimal dispatch point and the ambulance becomes available to

respond to any other incident. In this simulation, there is only one hospital and there

are 25 dispatch points across the 50km2 area. On average, ambulances respond to eight
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Figure 4.5: The environment of the Ambulance Location Problem and showing the
dispatch location of the ambulance and the random ambulance location and the hospital

Figure 4.6: Exploration of the Health System Simulations experiment: the agent acts
based on an epsilon-greedy policy. If the generated number is smaller than the epsilon,
the action will be chosen randomly. Otherwise, the model will choose the optimal action.

incidents per day. Also, four levels of noise were used in this experiment to measure the

effect of injected noise and the ability of the agent to learn with each different amount of

noise. We run the agent the first time with no noise, and then it runs with 5×10−3, 10−2

and 5.0 of noise, respectively. The agent in this experiment has trained for 300, 500, 700

and 1000 runs. We used epsilon-greedy to give the agent the opportunity to explore and

learn from random action. The epsilon is defined to start from 1 to 0.5 with a decreasing

rate of 0.999 and we use 0.5 for moments accountant.
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4.4 Results and Analysis

This section presents the experiment results of the two Double DQN settings and the

experiment result of two settings of Dueling DQN after applying Differentially Private

SGD algorithms.

4.4.1 Double DQN

This section illustrates the behaviour of the two synthetic Double DQN applications after

applying DPSGD algorithms. The results of the conducted experiments on the Double

DQN model are as follows.

4.4.1.1 Performance metric 1 (accuracy)

Figure 4.7 and Figure 4.8 show the results of the Health System Simulations experiment

and LunarLander-v2 experiment, respectively, where the x axis shows the number of

run times and the y axis shows the average rewards. For the Health System Simulations

experiment, different noise levels are used with a different number of runs. Figure 4.7

shows the results of the Health System Simulations experiment where in the beginning,

there is very high fluctuation when the agent starts, especially in the first 100 runs with

all levels of noise. This is due to the use of epsilon greedy as the agent starts taking

action randomly for a certain time then the agent uses their prediction later to take

action. This method gives the agent the opportunity to explore and learn from random

actions. The red line represents the performance and accuracy of the agent with no noise,

as it appears that his performance improves gradually and then stabilizes at the highest

level. The black and blue lines show the performance and the accuracy of the agent with

a noise level of 10−10 and 10−5, respectively. There is a slight decrease in the agent’s

accuracy with these noise levels and the agent is able to increase his performance over

time. Even though the agent was able to improve its performance, the agent in this

experiment wasn’t able to reach the same level of accuracy, such as no noise, even after

3000 runs. The green line shows the performance and accuracy of the agent with noise

level 10−3 this is the highest noise level in the experiment, and this demonstrates the

effect of increasing noise as it shows that the agent performs with very low accuracy and

is far from no noise.

Figure 4.8 shows the experiment results of LunarLander-v2. In all the experiments,

the agent starts with a very high fluctuation because of the use of the epsilon-greedy
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Figure 4.7: The results of the Double DQN Health System Simulations experiment after
training the agent for 500(a), 1000(b), 2000(c), and 3000(d) runs

method as the agent starts taking action randomly for a certain time, and then the

agent uses his prediction later. The red line represents the performance of the agent

with no noise as it shows that the performance improves steadily and indicating how the

agent learns over time. The black and blue lines demonstrate the performance and the

accuracy of the agent with a noise level of 10−10 and 2×10−6, where the agent starts

with lower accuracy and increases over time. The agent in these two lines is not able to

reach the same level of accuracy, such as no noise, even after 80000 runs. The green line

represents the agent’s accuracy with a noise level of 9×10−3. The agent performs very

poorly with this level of noise and its accuracy drops dramatically. The agent is not able

to increase its accuracy even after 80000 runs.

4.4.1.2 Performance metric 2 (convergent rate/speed)

The converging is when the agent converts into an optimal policy and the speed of

convergence is affected by different parameters such as the discount factor [18]. In

this section we compare the convergent rate for the agent after applying DPSGD with

different amounts of noise. Figure 4.7 shows the performance of the Health System

Simulations agent, and the red line representing the agent with no noise, where it is able
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Figure 4.8: The result of Double DQN LunarLander experiment after the agent is trained
for 10000(a), 30000(b), 50000(c) and 80000(d) runs

to converge and find the optimal policy very quickly after 100 samples of training. The

agents are represented by the black and blue lines with a low amount of noise 10−10 and

10−5 and they need more samples to train to reach to close level of the red line and almost

they are very close to converging after 1000 samples of training. On the other hand,

the agent with a higher level of noise 10−3 is far away from being converted to optimal

policy and still needs more samples to train. Figure 4.8 demonstrate the LunarLander-v2

performance, with the red line showing the agent with no noise is able to converge to the

optimal policy after 11000 sample training. The agents represented by the black and blue

lines with a low level of noise 10−10 and 2×10−6 are very close to achieving convergence

to the optimal policy after 30000 runs. On the other hand, the agent in the green line

with a higher level of noise 9×10−3 is far away from being converged to optimal policy

because of injecting high noise into the gradient by Differentially Private DPSGD.

4.4.2 Dueling DQN

This section illustrates the behaviour of the two synthetic Dueling DQN after applying

Differentially Private SGD algorithms. The result of the conducted experiments on the

Dueling DQN model are detailed as follows.
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4.4.2.1 Performance metric 1 (accuracy)

Figure 4.9 and Figure 4.10 show the result of the Health System Simulations and Ambu-

lance Location Problem experiments, where the x axis shows the number of run times

and the y axis shows the average rewards that the agent receives over time. In these

experiments, we used different random levels of noise with different numbers of runs.

Figure 4.9 demonstrates the experiment results for the Health System Simulations

experiment using different noise levels with different numbers of runs in the experiment.

In the beginning, there is a very high fluctuation when the agent starts, especially in the

first 60 runs with all levels of noise. This is due to the use of the epsilon greedy method,

as the agent starts taking action randomly for a certain time, and then the agent uses

their prediction later to take action. This method gives the agent the opportunity to

explore and learn from random actions. The red line represents the performance and

accuracy of the agent with no noise, showing its performance improves gradually in the

beginning and then stabilizes at the highest performance level. The black and blue lines

represent the performance and the accuracy of the agent with lower noise levels of 10−10

and 10−5, respectively. With this amount level of noise, we see there is a very slight

decrease in the agent’s accuracy with these noise levels and the agent is able to increase

its performance over time and reach to level very close to no noise, specifically after 600

runs. The green line shows the performance and accuracy of the agent with the highest

level of noise in our experiment with noise level of 10−2. This is the highest noise level

in the experiment, and it demonstrates the effect of increasing noise as it shows that

the agent performs with very low accuracy. Even though the agent was able to slightly

improve his performance, the agent in its experiment was far away from being close to

the level of no noise.

Figure 4.10 shows the results of the Ambulance Location Problem experiments. In all

the experiments, the agent started with very low accuracy and the accuracy increased

over time. The red line represents the performance of the agent with no noise showing

that its performance increases steadily, which indicates how the agent learns over time.

The black and blue lines represent the performance and the accuracy of the agent with a

noise level of 5×10−3 and 10−2, where the agent starts with lower accuracy and increase

over the time. The agent represented by two lines is not able to reach the same level of

accuracy, such as no noise, even after 1000 runs. The green line represents the agent’s

accuracy with a noise level of 5.0 showing that the agent performs very poorly with

this level of noise and shows that the accuracy drops dramatically, and sometimes the
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Figure 4.9: The result of Dueling DQN Health System Simulations experiment after the
agent has been trained for 500(a), 1000(b), 2000(c) and 3000(d) runs

accuracy goes below the starting point.

4.4.2.2 Performance metric 2 (convergent rate/speed)

The converging is when the agent converts into an optimal policy and is able to maximise

its total cumulative rewards over time where the speed of convergence is affected by

different parameters such as discount factor γ [18]. We can obtain convergence from the

stability of the final results obtained by the algorithm. [50]. In this part, we compare the

convergent rate for the agent after applying DPSGD with different amounts of noise.

Figure 4.9 shows the performance of the Health System Simulations agent, and the red

line represents the agent with no noise as it is able to converge and find the optimal

policy very quickly after 100 samples of training. The agents represented by the black

and blue lines with a low amount of noise 10−10 and 10−5 need more samples to train

to reach to close level of the red line and almost they are very close to converging after

1000 samples of training. On the other hand, the agent with a higher level of noise 10−2

is far away from being converted to optimal policy and still needs more samples to train.

Figure 4.10 illustrates the Ambulance Location Problem performance, with the red line

presenting the agent with no noise as it is able to converge to the optimal policy after

300 sample training. The agents represented by the black line with a low level of noise

5×10−3 are close to achieving convergence to the optimal policy after 1000 runs as it is

73



CHAPTER 4. PRIVACY-PRESERVING IN DOUBLE AND DUELING
DEEP-Q-NETWORK WITH DIFFERENTIAL PRIVACY

Figure 4.10: The result of Dueling DQN Ambulance location problem experiment after
the agent has been trained for 300(a) ,500(b) ,700(c) and 1000(d) runs

able to increase the accuracy over time. On the other hand, the agent represented by the

blue and green lines with a higher level of noise 10−2 and 5.0 are far away from being

convergence to the optimal policy.

4.5 Conclusion

We considered the Double DQN and Dueling DQN algorithms and aim to preserve

the privacy of these models by adopting the DPSGD algorithm. In this research, we

conducted two experiments for Double DQN and two experiments for Dueling DQN.

The two experiments for Double DQN were the Health System Simulations model,

which is built to simulate real health systems, and the second experiment was the

LunarLander-v2 OpenAI Gym. We also conducted two experiments for Dueling DQN.

The first experiment was the Dueling DQN Health System Simulations model, and the

second experiment was performed on the Ambulance Location Problem, which aims to

minimize the time from the dispatch point of the ambulance to the accident site. For all

experiments, different noise levels were injected to demonstrate the effectiveness of the

injected noise on agent accuracy and learning rate. The effect of noise on the agent’s

performance is very clear. A noise increase leads to decreased accuracy. The agent with

low noise levels needs more samples to train to be almost able to converge to the optimal
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policy.
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5
PROTECTING USER LOCATION INFORMATION IN ONLINE

FOOD DELIVERY SERVICES

Online food delivery services are growing in popularity nowadays. A significant privacy

risk has been raised recently and private information such as customer location infor-

mation could be disclosed. In this chapter, we consider this issue and we propose the

Protects User Location Method (PULM) to protect customer location. The PULM injects

differential privacy Laplace noise based on two parameters: city area size and customer

frequency of online food delivery orders. We used two datasets, Shenzhen, China and

Iowa, USA, to demonstrate the result of our experiments.

5.1 Introduction

With the emergence of the internet and smartphones, online food delivery applications

have become prevalent and popular around the world. The online food delivery market

is growing rapidly and is expected to reach about US$1.02tn in revenue in 2023. There

is an expectation of a growth rate of 12.78% in revenue leading to an increase in the

market volume of US$1.65tn by 2027. More specifically, the segment of grocery delivery

is predicted to have a growth of revenue of 22.2% in 2024 and generate about US$0.63tn

in 2023. wherein, by global comparison, the highest revenue generated will be in China.

The expected number of users in the meal delivery segment is 2.5bn users by 2027 [93].
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The changing nature of urban consumer behaviour could be explained by the popu-

larity and heavy use of the emergence of online food delivery services. There are many

reasons behind the increased use of food delivery services, such as having a convenient

and quick meal after or during a busy working day, the need to take a particular food

dish during a family gathering or relaxing and enjoying a delicious meal by using these

services. Food delivery services aim to make the service more convenient for the con-

sumer by removing the need to plan meals or go to a restaurant to buy food to bring

back home or to the office. Thus, the behaviour of the consumer has changed greatly

with the increase in food delivery services, most noticeably consumers in urban areas [22].

While online food delivery services are valuable and provide significant benefits,

there are some privacy concerns have been raised relating to the probability of leaking

sensitive information about the user, such as the customer’s location. Thousands of food

delivery orders are received daily by online food delivery applications, with vast amounts

of information collected from the user. This data could be hosted by a third party and

could be further processed for training and analysis purposes which could pose a serious

threat to the privacy of customer information, such as the customer’s location.

We propose a method called the Protect User Location Method (PULM) to tackle the

privacy issues in online food delivery services. The objective of this method is to maintain

the privacy of the customer’s location. This method relies on the differential privacy

Laplace mechanism by injecting noise into the customer’s location and the courier’s

trajectory. The privacy parameter ϵ that affects the amount of injected noise depends

on two factors: the city area size and the customer frequency of online food delivery

orders. In small cities, the adversary has a higher opportunity to identify the customer’s

location due to the small area, fewer routes and fewer orders, which makes it easier for

an adversary to infer some private information about the user. However, this could be

more difficult in large cities. Also, when there are several food delivery requests from the

same customer, the adversary may be able to link the records of the same customer and

obtain their private information [5].

The main contributions of this work are as follows:

• proposes a privacy method called the Protect User Location Method (PULM). This

method uses the city area size and the customer frequency of online food delivery

orders to determine the privacy parameter ϵ.

78



5.2. PROBLEM STATEMENT

• Employ differential privacy by injecting Laplace noise to protect the customer’s

location information along with the courier’s trajectory.

• Use two datasets with different city area sizes and different geographic areas to

demonstrate more results and comparisons.

The remainder of this chapter is organized as follows. Section 5.2 presents the

problem statement. Section 5.3 describes the methodology. Sections 5.4, 5.5, and 5.6

detail the experiment design, the results and the conclusion.

5.2 Problem statement

5.2.1 Model overview and our method

Today, with the emergence of advanced technologies and the ubiquitous use of the Inter-

net and smartphones, ordering food online has become more accessible and convenient

with the prevalence of online food delivery services. This technology facilitates the pro-

cess of obtaining food, as it acts as an intermediary between the seller and the customer

by picking up the food from the restaurant or store and deliver it to the customer. While

online food delivery services provide valuable services, some privacy concerns about the

disclosure of private information have been raised. The customer’s private information

could be disclosed, and an adversary could infer private information such as the cus-

tomer’s location or behaviour pattern. As the customer’s location is sensitive, we are

required to protect the actual location and courier trajectory to maintain the privacy of

the customer’s location.

To tackle this issue, a defence method has been proposed to protect the customer’s

location. The proposed method called the Protect User Location Method (PULM), aims

to maintain the privacy of the customer’s location in online food delivery service. This

method uses differential privacy and the Laplace mechanism by injecting Laplace noise

into the customer’s location and the courier’s trajectory. The privacy parameter ϵ that

affects the amount of injected noise depends on two parameters: the city area size and

the frequency of customer’s online food delivery orders. In small cities, the adversary

has a higher opportunity to identify the customer’s location due to the small area and

fewer number of routes, which makes adversary easier to find the location of the user,

whereas it could be more difficult in large cities due to the large geographical area and
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increase number of roads. Also, when there are a number of food delivery requests from

the same customer, the adversary may be able to link the records of the same customer

and obtain the customer’s private information. Therefore, we inject more noise into the

records requested from small cities and with customers with a high number of records of

online food delivery orders.

5.3 Methodology

Figure 5.1: Comparison of the city area size between the Iowa(left) and Shenzhen(right)

5.3.1 Protect User Location Method (PULM)

Safeguarding the privacy of the customer’s location in online food delivery applications

is crucial. In this section, we focus on how to protect the user’s location in an online

food delivery service. Thus, we design the PULM method to protect the user’s location

by injecting noise into the user’s location and the courier trajectory. We use differential

privacy along with the Laplace mechanism to guarantee that the user’s location is not

disclosed. We determine the privacy parameter in this method based on two parameters.

The first parameter is the city area size, and the second parameter is the customer

frequency of online food delivery orders.
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Algorithm 4 Protect user location method PULM
1: Input: Merchant’s location and the customer’s location
2: Input: Obtain courier trajectory datasets D

3: Input Customer frequency of online food delivery orders.
4: Input City size.
5: Based on Eq. (2.4), obtain the sensitivity ∆ f of the trajectory metric space.
6: Calculate the privacy parameter ϵ based on city size and customer order frequency.
7: Select random point from the input trajectory dataset D including the user location.
8: Add Laplace noise based on ∆ f and ϵ to a selected points.
9: Output: Perturbed user location and courier trajectory.

5.3.1.1 Overview of the PULM algorithm

Preserving the privacy of user location is essential. Differential privacy shows robustness

and effectiveness in providing adequate privacy to datasets. Algorithm 4 present the

execution of the PULM method and how it works. In the beginning, the merchant’s

location and the customer’s location are obtained, and then the trajectory dataset of the

courier is retrieved from Google Maps API and then entered in the form of location points

containing longitude and latitude from the start point to the destination. In lines 3 and 4,

the customer frequency of online food delivery orders and city area size is calculated and

entered. The sensitivity ∆ f calculated in line 5 based on Eq. (2.4). In line 6, the privacy

parameter ϵ is calculated. To calculate the privacy parameter, we sum the results from

the city area size, which has a weight of 2.5, with the results of the customer frequency of

online food delivery orders, which has a weight of 2.5 where the lower privacy parameter

is more strong privacy. For example, the Iowa City area < 500 km2 will give 0.5, and

let us suppose we have a customer with 5 times of orders and max(x) = 10, min = 1 in

the dataset. This will be calculated like (5-10)\(1-10) × 2.5 = 1.388, in this case, the

privacy parameter will be 0.5 +1.388 = 1.88. In line 7, random points are selected from

the trajectory dataset, including the location of the customer. In line 8, Laplace noise is

added based on the sensitivity ∆ f and privacy parameter ϵ. The output is a perturbed

trajectory and customer location.

5.3.1.2 City area size

The city area size is an important factor, as it could affect the ability to infer user location

and courier trajectory. Figure 5.1 shows the difference between the two examples of

city area size, which we consider in this research. In a large city area size, there is a

larger population, and there are more roads and cars. Therefore, inferring trajectory and
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customer location could be more difficult compared with a smaller city area size. For

example, figure 5.1 shows the size of Iowa and Shenzhen, where the area of Iowa is about

64.75 km2 compared with about 1,748 km2 in Shenzhen and the population in Iowa is

about 75,233 compared with about 17.56 million in Shenzhen [91] [72] [29].

Globally, city area sizes are different and could start from less than 50 km2 to more

than 8000 km2, such as Tokyo with 2,191 km2 city area size [1] and Iowa with a city

area size of 64.75 km2 [92]. To allocate the proper amount of noise in our model, we need

to classify the city based on the area size. Most of the city classifications are based on city

population. For example, UK Parliament [13] classified the cities based on population

into core cities such as London, Sheffield and Glasgow, other cities, large towns, medium

towns, small towns and villages. Also, Liu and Chen [55] classify cities as a super city for

a city that has a population of more than 10M population, a megacity for a city between

5 and 10M, a large city for a city with a population between 1 to 5M, a medium city

for a city with a population between 0.5 to 1M and small city with a population less

than 0.5M. In our model, we attempted to classify cities based on area size, and we

approximately mimicked the population factor. Equation (5.1) shows the distribution of

noise parameters based on the city area size that we used in our model, where the x is

the city area size.

(5.1) f (x)=



0.5, if x <= 500.

1, if 500< x <= 1000.

1.5, if 1000< x <= 1500.

2, if 1500< x <= 2000.

2.5, if x > 2000.

5.3.1.3 Customer frequency of online food delivery orders

In our method, we consider the factor of how frequently the customer places an online

food delivery order. When there are many orders from the same customer, there is a

high chance of an adversary inferring the information of the customer. The attacker may

be able to infer the customer’s location and behavioural patterns or other information,

especially if many repeat orders are from the same location. An example of the ability of

the attacker to infer some private information from a particular user is that the attacker

could infer if a particular individual may have health issues if the user frequently visits a
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hospital location that is not his home or workplace[99]. Thus, we consider this factor and

aim to protect user location by injecting more noise using the Laplace mechanism into

the user with higher frequency orders by the same customer. We calculate the privacy

parameter based on two parameters: the city area size and the customer frequency of

online food delivery orders. The customer frequency of online food delivery orders can be

determined using this equation.

(5.2) Y = (x−Max(x))
(Min(x)−Max(x))

×2.5

x represents each customer frequency of online food delivery orders, Max(x) is the

dataset the maximum frequent order number and Min(x) is the dataset minimum

frequent order number.

5.4 Experiment Design

In the following section, we detail the experiment setup for the Protect User Location

Method (PULM) and provide an overview of the datasets we use in these experiments.

5.4.1 Trajectory Protection Method

Preserving the privacy of the user’s location is vital. In this experiment, we use the

Protect User Location Method (PULM), which employs a differential privacy Laplace

mechanism to protect the user’s location. We inject Laplace noise into the customer

location along with the courier trajectory. The Method considers two important factors

to determine the privacy parameter ϵ. The first parameter is city area size, and the

second parameter is the customer frequency of online food delivery orders. These factors

determine the amount of injected noise based on the differential privacy algorithm. To

evaluate our approach, we use Shenzhen, China and Iowa, USA datasets. We use Google

Maps to retrieve the courier’s trajectory by sending the start and end points and then

retrieve the trajectory of the courier. We then use the PULM method to obfuscate the

trajectory by injecting noise into selected points of the trajectory along with obfuscating

customer location.
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5.4.1.1 Trajectory Data Utility

Adding Laplace noise to the trajectory inevitably affects data utility. In order to evaluate

the data utility in the trajectory after adding noise, we use Hausdorff Distance (HD).

The Hausdorff distance method is a widely used metric to measure the similarity of two

datasets of points, and we can measure the utility of dataset D with respect to dataset

D̃[51]:

(5.3) util ity(D)= max{h(D, D̃),h(D̃,D)}

This experiment demonstrates the result of Hausdorff Distance (HD) for Shenzhen,

China, and Iowa, USA datasets, along with the average Hausdorff Distance for both

datasets.

5.4.1.2 Analyze Privacy Parameter Intensity

In this part, the distribution of privacy parameters generated by PULM is analyzed. The

privacy parameter is changed frequently based on the city area size and the customer

frequency of online food orders for each customer. The privacy parameter affects the

amount of noise generated by the privacy mechanism. We analyze the generated privacy

parameter for the two datasets, Shenzhen, China and Iowa, USA. Moreover, we compared

the generated privacy parameter ϵ with the frequency of customer orders of online food

delivery in both datasets and we consider each unique destination coordinate as a

separate customer.

5.4.2 Dataset Description

Two different datasets that have different city area sizes were used in our experiments

for our approach. The first dataset is for Shenzhen city, China, provided by Alibaba

Local Service Lab [32] contains on-demand food delivery order data. The datasets have

1048575 orders and 93 restaurants with the location of restaurants and delivery locations

and time of pickup the meal from restaurants and delivery time. The second dataset

used in our experiment is provided by Ulmer et al. [100]. This dataset contains data on

meal delivery services in Iowa City, USA. This dataset has 111 restaurants and 1200391

delivery records. In this dataset, the actual location is used with random generation of

order and equal request probability for each point of time and location. For both cities,
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we consider a particular area to implement our experiment. The data may have been

modified from the source for certain purposes, such as obfuscating the exact location or

any other reasons.

((a)) ((b))

Figure 5.2: The result of using Hausdorff Distance to evaluate data utility before and
after adding Laplace noise to the trajectory. We used Hausdorff distance to calculate the
similarity of the two datasets. We counted the utility of dataset D towards D̃ dataset.
The figure shows the result of Shenzhen, China, and Iowa, USA, where the X-axis
demonstrates the samples used and the Y-axis demonstrates the corresponding results
of the Hausdorff Distance in the blue line and the average Hausdorff Distance in the
orange line

5.5 Experiment Results

Preserving the privacy of a customer’s location is vital. This experiment shows the result

of using the PULM method, where we aim to protect customer location along with courier

trajectory. We use Google Maps to fetch the trajectory by sending the start and the

end points to Google Maps API and then retrieving the trajectory. Using our approach,

proper noise is injected into the customer location and to a selected point of the courier

trajectory in order to safeguard the customer location.

5.5.1 Trajectory Data Utility

After Laplace noise is injected into the trajectory, the utility of the data is definitely

impacted. To evaluate data utility in the trajectory after adding noise and to see how

much the obfuscated trajectory has been impacted, we used the Hausdorff Distance (HD),

which is commonly used to determine how much the similarity of two datasets points.
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Figure 5.2 shows the result of Hausdorff Distance along with the average Hausdorff

Distance in Shenzhen and Iowa. The Figure shows a slight similarity of HD between the

two datasets with some fluctuation which normally occurs due to obfuscated function.

The smaller value of the HD is more similar between the two datasets and zero means it

is identical with no difference.

((a)) ((b))

Figure 5.3: The result of the privacy parameter ε distribution generated by the PULM
algorithm for the two datasets, Shenzhen, China and Iowa, USA. The Y-axis shows the
privacy parameter ε and the X-axis shows the samples.

5.5.2 Analyze Privacy Parameter Intensity

Each time, the PULM generates the proper noise based on the input. Thus, the privacy

parameter is not fixed and it’s changed each time based on the city area size and the

customer frequency of online food orders. Figure 5.3 shows samples of the distribution of

privacy parameter ε generated by the PULM algorithm over the two datasets, Shenzhen,

China and Iowa, USA. The generated parameter can range between 0.5 to 5.0. Figure

5.3 shows that the distribution of privacy parameter ε in Shenzhen ranges between 4.75

and 5.0, and it ranges between 1.3 and 3.0 for the Iowa dataset in this selected sample of

records.

Figure 5.4 shows the privacy parameter ε generated by the PULM in the Shenzhen

dataset compared with the frequency of customer orders of online food delivery as it

shows the range starts from 4.0 to 5.0 in this selected sample of records. Figure 5.5 shows

the privacy parameter ε generated by the PULM in the Iowa dataset compared with the

frequency of customer orders where the privacy parameter ε starts from 1.2 to 3.0 in this

selected sample of records. In both Figures, the X-axis represents the privacy parameter

ε and the Y-axis represents the customer frequency order of online food delivery services,
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Figure 5.4: The generated privacy parameter compared with the customer frequency of
online food delivery orders in the Shenzhen dataset

Figure 5.5: The generated privacy parameter compared with the customer frequency of
online food delivery orders in the Iowa dataset

and it shows that when the number of customer frequency orders is high, the privacy

parameter gets lower which represents stronger privacy.

5.6 Conclusion

This research considered how to protect the customer’s location information in online

food delivery services. We proposed the Protect User Location Method (PULM) to protect

user location information in online food delivery services. PULM injects differential

privacy Laplace noise and uses two factors to control the amount of used noise. The first

factor is the city area size, and the second factor is the customer frequency of use of

online food delivery services. We used two datasets, Shenzhen, China and Iowa, USA, to

demonstrated our experiment results.
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6
PROTECTING THE CUSTOMER’S LOCATION IN FOOD

DELIVERY SERVICE WITH DIFFERENTIAL PRIVACY AND

MULTI-AGENT REINFORCEMENT LEARNING

Many food delivery companies operate globally in different regions today, with numerous

employees having various access authorities to customer data. A third party could store

the customer’s data and could also be used in further analysis. The stored data must

be stored properly to prevent a malicious from identifying the real data. This chapter

considers this issue and proposes the Protect Trajectory and Location in Food Delivery

(PTLFD), which aims to maintain the privacy of stored customer data by leveraging multi-

agent reinforcement learning and differential privacy. We implemented our experiment

on the meal delivery dataset in Iowa, USA.

6.1 Introduction

The food delivery business has grown rapidly, specifically during the COVID-19 pandemic

[30]. The platforms of online food delivery connect multiple restaurants with customers

and couriers on one platform. Many restaurants present their menus on these platforms,

and customers select the restaurants and place their orders online. The platform of food

delivery dispatches orders to the couriers, and based on specific techniques, they suggest

a path from the restaurant to the customer. The food is picked up by the couriers from the

restaurants and the couriers select a route to deliver the food to the customer. According
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to Liu et al. [56], in 2018, the market volume of online food ordering and delivery in

China reached 441.5 billion yuan and it was predicted that the market will reach 934

billion yuan in 2021. However, the online food delivery market today is getting more

attention and popularity among people everywhere due to the unique service it provides

to a large number of people around the world.

Many food delivery companies today operate globally in different countries, resulting

in several headquarters with numerous employees to operate their business in each

region and country. Different access authorities are granted access to various data, which

gives the possibility of illegal access to customer data. Moreover, this data could be stored

and analysed by third parties, or even the IT department could be operated by a third

party as well. A malicious entity could obtain this access authority, and the data could

be used illegally, which gives a chance to leak sensitive data about a group of people

or particular individuals. Some of the data could be related to important individuals

or linked with sensitive places such as some government offices, military or security.

Disclosing this information could reveal private and sensitive information such as user

location, behavioural pattern or job location, which could cause serious harm to the

individual or group of people and could be used in a harmful manner.

In this work, we propose the Protect Trajectory and Location in Food Delivery Method

(PTLFD) to protect the privacy of such data. This method leverages the differential

privacy Laplace mechanism and multi-agent reinforcement learning to obfuscate the

customer’s location and courier’s trajectory. Initially, the courier receives a food delivery

order and then delivers the order to the customer. After that, by using different privacy

parameters ϵ, the multi-agent reinforcement learning agent constructs N number of

obfuscated trajectories by injecting Laplace noise to a selected point of the original

trajectory and destination point. The multi-agent reinforcement learning is then used to

select one of the constructed trajectories. The selected trajectory is then evaluated based

on three factors: the similarity between the selected trajectory and the original trajectory,

the sensitivity of destination location and the frequency of the number of orders by the

customer [6].

This work aims to protect the customer’s location information and proposes a method

to safeguard the customer’s location. The main contributions of this research are as

follows:
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1. This work is the first one that leverages multi-agent reinforcement learning in

trajectory privacy protection and uses the QMIX method to train decentralised

policies in a centralised end-to-end fashion.

2. To have a strong obfuscated trajectory, we used the differential privacy Laplace

mechanism to construct N number of obfuscated trajectories.

3. To gain highly private results, we used the similarity of the selected trajectory with

the original trajectory, the sensitivity of the destination location and the frequency

of the customer orders as factors used in the reward function.

The remainder of this chapter is organized as follows. Section 6.2 details the main

difference between PULM and PTLFD. Section 6.3 presents the problem statement. The

methodology is presented in section 6.4. Sections 6.5, 6.6 and 6.7 detail the experiment

design, the results and the conclusion.

6.2 The Main Difference Between PULM and PTLFD

The Protect User Location Method (PULM) was proposed to tackle privacy issues in

online food delivery services and protect the location information of the customer from

being disclosed. This method uses the differential privacy Laplace mechanism by inject-

ing noise into the customer’s location and the courier’s trajectory. In this method, the

privacy parameter ϵ that affects the amount of injected noise depends on two parameters:

the city area size and customer frequency of online food delivery orders.

The PTLFD was proposed to deal with privacy issues in online food delivery services

and to protect the customer’s location information from being disclosed. This method

uses the differential privacy Laplace mechanism and multi-agent reinforcement learning

to obfuscate the customer’s location and trajectory. After the courier delivers the order to

the customer, the agent constructs N number of obfuscated trajectories with different

amounts of privacy parameters by injecting Laplace noise to a selected point of the

original trajectory and destination point. Multi-agent reinforcement learning is then

used to select one of the obfuscated constructed trajectories. The selected trajectory is

then evaluated based on three factors: the similarity between the selected trajectory and

the original trajectory, the sensitivity of destination location and the frequency of the

number of orders by the customer.
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In the PULM, differential privacy is used to protect the customer location information

and uses the city area size and customer frequency of online food delivery orders to

determine the privacy parameter ϵ that affects the amount of injected noise. Whereas,

in the PTLFD, the agent after the order is delivered by the courier to the customer, the

agent constructs N number of obfuscated trajectories with different amounts of privacy

parameters by injecting Laplace noise to a selected point of the original trajectory and

destination point. In this method, multi-agent reinforcement learning is used to select

one of the obfuscated constructed trajectories and multi-agent reinforcement learning

then evaluates the selected trajectory based on three factors: the similarity between the

selected trajectory and the original trajectory, the sensitivity of the destination location

and the frequency of the number of orders by the customer.

6.3 Problem Statement

This section explains in detail the problem statement, provides an overview of the model,

its components, and how it works. Also, it explains the formulation of the markov decision

process.

Figure 6.1: Model overview

6.3.1 Model Overview

Today, multiple food delivery companies work globally in different countries, with dif-

ferent headquarters and numerous employees to operate their business in each region,

and different access authorities are granted to access various data. This creates the

opportunity for illegal access to customer data in different regions. This data could be

stored and analysed by third parties, or the IT department could be operated by a third

party as well. Disclosing this information could reveal private or sensitive information
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such as the user’s location, behaviour patterns or job location. Furthermore, this data

could be related to important individuals or linked with sensitive places such as some

government offices, military or security sites. This work considers this issue and proposes

a solution to maintain customer data privacy and not disclose their private information.

We leverage differential privacy and multi-agent reinforcement learning in this work to

maintain the customer’s privacy.

Figure 6.1 shows the model overviews. Each courier is considered in this model

as an independent agent. The courier receives the food order and then delivers the

order to the customer. In order to obfuscate the customer’s location, the PTLFD aim to

obfuscate the customer location and the courier trajectory, and this is done by creating

N number of obfuscated trajectories by adding Laplace noise into a selected point of the

trajectory using a different amount of privacy budget in each trajectory. The multi agent

reinforcement learning then uses their prediction and then picks up one of the created

trajectories and uses it instead of the original trajectory. The multi agent reinforcement

learning then evaluates the selected trajectory in the reward function based on three

criteria: the similarity between the original trajectory and the selected trajectory, the

sensitivity of destination location, and the frequency of the number of orders placed by

the customer.

6.3.2 DRL Formulation

Our method is designed as the Markov decision process. The following section presents

more details about the Markov decision process formulation and the major components

of the method.

6.3.2.1 Agent

In this problem, we used multi-agent reinforcement learning and considered each courier

as an independent agent. We formed more than two agents {A1, A2, · · ·An}, to assign the

learning policy of the agent, respectively.

The agent aims to save the obfuscated trajectory instead of the original one, and this

includes the obfuscated customer location. The agent constructs N different obfuscated

trajectories by using differential privacy and injecting Laplace noise to selected points

into the trajectory. The agent then picks up one of the constructed trajectories.

93



CHAPTER 6. PROTECTING THE CUSTOMER’S LOCATION IN FOOD DELIVERY
SERVICE WITH DIFFERENTIAL PRIVACY AND MULTI-AGENT REINFORCEMENT
LEARNING

6.3.2.2 State

The state in our dynamic model is defined based on three components: the selected

trajectory, the frequency of the customer order and the sensitivity of destination location.

The following are more details for each of them.

• The selected trajectory: Each time the courier receives a new delivery request

and then delivers it to the customer, the agent, at this point, constructs N number

of obfuscated trajectories. Then the agent selects one of the obfuscated trajectories.

In our state, we use the chosen trajectory as a component of the state.

• The frequency of the customer order: An important factor that has been

considered is the frequency of orders by the same customer. This factor shows

the number of repeat orders by a particular customer. A high number of repeated

orders could increase the probability of revealing the customer’s information as the

attacker could link the records and infer the customer’s information.

• The sensitivity of destination location: The food delivery order could be deliv-

ered to a sensitive location such as police or security offices. We use this factor as a

component of the state.

6.3.2.3 Action

The agent, in each time step t has N actions. The agent action is to select one of the

constructed obfuscated trajectories.

6.3.2.4 Reward Function

All agents receive an immediate reward r t from the environment after taking actions to

evaluate the collective actions. In each time step t an instant reward is received by the

agent. Only if the agent is able to achieve the desired privacy preservation will the agent

receive a positive reward, otherwise negative reward is received. The reward function is

defined based on the following:

(6.1) (SimTr×0.5)+ (SenLoc×0.25)+ (FreOr×0.25)
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Where SimTr represents the similarity between the selected trajectory and the

original trajectory. SenLoc represents the sensitivity of destination location, and FreOr
represents the frequency of customer orders of online food delivery.

6.3.2.5 The Similarity of the Selected Trajectory

We compared the similarity between the original trajectory and the chosen obfuscated

trajectory using the Hausdorff Distance (HD). Hausdorff distance is broadly used to

measure the similarity of two datasets of points of D with respect to dataset D̃ [51]:

(6.2) similarity(D)= (max{h(D, D̃),h(D̃,D)}×100)

6.3.2.6 The Sensitivity of the Destination Location

Some online food orders could be delivered to sensitive locations such as some govern-

ment offices or security sites like police, military or national security centres. Disclosing

such information could reveal some private information, like customer job location, cus-

tomer behavioural pattern, or any other private information.

Thus, we consider this factor to provide more protection for customers with more

sensitive information. Haversine formula was used to measure 100 meters from the

entered coordinate of each sensitive location entered. Equation 6.3 shows how sensitivity

is calculated in our model.

(6.3) SenLoc =
1, if yes.

0, if no.

6.3.2.7 Frequency of the Number of Orders by the Customer

Another important factor that has been considered is the frequency of orders by the same

customer. The high number of repeat orders by a particular customer could increase the

chance of disclosing the customer’s information as the attacker could be able to link the

records and reveal private information. The frequency of orders by the customer can be

calculated based on the following.

(6.4) Y = ((x−min(x))/(max(x)−min(x)))
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Where x is the number of frequent orders, min(x) is the minimum frequent order in

the dataset and max(x) is the maximum frequent order in the dataset.

6.4 Methodology

6.4.1 QMIX Algorithm

QMIX is a novel value-based technique for training decentralized policies in a centralized

end-to-end way. Each agent in a multi-agent framework chooses an action, forming

a collective action at, and shares a global immediate reward r t that evaluates the

collective action taken previously. There is collective agent-value function Qtot(st,at)=
Est+1: ∞,at+1: ∞[Rt|st,at] for the collective action, as Rt is the discounted return at time t.
Evaluating the contribution of each agent separately and accurately to obtain individual

value function from the collective action-value function is the main challenge in the multi-

agent reinforcement learning framework. To represent the individual value functions of

agents A i, it used Q i(ot,at) [79].

6.4.2 Protect Trajectory Privacy in Food Delivery with Multi
Agent Reinforcement Learning

This section explains how multi-ageing reinforcement learning and Protect Trajectory

and Location in Food Delivery (PTLFD) work. Each time, the agent receives an order and

delivers it to the customer. The agent performs the obfuscated method using algorithm 6.

The following provides more details on how both multi-agent reinforcement learning and

PTLFD algorithms work.

6.4.2.1 QMIX Multi Agent Reinforcement Learning

In the training process, we minimize the loss function using gradient descent with

respect to parameter θ at iteration i. The neural network for this purpose is used as an

approximator in reinforcement learning. Algorithm (5) presents an overview of the QMIX

algorithm for multi-agent reinforcement learning. Initially, the reply buffer D with size

N is initialized. In lines 2 to 4, the action value function is initialised with random weight

θ and target action value function with θ̄ ← θ and mixing network of the QMIX. The

environment then is rested and while not in termination, the agents observe the current

observation and the action is selected based on probability ϵ, or otherwise the highest
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Algorithm 5 Overview of QMIX Multi-agent reinforcement learning
1: Initialize: reply buffer D with size N

2: Initialize: action value function with random weight θ

3: Initialize: target action value function with θ̄← θ

4: Initialize: mixing network φ

5: while Episodes training not finished do
6: Reset environment
7: while The state not in terminal do
8: for agent in Agents do
9: Agent observe state ot

i
10: With probability ε select a random action at
11: Otherwise select argmaxat(ot,at : θ)
12: end for
13: Execute joint action at and observe next state st+1 , receive reward r t and

termination info
14: Add (ot,at, st+1, r t ) to reply buffer D

15: Sample random minibatch K from D

16: Qtot = mixing((Q1(o1
t ,a1

t )+Q2(o2
t ,a2

t )+ ...Qn(on
t ,an

t ))
17: Calculate loss function L = (

r t +γmaxatQtot(st,at|θ̄)−Qtot(st,at|θ)
)2

18: Perform a gradient descent step on L to the network parameter θ

19: Update target network parameter θ̄

20: Update exploration rate ϵ

21: end while
22: end while

value is selected from argmaxat(ot,at : θ). The action is executed, the corresponding

rewards are received, and observe the next state. Add current observations, action, state

and reward to reply buffer D. Extract sample from reply buffer D, calculate loss function

L . Perform a gradient descent step with network parameter θ and update the target

network parameter and then update exploration rate ε.

6.4.2.2 Protect Trajectory and Location in Food Delivery (PTLFD)

Preserving the privacy of customer information in food delivery service is crucial. This

method aims to maintain privacy in food delivery services. To obtain better results,

some vital factors are considered, such as the similarity between the selected trajectory

and the original trajectory, the sensitivity of destination location and the customer

frequency of online food delivery orders. In algorithm (6), after the agent receives the

food delivery request, the customer location and the courier starting point coordinates

are sent to Google Maps API to fetch the trajectory of the courier as a dataset of
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coordinates. The courier then delivers the order to the destination. The agent uses the

Laplace mechanism to construct N number of obfuscated trajectories with different

privacy budgets by injecting noise into a selected point of the original trajectory. Multi-

agent reinforcement learning selects one of the constructed obfuscated trajectories. The

multi-agent reinforcement learning reward function evaluates the selected obfuscated

trajectory based on the similarity between the selected trajectory and the original

trajectory, the sensitivity of the destination location, and the frequency of the number of

orders by the customer.

Algorithm 6 Protect Trajectory and Location in Food Delivery (PTLFD)
1: Input A food delivery order information (Merchant location and customer location)
2: Input Trajectory dataset from Google Maps API
3: Courier delivers the order
4: Construct N number of obfuscated trajectories by injecting Laplace noise into a

selected point of the original trajectory
5: Check if the order destination is a sensitive location
6: Use multi-agent reinforcement learning to select trajectory
7: Used the selected obfuscated trajectory
8: Output Obfuscated trajectory

6.5 Experiment Design

In the following section, we describe the experiment setup for PTLFD and provide details

about the dataset that were used in these experiments.

6.5.1 Protect Trajectory and Location in Food Delivery (PTLFD)

Protecting customer data and customer location information is essential. In this exper-

iment, we used PTLFD to protect the customer’s location information in online food

delivery services. The PTLFD employs the differential privacy Laplace mechanism along

with the multi-agent reinforcement learning QMIX method. We run the experiment for

more than 3000 runs times, and we manually enter a list of expected sensitive locations.

Our experiment was implemented on the Iowa, USA dataset.
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6.5.2 Trajectory Data Utility

After applying our obfuscated method to protect the customer’s location information,

the data utility is definitely affected. To measure the data utility after applying the

obfuscated method, we used Hausdorff Distance and Dynamic time warping (DTW),

which are two methods to evaluate the similarity between the original trajectory and the

newly selected trajectory.

Dynamic time warping (DTW) is a method that aims to find an optimal alignment

between two time series, where one of the time series could be warped not linearly by

shrinking or stretching its time axis. To determine the similarity between the two time

series or to find corresponding regions, this alignment can be used for this purpose.

For one curve onto the other curve, the Dynamic time warping calculates the distance

between points of these curves. Let us suppose curve C with c number of points and a

curve D with d number of points, for every c point the distance between c and each d
point is calculated [82] [43].

6.5.3 Analyze Privacy Parameter Intensity

Each time the courier picks up an order and deliver it to the customer, the agent

constructs N number of obfuscated trajectories with different privacy parameter. The

multi-agent reinforcement learning then picks up one of the constructed trajectories.

In order to evaluate the behaviour of our model, we analyzed the privacy parameter

resulting from using our model. This experiment shows the distribution of the privacy

parameters comes after using the PTLFD method, which applies to Iowa, USA, dataset.

6.5.4 Analyze Driver Journey Time

In this section, we analyze the approximate time needed to deliver the food by the courier

between the original trajectory delivery time and the newly constructed trajectory

delivery time. In this experiment, we consider that the speed of the courier is fixed, which

is 35 kilometres per hour, and we used the Haversine method to measure the distance.
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Figure 6.2: Samples of constructed trajectories and the original trajectory, where the
original trajectory is shown in black.

6.5.5 Multi Agent Reinforcement Learning Rewards

Each time after taking action, an immediate reward is received by the agents from the

environment in order to evaluate the collective actions. Only if the agent is able to achieve

the desired privacy preservation goal the agent will receive a positive reward, otherwise

negative reward is received. In this experiment, we analyze the average accumulated

rewards the agent receives.

6.5.6 Dataset Description

In this work, we use the meal delivery services dataset provided by Ulmer et al. [100]

from Iowa, USA. The dataset contains 1,200,391 records and 111 restaurants. The used

locations in this dataset are real. The orders are randomly generated with equal request

probability for every location and every point of time.
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Figure 6.3: Trajectory similarity between the original trajectory and the selected con-
structed trajectory using Hausdorff distance for more than 100 samples with an average
value.

6.6 Experiment Results

6.6.1 Trajectory Similarity and Data Utility

This section shows the similarity results between the selected and the original trajectory

after using the Protect Trajectory and Location in Food Delivery method (PTLFD). Figure

6.2 shows samples of the constructed trajectories compared with the original trajectory.

This figure shows the original trajectory in black along with the other constructed trajec-

tories. This demonstrates how much similarity there is between the original trajectory

and the constructed trajectories.

We also show the similarity using two measurement methods: Hausdorff distance

and Dynamic time warping. Figures 6.3 and 6.4 show the results for more than 100

samples of Hausdorff distance and Dynamic time warping value, in this experiment, the

model has been trained for more than 3000 run times. Figure 6.3 shows the values of

Hausdorff distance for more than 100 samples in blue and the average value in orange.

The values are approximate fluctuations between 0.01 and 0.14 with an average about

0.01. When the value of Hausdorff distance is small, this means the similarity between

the original trajectory and the obfuscated trajectory is high, and if the value is zero,

this means both trajectories are identical. Figure 6.4 shows the result of Dynamic time

warping in blue and the average value in orange colour. The Figure shows the values of

Dynamic time warping are approximate fluctuations between 0.01 to 0.5 the average is
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about 0.05, the smaller value means more similarity.

Figure 6.4: Trajectory similarity between the original trajectory and the selected con-
structed trajectory using the Dynamic time warping for more than 100 samples with an
average value.

Figure 6.5: Distribution of the used privacy parameter in 100 samples of the selected
trajectories by (PTLFD) method.

6.6.1.1 Analyze Privacy Parameter Intensity

Each time the PTLFD method selects one obfuscated trajectory, each trajectory has

a different privacy parameter. Figure 6.5 demonstrates the frequency of the privacy

parameter used during the training process, where the privacy parameter between 0.5 to

1.3 was used 2064 times, the privacy parameter between 1.3 to 2.1 was used 2303 times,

and the privacy parameter between 2.1 to 2.9 was used 1957 times, privacy parameter

between 2.9 to 3.7 was used 2017 times and privacy parameter between 3.7 to 4.5 was

used 2029 times.
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6.6.1.2 Analyze Driver Journey Time

In this section, we compare the journey time of the original trajectory and the journey

time for the newly selected obfuscated trajectory that results by using PTLFD method.

Figure 6.6 shows the original journey time in blue and the new obfuscated journey time

in orange colour. This shows that the time taken for the journey with an obfuscated

trajectory is usually longer in most cases.

6.6.1.3 Multi Agent Reinforcement Learning Rewards

This section shows the obtained multi-agent reinforcement learning average accumu-

lative reward by the agents during the learning process. Figure 6.7 shows the average

accumulative rewards for more than 3000 run times, showing that the average reward is

more than −0.5.

Figure 6.6: Comparison of the journey time of the courier between the original journey
time and the newly obfuscated trajectories. The original journey time is shown in blue,
and the newly obfuscated journey time is shown in orange.
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Figure 6.7: Multi agent reinforcement learning average accumulative rewards after more
than 3000 run times

6.7 Conclusion

We considered the issue of maintaining the data privacy of saved customer information in

food delivery services. We proposed the Protect Trajectory and Location in Food Delivery

(PTLFD) method that uses differential privacy Laplace mechanism and multi-agent

reinforcement learning to protect customer information privacy in food delivery services.

First, the agent delivered the food to the customer, and then the agent constructed N
number of obfuscated trajectories with different privacy budgets. Multi-agent reinforce-

ment learning then chose one trajectory from the constructed trajectories. The selected

trajectory is then evaluated in the reward function based on the similarity between the

selected trajectory and the original trajectory, the sensitivity of the destination location,

and the frequency of the number of orders by the customer.
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CONCLUSION

7.1 Conclusion

Deep reinforcement learning (DRL) is one of the promising fields in artificial intelligence

that has been extensively studied by researchers in past years. Multi-agent reinforcement

learning (MARL) and DRL are used in several fields, including recommendation systems,

economics, health, gaming and robotics. Although these algorithms achieve promising

results, there is significant concern about privacy and the potential for disclosing private

information. This research considers deep reinforcement learning, multi-agent reinforce-

ment learning and the related privacy issues. In this research, there are four main

chapters, each of which tackles a different problem. Further details on these chapters

are provided in the following.

Chapter 3, considers the issue of online food delivery services and how to increase the

number of online food delivery orders received by the courier and in doing so, increase

the long-term income of the courier. Multi-agent reinforcement learning is employed

with two methods QMIX and IQL, to achieve good results. The map of the city is divided

into a number of small grids, and each grid represents a particular area of the city. The

agent has to run and learn which grid has the highest demand for food delivery orders.

The agent has to learn to select the grid with the highest number of food delivery orders

to increase the number of food delivery orders received and thereby increase the courier’s

long-term income. The experiment was conducted using two multi-agent reinforcement
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learning methods QMIX and IQL, and one single agent to provide more results. We

used two different datasets in this experiment, one for a small city and the second for

a large city ( Iowa, USA and Shenzhen, China) and another random synthetic dataset.

The results demonstrate that there is an increase in the average accumulated reward by

using QMIX and IQL. The experiment shows that the average number of food delivery

orders increased with the Shenzhen and Iowa datasets and by using the QMIX method.

Chapter 4, considers the Double and Dueling Deep-Q-Network algorithms and how

to preserve privacy when using these two algorithms. The Differentially Private SGD is

adopted to inject controlled Gaussian noise into the gradients to protect privacy. Two

Double DQN experiments were conducted. The first experiment was applied to the

Health System Simulations model and the second was applied to the LunarLander

OpenAI Gym. Also, two experiments were conducted for the Dueling DQN, the Health

System Simulations model experiment and the Ambulance Location Problem. For all the

experiments, different noise levels were injected to demonstrate the effectiveness of the

injected noise and its ability to preserve privacy. The effect of noise is very clear on the

agent’s performance, namely increased noise leads to decreased accuracy, and the agent

with low noise levels is able to reach convergence and optimal policy.

Chapter 5, considers the privacy issue in online food delivery services and how to

protect the customer’s location information. To tackle this issue, the Protect User Lo-

cation Method (PULM) was proposed to protect the customer’s location when using

online food delivery services. PULM injects Differential Privacy Laplace noise into the

customer’s location and the courier’s trajectory where the PULM uses the city area size

and frequency of customer orders as two parameters to determine the amount of injected

noise. The Hausdorff Distance method was used to evaluate the data’s utility and the

similarity before and after using PULM. This chapter also details the distribution of

privacy parameter ϵ generated by PULM over two data sets, Shenzhen, China and Iowa,

USA. Moreover, we show the generated noise compared with the frequency of customer

orders in Shenzhen and Iowa datasets.

Chapter 6, considers the issue of maintaining customer data privacy when using

online food delivery services as this is still a challenging issue. We propose the Protect

Trajectory and Location in Food Delivery (PTLFD) method which leverages multi-agent

reinforcement learning and differential privacy. In the PTLFD, the courier receives
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the order and then delivers the order to the customer. The agent then constructs N
of obfuscated trajectories with different privacy budgets. Multi-agent reinforcement

learning then chooses one of the constructed trajectories. The selected trajectory is

evaluated based on three factors: the similarity between the selected trajectory and the

original trajectory, the sensitivity of the delivery destination location (such as police

or security offices) and the frequency of the customer’s online food delivery orders. To

demonstrate the effectiveness of our results, we highlight the similarity between the

selected and the original trajectory after the PTLFD using Hausdorff distance and the

dynamic time warping methods. We detail the distribution of the privacy parameter

ϵ, and compare the journey time of the original trajectory and the new obfuscated

trajectories.

7.2 Future work

Although this research proposes solutions to different problems related to online food

delivery and the related privacy issues, there is still space to improve this work and

develop different methods that can achieve better results. The following are some sug-

gestions to improve the current work.

The food delivery service is a well-used service nowadays. A large number of compa-

nies in many countries provide food delivery services to millions of people around the

world. There is a great opportunity to improve this service as multi-agent reinforcement

learning offers an effective solution to enable multiple agents to learn in the same

environment and share their knowledge with each other, which accelerates the agents’

learning rate. Therefore, there is an excellent opportunity to propose a new multi-agent

reinforcement learning method or improve the current work to enhance the learning rate

of the agent and thereby improve the agents’ performance.

Even though there is increased demand for online food delivery services, there is huge

concern about data privacy. Disclosing customer data could lead to harmful consequences

as this could reveal critical information about the user, such as the customer’s home

location, job location or their behaviour patterns, information which could potentially be

improperly used. Various mechanisms have been proposed to tackle this issue, and there

is a need for an algorithm that can tradeoff between obfuscating the information and

utility. Moreover, adopting advanced methods such as new methods of machine learning
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can help to achieve remarkable outcomes.
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